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Molecular orbital imaging beyond the first monolayer: Insights into the pentacene/Ag(110) interface
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Understanding the molecular geometry at interfaces is not only of importance for optimizing contact properties
but also sets the basis in energy alignment in multilayer samples. Here we present a method to determine
the tilt angle of molecular compounds by a combination of the orbital imaging technique with photoemission
matrix element calculations. By simulating different tilt angles of isolated molecules and comparing the resulting
photoemission intensity distribution with momentum maps measured on molecular multilayers, one is able to
determine the molecules’ tilt angles for each separate layer independently from one another.
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I. INTRODUCTION

Interfaces between organic materials and metals are of
crucial importance for applications, e.g., in optoelectronic
devices [1–3]. The structural arrangement of the molecular
film in the immediate vicinity of the metal is decisive for
the relevant contact properties such as the alignment of en-
ergy levels at the interface [4–9] or the growth mode of
the active organic layer [8,10]. To systematically investigate
such contacts, model systems like ordered molecular layers
on single crystalline metal surfaces have been employed and
probed by several established surface science tools, amongst
them photoelectron spectroscopy (PES), low-energy electron
diffraction (LEED), near-edge x-ray absorption fine structure
(NEXAFS), or scanning tunneling microscopy (STM). Most
of these techniques are highly surface sensitive and have
provided comprehensive insight into the properties of single
adsorbed layers. However, once the interfacial layer in direct
contact with the metal is buried by subsequent layers, the
former cannot be probed straightforwardly since the applied
methods are either too surface sensitive (as STM) or can
only hardly distinguish the molecules in the various layers (as
NEXAFS). The desired properties of the interface in a more
realistic scenario are consequently often not accessible. Here
we show on the example of bilayer samples of pentacene on
Ag(110) surfaces that by analyzing the angle-resolved PES
data along the orbital imaging approach, we can determine
the inclination angle, which corresponds to the angle between
the normal of the molecular plane and the surface normal of
molecules in the topmost as well as in the interfacial layer
with very high accuracy. Thus we are able to follow changes
of the structural arrangement of the molecules at the interface,
which are induced by the growth of additional layers.

II. METHODS

A. Experimental Details

Experiments were done at the NanoESCA beamline of the
Elettra synchrotron in Trieste, equipped with an electrostatic
photoemission electron microscope (PEEM) [11]. The setup
includes a PEEM column and a double-pass hemispherical

analyzer. The instrument, in momentum mode operation, can
detect momentum maps in the range of k|| ∈ [−1.8; 1.8] 1/Å.
Photon energies of 30 eV, 40 eV, and 50 eV were utilized with
p-polarization of the incoming light. The Ag(110) substrate
was cleaned by repeated cycles of sputtering and annealing.
The pentacene (purity 99%, purchased from Sigma-Aldrich)
was deposited from a homemade evaporator, which was de-
gased thoroughly prior to sample preparation. The tempera-
ture of the evaporator was set to T = 185 ◦C, which resulted
in a depostion rate of 25 min per monolayer, as calibrated by
XPS and the characteristic LEED signature of the pentacene
monolayer/Ag(110) [12]. The sample was kept at room tem-
perature during preparation and LEED experiments, but was
cooled down to 140 K for all PES measurements, resulting in
an overall energy resolution of about 70 meV.

Figure 1(a) shows the LEED pattern of 1 ML pentacene
on Ag(110) with a commensurate superstructure matrix of (3
−1/ −1 4) marked in red. The molecules are aligned along
the [001] direction of the Ag(110) substrate, which was also
reported in literature [12]. A sketch of the molecular orienta-
tion together with the experimental geometry is illustrated in
Fig. 2. This sample was prepared by deposition of roughly
2 ML with subsequent tempering at a sample temperature
of T = 180 ◦C for 10 min, to remove all molecules from
higher layers. The resulted coverage defines what we refer
to as ML. Due to significant differences in both LEED and
valence band spectra between ML and bilayer (BL) samples
[compare with Fig. 1(b)], one can easily verify the success
of the applied procedure. So far, we couldn’t identify any
differences between a tempered ML sample and one with
direct evaporation. In Fig. 1(b), we show the LEED pattern
of the BL preparation, which was produced by direct evapo-
ration for 45 min at T = 185 ◦C. The red dots still mark the
unaltered reflexes known from the ML sample, which proves
that additional molecules grow in a second layer and not in a
denser ML, with therefore different adsorption geometry. In
green we model the additional superstructure with the matrix
(5 2/ −2 3) of the second layer.

Figure 1(c) shows the valence regime spectra of both
samples investigated in this work measured with an excitation
energy of hv = 30 eV. The first peak close to the Fermi
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FIG. 1. (a) LEED pattern of 1 ML Pentacene on Ag(110) with
simulated superstructure (3 −1/ −1 4) (red). (b) LEED pattern
of 1 BL Pentacene on Ag(110) with simulated ML superstructure
(3 −1/−1 4) (red) and additional structure of second layer
(5 2/ −2 3) (green). c) EDC measured with an excitation energy
of hv = 30 eV and integrated over an area marked in Fig. 3(a).
DFT calculation of HOMO and LUMO of isolated pentacene with
positive/negative phase illustrated in red/blue.

level originates from the lowest unoccupied molecular orbital
(LUMO) of the isolated molecule, which is filled due to
charge transfer from the substrate upon adsorption [13–15].
The second peak at a binding energy of Ebin = 1.2 eV stems
from the highest occupied molecular orbital of the first layer
(HOMO1st), which is in direct contact to the substrate. In
contrast, the HOMO of the second layer (BL-HOMO2nd) is
shifted to Ebin = 1.8 eV and the LUMO of the molecules in
the second layer is not occupied, due to the weaker interaction
with the metal substrate, which is screened by the first layer.
Both energy distribution curves (EDC) were taken at the

FIG. 2. Illustrated geometry of the measurement process. Two
schematically included molecules in the top right indicate the direc-
tion of the tilt angle α.

FIG. 3. (a)–(c) Experimental momentum maps derived for the
HOMO signals of the first and second layer recorded with an
excitation energy of hv = 30 eV. The green X marks the area in k
the EDC from Fig. 1 was taken at. (d)–(f) Momentum maps derived
from the fit of the area of the respective HOMO peaks. (g)–(o)
IAC-calculations for different tilt angles of the pentacene molecule.

marked point in k||, shown in Fig. 3(a) for the ML-HOMO1st.
The point in momentum space was chosen such that all
three molecular states discussed in this report are partially
overlapping in k|| and thus have finite spectral weight. A closer
look at the symmetries of these so-called momentum maps,
shown in Fig. 3, allows the identification of different molec-
ular orbitals [16]. In the case of the HOMO, for example, the
gas-phase real space DFT-orbital has an antisymmetry plane
at y = 0 [Fig. 1(c)]. This leads to a suppression of signal and
therefore a nodal plane at ky = 0 [see Fig. 3(a)]. The opposite
is true for the LUMO. In that case, the symmetry plane at
y = 0 possesses even parity, which leads to a nonvanishing
signal at ky = 0 (see Fig. 5). To attain the experimental mo-
mentum maps presented in Fig. 3 second row, the raw data was
corrected for screen deficiencies (dark/bright field) and for the
nonisochromaticity effect [17–19]. Furthermore, the scaling
in k|| was achieved by fitting a parabola with an additional
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term to the power of 4 to the photoemission onset to minimize
distortion due to spherical abberation of the PEEM. No sym-
metrization of measured data was applied. The light incidence
was at an angle of (65 ± 5)° to the sample normal from nega-
tive x direction (see Fig. 2). This leads to a reduction of molec-
ular signals for negative values of kx with p-polarized light.

B. Photoemission Calculations

For a more accurate assessment of the mechanism gov-
erning the detected photoemission spectra, we performed
simulations of the photoemission process. We calculated
the matrix elements of Fermi’s golden rule with initial
states based on the linear combination of atomic orbitals
and final states with the independent atomic center ap-
proximation (IAC), similar to methods already present in
literature [20–22]. The photoemission intensity In(�k) at
wave vector �k originating from molecular orbital n can
therefore be described as the superposition of all atomic
contributions:

In(�k) ∝
∣∣∣∣∣
∑

a

〈ψi,a|�ε · �r|ψf,a〉
∣∣∣∣∣

2

, (1)

with the interaction operator �ε · �r and the partial initial and
final states ψi,a and ψf,a at atom a, respectively.

The initial state is determined by a DFT calculation on an
isolated molecule using Gaussian 09W [23] with a 6-31G+
basis set and the B3LYP functional [24,25]. The final state
is constructed from the coherent superposition of partial final
states ψf,a at each atomic site a

ψf,a = 4π

∞∑

l=0

l∑

m=−l

(−1)ljl (kr )Yl,m(r̂ )Y ∗
l,m(k̂)

×Da (k)δl
a (k)e−i�k �Ra , (2)

with spherical Bessel functions jl , spherical harmonics Yl,m,
inelastic damping Da , and phase shift δl

a from the potential of
the emitting atom a. The interaction operator is taken from the
known geometry and light polarization in the experiment.

III. RESULTS AND DISCUSSION

To test the accuracy of this theoretical approach for such
molecular thin film samples, we start by comparing the exper-
imental and simulated momentum maps of the three HOMO
(ML-HOMO1st, BL-HOMO1st, and BL-HOMO2nd) similar to
Refs. [26–28].

Figure 3(a) represents the experimental momentum map
of the HOMO of 1 ML pentacene evaporated on Ag(110)
recorded with a photon energy of hv = 30 eV. The nodal
plane at ky = 0, caused by the antisymmetry of the real space
orbital along y = 0, can be clearly observed. The strong
forward/backward asymmetry along the kx direction results
from the experimental geometry (compare Fig. 2), where the
intensity in the momentum map is generally (excluding some
exceptions, e.g., Ref. [29]) modulated by the angle between
the vector potential of the incoming radiation and the direction
of the photoemitted electron [30]. If a second pentacene layer
is added, the pattern of the HOMO of the first layer starts to

FIG. 4. (a)–(c) Experimental momentum maps derived for the
HOMO signals of the first and second layer recorded with an
excitation energy of hv = 50 eV. (d)–(f) Momentum maps derived
from the fit of the area of the respective HOMO peaks. (g)–(o)
IAC-calculations for different tilt angles of the pentacene molecule.

change and some intensity emerges especially in the former
nodal plane at ky = 0 [Fig. 3(b)]. This increased intensity
along ky = 0 is even more pronounced for the HOMO of
the second layer [Fig. 3(c)]. In this case, the most prominent
signals, which are oval shaped in the case of Fig. 3(a), smear
out along ky leading to a vanishing of the nodal plain. The
linear color code of all momentum maps was manually set
in such a way that the highest intensity is shown in blue
and the ratio between signals at positive/negative kx is kept
constant. This ratio is based on the above-mentioned experi-
mental geometry reasons and, therefore, the same (constant)
for all measurements. In this representation, the unstructured
background, which mainly stems from scattered substrate
electrons, is almost completely out of the applied color scale
range and therefore suppressed. In contrast to that, the known
structure of the bare Ag(110) bands is still partially visible in
the experimental data [e.g., Fig. 3(c) or Figs. 4(b) and 4(c)].
Further details about the applied background treatment are
given in the Appendix.
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The observed smearing of intensity along ky can straight-
forwardly be explained by an inclination of the pentacene
molecules in the adsorbate layer, which are tilted against
the substrate surface along the long molecular axis [30,31].
Further mechanisms, which are able to change the pattern of
the momentum maps like vibrations [32] or band dispersion
[15], that have already been reported for similar systems, can
not explain this behavior. In case of the present experimental
geometry, a tilt angle of +α will lead to an intensity shift
towards more positive ky. Due to the symmetry of the adsor-
bate system, a mirror domain with a tilt of −α will exist with
the corresponding intensity shift toward more negative ky. To
quantify the tilt angle through this effect, momentum maps
were simulated with the calculation scheme presented above
for isolated molecules of varying tilt angles α between 0° and
9° and summed up for the + and − case, respectively. The
results are displayed in Figs. 3(g)–3(o). In general, the sim-
ulations reproduce the merging of the prominent oval shaped
intensity features along ky well for increasing angle α. A more
detailed comparison of the experimental momentum maps for
the three HOMO in Figs. 3(a)–3(c) and the theory results
allows a quantification of the tilt angles of the molecules in
the respective layers.

For the ML-HOMO1st in Fig. 3(a), a best match between
experiment and theory is achieved for an angle α = (2 ±
2)°. Since at such small tilt angles, the intensity features
are only slightly elongated but do not overlap significantly,
angles between 0° and 4° can hardly be distinguished. The
situation is different for the BL-HOMO1st [Fig. 3(b)]. In
this case, significant intensity occurs at ky = 0 in between
the intensity maxima. To reproduce this observation, a tilt
angle of at least α = 5° is required in the simulation. Further-
more, an upper limit for α of 8°, can be derived, since for
larger tilt angles the smearing of intensity obviously becomes
too strong. We can thus quantify the tilt angle derived for
BL-HOMO1st to α = (6.5 ± 1.5)°. Along the same line, the
tilt angle for BL-HOMO2nd [Fig. 3(c)] can be determined
to α = (8.5 ± 0.5)°.

A possible source of error is the influence of the disper-
sive bands of the Ag substrate. These can contribute to the
intensity patterns and increase the intensity in the regime
between the most prominent pentacene features, which is the
decisive criterion for the analysis described above. Note that
spurious intensity in this regime would immediately result in
a larger tilt angle in our evaluation. To minimize this effect,
we applied a fitting routine to the three-dimensional data set
(kx, ky, and Ebin) by separating each point in k|| into a single
EDC (see Appendix Fig. 7 for more details), in which the
shape of the main peaks is sufficiently well described by
a Gaussian. Therefore the fitting function used for each of
the 100 x 100 EDC consists out of one Gaussian for the
signal of each molecular orbital, an exponential background
from the substrate, all of which were multiplied by a Fermi
function and added with a constant offset due to the energy
independent background. To remove single points, at which
the fit did not converge properly, a denoising routine was
applied at the end. Figures 3(d)–3(f) display the resulting
area of the respective Gaussian functions plotted against k||.
The background from the substrate is effectively reduced by
this evaluation. However, the differences to the momentum

TABLE I. Tilt angles of different HOMO for 30 eV, 40 eV, and
50 eV photon energies.

α α α

(hv = 30 eV) (hv = 40 eV) (hv = 50 eV)

ML-HOMO1st (2 ± 2)° (2 ± 2)° (2 ± 2)°
BL-HOMO1st (6.5 ± 1.5)° (5 ± 1)° (6.0 ± 0.5)°
BL-HOMO2nd (8.5 ± 0.5)° (8.5 ± 0.5)° (8.5 ± 0.5)°

maps in Figs. 3(a)–3(c) are relatively small, which implies that
the substrate has only minor influence for our analysis at the
chosen photon energy of hv = 30 eV.

The accuracy of the determined tilt angle can be further
improved by experiments at larger photon energies. Due to
the fixed tilt angle of the molecules, the displacement in ky

of the characteristic molecular intensity features is enhanced
at the thus larger kz. To make use of this effect, we recorded
additional data sets at hv = 40 eV and hv = 50 eV. Figure 4
shows the experimental and simulated momentum maps for
hv = 50 eV. Here the simulated data shows a much larger
effect upon increase of the tilt angle than before in the
hv = 30 eV case. For example, at 9° the two maxima are
merged completely, resulting in a new maximum at ky = 0.
At the same time, the ratio of molecule-to-substrate signal
is significantly decreased, since the maximum photoemission
cross section for the C 2p-derived states of pentacene is
below hv = 35 eV [33] in comparison to the maximum cross
section of Ag 5s at around hv = 40 eV [34,35]. Consequently,
evaluating α with high accuracy from the as-measured data is
complicated and the fitting routine to reduce the background
from the substrate becomes mandatory. This is illustrated by
the respective results in Figs. 4(d)–4(f). From the comparison
of the fit results with the simulation, the tilt angles can be
determined to be α = (2 ± 2)° for the ML-HOMO1st, α =
(6.0 ± 0.5)° for the BL-HOMO1st, and α = (8.5 ± 0.5)° for
the BL-HOMO2nd. These values coincide within their accu-
racy with the previous results derived from the experiments at
hv = 30 eV.

Table I summarizes all tilt angles for the different HOMO
versus different excitation energies and includes also the
results of the hv = 40 eV evaluation, which was done anal-
ogously but is not presented here.

So far, only the HOMO was utilized to analyze the tilting
behavior of the pentacene molecules in the bilayer sample. In
principle, this approach can be applied to any orbital. Figure 5
shows the momentum maps recorded for the LUMO at hv =
30 eV. Here the most prominent intensity pattern consists of
only one oval-shaped feature around ky = 0, with two weaker
side lobes at larger absolute ky. If the LUMO of the ML
[Fig. 5(a)] and BL [Fig. 5(b)] are compared, no significant
difference is obvious. The simulations in Figs. 5(c)–5(e) show
that the main intensity feature is elongated along ky for larger
tilt angles and finally overlaps with the side lobes at 8.5°
[Fig. 5(e)]. In contrast to the simulations, this effect can hardly
be detected in the experimental momentum maps, from which
we can state an upper limit for the tilt angle of α � 8.0° for
the LUMO of the ML and BL sample. From the evaluation of
the LUMO, we can state that due to the lack of the discernible
features associated with the two molecules with different tilt
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FIG. 5. (a)–(b) Experimental momentum maps of both differ-
ent LUMO discussed in this report with an excitation energy of
hv = 30 eV. (c)–(e) IAC calculations for different tilt angles of the
pentacene molecule.

direction as they occur for the HOMO, the exact tilt angles can
be much less exactly derived from the LUMO data. However,
the tilt angles derived from the HOMO coincide with the
estimation from the LUMO.

This finding is interesting since it shows that not only the
molecules in the second layer show a tilt of the pentacene
plane of about 8.5° with respect to the substrate surface, but
also the first layer, in the case of the bilayer sample, tilts about
6.0° due to the change of the surrounding chemical potential,
while the molecules are flat lying in case of a mere monolayer
sample. The interfacial layer is thus already significantly
altered by the initial growth of the bulk phase, which cannot
be investigated selectively in the here presented accuracy with
any other surface-sensitive technique (e.g., NEXAFS [36] or
STM [37]).

IV. SUMMARY AND CONCLUSION

In summary, we have demonstrated a method to deter-
mine the tilt angle of molecular compounds by combining
the orbital imaging technique with IAC calculations. By the
described approach, we are able to measure the tilt angles of
molecules in individual layers independently even for samples
consisting of multiple layers. In the discussed example of
bilayer samples of pentacene on Ag(110), this is demonstrated
for the molecules in the first and in the second layer. However,
the application to thicker films is generally only limited by the
electron mean free path and a distinguishable spread in energy
of the signals originating from the investigated layers, to
clearly assign the respective pattern in momentum space. The
accuracy of the resulting tilt angles depends on the particular
PES spectra, which should show well-distinguishable signals
for the different layers of interest, and can be very high,
if the momentum maps show sharp intensity features. This
is particularly the case for organic aromatic compounds, as
demonstrated in the present case for the HOMO of pentacene.

(a) (b)

(c) (d) (e)

FIG. 6. (a) Experimental momentum map derived for the HOMO
signal of the ML sample recorded with an excitation energy of hv =
40 eV. (b) Momentum map derived from the fit of the area of the
HOMO peak, both in the color code used above. (c), (d) Same as in
(a) and (b) but with the complete signal of the low-intensity color
scale visible. (e) Experimental momentum map of the clean Ag(110)
substrate at the same energy as (a)–(d) but with incoming light from
the bottom.
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APPENDIX

Background removal and fitting routine

The presented experimental data was compared to photoe-
mission calculations for an isolated molecule, thus the Ag-
substrate is not considered. The substrate contributes to the
experimental signal by the distinct Ag sp-bands as well as by
an unstructured signal from inelastically scattered electrons.
To account for this and to reduce the signal from the substrate,
we applied a fitting routine to the measured data and presented

FIG. 7. Example of the applied fitting routine. EDC taken of
the 40 eV ML data at (kx/ky) = (1.2/ − 0.6) 1/Å. The yellow area
marks the background from the substrate and in green/blue the area
of the fitted Gaussian of the HOMO/LUMO is shown, which were
used to build the fitted momentum maps presented above.
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the data in a particular color code. In Fig. 6, we explain the
background treatment exemplary on the momentum map of
the ML HOMO with an excitation energy of hv = 40 eV.
Figure 6(a) shows the measured HOMO in the standard color
code as used so far. By applying the fitting routine, which is
already described above and exemplified in Fig. 7 to every
EDC of the 3D data set at each point in k||, we are able to
separate the molecular signal from the substrate by plotting
the area of the fitted Gaussian (green or blue areas of Fig. 7) of
the corresponding molecular orbital. The result of this proce-
dure is shown in Fig. 6(b), also with the standard color code.
Figures 6(c) and 6(d) present the same data as in Figs. 6(a)
and 6(b) but with a color scale such that the low-intensity
signal is fully shown. By comparing Figs. 6(a) and 6(c),
one can recognize that, due to the color code, most of the
background’s intensity can already be suppressed, in this case
just the Ag-bands on the right side, which are most intense due
to the experimental geometry, are slightly visible in Fig. 6(a).
This structured intensity is what the fitting routine is able
to filter for the most part as can be seen in Fig. 6(d). Here

almost all of the structured background is excluded and only
the molecular signal and the unstructured background remain.
By now, applying the standard color scale, the inelastic back-
ground from the substrate is successfully reduced and the
molecular pattern remains [see Fig. 6(b)]. Determining the
molecular tilt angle without background treatment is only
possible within a reasonable error bar for low excitation
energies up to hv ≈ 30 − 40 eV, due to the much higher cross
section of the carbon-containing molecules and, therefore,
lower influence impact of the substrate. At higher excitation
energies, a thorough background treatment is mandatory.

Figure 6(e) shows the momentum map of the clean
Ag(110) substrate at the same energy as Figs. 6(a)– 6(d),
which can also be recognized as background in Fig. 6(C).
Here the only difference is the experimental geometry with the
incoming light from the bottom, which instead of producing
a left/right asymmetry as in all the other maps presented
so far, results in a slight top/bottom difference. The overall
trend of the sp-bands for comparison is nevertheless clearly
visible.
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