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Nonradiative decay and absorption rates of quantum emitters embedded in metallic systems:
Microscopic description and their determination from electronic transport
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We investigate nonradiative decay and absorption rates of two-level quantum emitters embedded in a metal
at low temperatures. We obtain the expressions for both nonradiative transition rates and identify a unique,
experimentally accessible way to obtain both nonradiative transition rates via electronic transport in the host
metallic system. Our findings not only provide a microscopic description of the nonradiative channels in metals,
but they also allow one to identify, determine, and differentiate them from other decay channels, which is crucial
to the understanding and controlling of the light-matter interactions at the nanoscale.
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I. INTRODUCTION

Controlling and understanding light-matter interactions at
the nanoscale is key for a broad range of applications, in-
cluding biosensing, imaging, and quantum information pro-
cessing. Among the several processes that govern light-matter
interactions, spontaneous emission from quantum emitters
(QE) (atoms, molecules, and quantum dots) is one of the most
important for applications in nanophotonics. This radiative
process strongly depends on the electromagnetic environment
surrounding the QE, as discovered in the pioneering work by
Purcell [1], and it has been extensively investigated in several
photonic systems, such as photonic cavities [2,3], planar
interfaces [4,5], photonic crystals [6,7], metamaterials [§—11],
and waveguides [12,13].

In addition to the radiative relaxation, when the QE is
placed near or inside metallic structures other decay path-
ways are available, see Fig. 1. For instance, the energy of
the QE can be dissipated in a plasmonic channel, as the
proximity of a QE to metal-dielectric interfaces facilitates
the excitation of surface plasmon polaritons, electromagnetic
excitations related to the charge density waves on the surface
of the metallic structure. This mechanism leads to a strong
confinement of the electromagnetic field at metal-dielectric
interfaces, which is the basis of many applications to en-
hance light-matter interactions, such as single optical plasmon
generation [14,15], single molecule detection with surface-
enhanced Raman scattering [16], and nanoantenna modified
spontaneous emission [17].

Nonradiative relaxation is another decay pathway, where
the QE energy can be dissipated via coupling to phonons,
resistive heating, or quenching by other quantum emitters.
Nonradiative relaxation is particularly important in metallic
systems, where emission quenching may occur due to un-
avoidable dissipation even in systems with high spontaneous
emission rate. In many cases of practical interest increasing
the ratio between radiative and nonradiative decay channels
is of great importance since the former actually determines
the efficiencies of photonic devices, such as LEDs [18],
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and single-photon sources [19]. In other situations it is very
important to identify the nonradiative mechanism, distin-
guishing it from the plasmonic channel as it is the case of
applications involving the excitation of single plasmon po-
laritons and subsequent controlled coupling between metallic
nanowires [20,21].

In the present paper we identify a unique, experimentally
accessible way to identity the nonradiative contribution to the
total decay of two-level QEs inside metals. By means of a
microscopic, analytical approach, we compute the nonradia-
tive decay channel of a QE embedded in a metal, in which
dissipation is due to inelastic scattering of electrons close
to the Fermi surface, see Fig. 1 [22]. After computing the
transition rates for both nonradiative decay and absorption, we
demonstrate that such quantities can be directly determined by
the knowledge of experimentally accessible transport quan-
tities, such as the optical and ac conductivity, and even the
dc resistivity. This result not only provides a microscopic
description of nonradiative decay channels in metals, but also
allows one to identify and differentiate it to other decay
channels, which is crucial for the development of disruptive
optoelectronic plasmonic applications.

There are many different physical systems of current in-
terest in which QEs are embedded in metallic structures and
hence are directly relevant to the present work. Among them
one can mention: (i) Color centers in halides, oxides, and
perovskites [23]. In this case, radiation-induced, anionic va-
cancies inside the bulk crystal can trap electrons giving rise to
the so called F centers that absorb and emit light in the visible,
thus being excellent candidates for solid state single photon
sources. (ii) Heteroepitaxially grown, nanostructured bulk
materials, such as the organohalide perovskites [24], where
colloidal quantum dots (QDs) are grown inside a methy-
lammonium lead iodide matrix (MAPbI3). Here the unique
combination of the excellent electrical transport properties of
the MAPbI3 matrix and the high radiative efficiency of the
colloidal QDs holds promise for large-scale manufacturing of
infrared optoelectronic devices, such as multijunction solar
cells and blue light-emitting diodes. (iii) Defect dipoles in
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FIG. 1. Possible relaxation mechanisms for a quantum emitter
(QE) bearing an electric dipole moment (thin field lines around the
QE) embedded in a metal. Besides photoemission (left) and decay
into surface plasmon modes (top), electric-dipole transitions in the
QE can also be induced by the inelastic scattering between electronic
states (electrons and holes) close to the Fermi level (right).

perovskites with the ABOj crystal structure, such as PbZrOs,
PbTiOs3, and PbZr, Ti;_,O3. These PZT systems exhibit im-
portant antiferroelectric, ferroelectric, piezoelectric, and, most
importantly, photoluminescent properties [25] that make them
useful in a wide range of applications such as, for example,
the fabrication of dynamic random-access memory (DRAM),
nonvolatile ferroelectrics random-access memory (NFRAM)
devices, light emitting devices for displays and communi-
cations, piezoelectric sensors actuators and transducers, and
MEMS devices. In addition to these well-known, established
examples in condensed matter systems, QEs embedded in
metallic systems are of increasing interest for plasmonic and
metamaterials applications [26-28].

This paper is organized as follows. In Sec. II we describe
the methodology to microscopically calculate the transition
rates for both nonradiative decay and absorption. In Sec. III
we discuss and analyze the behavior of the decay rates as a
function of the temperature, whereas Sec. IV is devoted to the
conclusions.

II. METHODOLOGY

The prototypical systems we consider are composed of a
two-level QE, e.g., color (or F, F~) centers, quantum dots,
and dipole defects, created via irradiation, implantation, or
during growth, inside bulk crystals with a robust metallic
phase such as oxides, perovskites with a MAPbI3 matrix, PZT
ferroelectric systems, and many others. In all such cases, an
excited QE will only decay in the visible through a number of
available nonradiative channels, the reason being the inability
of visible light with 1.8 < Ziw < 3.1 eV to propagate as stand-
ing waves in ordinary metals, because the plasmon frequency
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is typically Ziwp ~ 10 eV. Here, as usual, e is the electric
charge, ¢ is the dielectric constant in free space, n is the
electronic density in the metal, and m* is the effective mass of
the quasiparticles. In this regime, the dielectric function reads
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and metals are strongly absorbing for w < wy, so that the
probability of decay in a radiative channel is very small.

Nevertheless, when a QE is embedded in a metal, relax-
ation can still occur via the inelastic scattering of electrons
close to the Fermi surface, as it is schematically illustrated
on the right side of Fig. 1. In order to adequately model the
coupling between the QE with the band electrons in a metal,
we shall consider the following interaction Hamiltonian:

H = haole)(el + Y excick + Hin, 3)
k

where hwg is the energy splitting between the ground |g)
and excited |e) states of the two-level system, ¢ is the band
dispersion relation for the electrons in the metal, c,i and ¢y, are
creation and annihilation operators such that

clFS) = Vf(e)lh),
clIFS) = 1= flelpi), 4)

with |FS) representing the Fermi sea, |h;) representing the
hole state, | px) representing the particle state, and with f (&)
being the Fermi-Dirac occupation probability. For simplicity
we shall omit spin indices since we will be considering solely
spin preserving scattering processes. The interaction part of
the Hamiltonian reads

Hu= Y > cheeSK —VEHK —ole)ml, (5

t,m=g.e k,k'

and describes the electrostatic interaction between the elec-
tronic charge density of the electron liquid in the metal and the
static impurity potential generated by the two-level system.
The corresponding electric-dipole matrix element reads

i e 1

‘7/2111 k/_k —_
on ) V eoetr(k — k') [k — k|

Exw (Ll lm),
(6)

where V is the volume, ji is the electric dipole moment of
the emitter, & = (k — k’)/|k — k’| is the longitudinal unit
vector along the direction of k — k/,

k2
/

eTp(k—k)=1+ﬁ 7
is the Thomas-Fermi (TF) dielectric function, written in terms
of the TF screening wave vector kix = 3e’n/2eoer, for a
Fermi energy € (obtained from the standard definition of the
longitudinal dielectric function). We have also introduced the
impurity structure factor

S(k/ —k) = Z PRiei(k’—k)Rf, (8
R;

where Pg, gives the probability of having an emitter at R;.

In what follows we shall be interested in calculating the
nonradiative decay and absorption rates and, for this reason,
we will restrict our calculations to the e — g and g — ¢
processes only. For future purposes it will also be interesting
to observe that the interacting part of the Hamiltonian has the
general structure

Hu =Y chaVi, (K —OSK = blghel. ()
k,k'
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Here |g)(g| and |e)(e| are the projection operators onto the
ground |g) and excited |e) states, while |e)(g| and |g){e|
describe the electronic tunneling between the two levels.
Furthermore, the eigenstates of the free Hamiltonian can be
written in terms of |£) and |F'S) as

|6 FS) = [£) @ |FS), (10)

where |€) with £ =e, g are the eigenvectors of the TLS
Hamiltonian, and |F'S) are the eigenvectors of the electron
Hamiltonian in the number operator representation.

III. RESULTS AND DISCUSSIONS

A. General structure for the nonradiative decay rate

In order to calculate the nonradiative decay rate we need
to prepare the QE in the excited state |e) and then calculate
the transition amplitude of decay towards the ground state |g)
with the production of an electron-hole pair close to the Fermi
level. This can be done by using Fermi’s golden rule

2 3
il —F)= <7)|<H1F>| 8(EF — Ey), (1)

with initial and final states corresponding to

I'=le;FS)=le)®|FS)— |g:hipr)

= 18) ® lhkpr) = F, 12)
where ¢, m = g, e, and with energies given by
E; = hao,

EF = € — €.
Now the transition amplitude reads
, 2 .~
Lk, k'se, g) = <7>|(F|c,£,ckVéeD(k/ — k)|g)(e||1>}2
x (S(k' — k)S(K' — k))8(EF — EJ),

and can be calculated with the use of the fermionic algebra
(4) and from the fact that (S(k" — k)S(k" — k)) = Nipp, for
a small number of dilute impurities (emitters). We are now
ready to rewrite the transition amplitude in terms of the
initial and final momentum states, |h;) representing the hole
state, |py) representing the electron state, and in terms of
the occupation probabilities for the ground n, and excited n,

states in the two-level system (see Appendix)

, 2
Ik, ke, g)= (7

x | V8K — 1) 8(er — & — hay).  (13)
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The next step is to calculate the relaxation rates through
summing up transition amplitudes

Le78(T)y= ) Tk Kse, ). (14)
k,k' 0,0’

For the nonradiative (nr) decay from the excited to ground
states we found (see Appendix)

e—>g 27 2 1 2
Iy 8(T) = s N*(€p)Nimpne(l —ng) T o By | 8o
1s5)

where N (er) is the electronic density of states at the Fermi
level and we have defined the quantity

2,2
2 e” u” hawy 1 2.2
= (14 2k23) — 1],
TR [1+2k§x%,; n (14 2krhr) }
(16)

in terms of the Thomas-Fermi screening length Arg = krp
(see Appendix). As expected, the nonradiative decay rate
vanishes at zero temperature, because there are simply
no final electron-hole states available for relaxation, since
fr—o(e < ep)=1 and fr_o(e > €r) =0. As the temper-
ature increases, on the other hand, fr.o(e <€) <1 and
frzo(e > €r) # 0, and the nonradiative decay rate also in-
creases, even for kg T > hwy, when ground and excited states
reach their maximal allowed values of thermal occupancy,
namely ng(kpT > hwy) = n.(kgT > hwy) = 1/2.

B. General structure for the nonradiative absorption rate

Similarly, in order to calculate the nonradiative absorption
rate we need to prepare the QE in the ground state and then
calculate the transition amplitude towards the excited state
through the absorption of an electron-hole pair close to the
Fermi level. Now the initial and final states are

I = |g;hipr) = 18) ® lhipr)
— |e;FS) = |e) ® |FS) = F. (17)

The nonradiative absorption rate is given by

2 1
rsee(T) = <7>N2(6F)Nimpng(] - ne)[m}gﬁr,
(18)

where n, and n, have been interchanged and the thermal
factor is also different

..., 7]
_ - | s (19)
[1 — e~Phen decay efhwo — 1 absorption

satisfying detailed balance. As expected, the nonradiative
absorption rate also vanishes at zero temperature, because
there are no available initial electron-hole states for absorp-
tion at 7 = 0. As the temperature increases, the nonradiative
absorption becomes finite, even for kg T > hwy, when there
are plenty of available electron-hole states for absorption and
when ground and excited states reach their maximal thermal
occupation.

C. Normalized decay and absorption rates

A meaningful quantity to be defined is the nonradiative
decay rate normalized by its saturation value

M (hwy < kpT < Ep) = il N lNz(e ) 8nr
nr 0 B F 7 1mp4 F _ﬂha}o ,

(20)

since, for iwg K kpT K Ep,ny, — 1/2and n, — 1/2. With
this definition we arrive at

e—g
Lo (@) _ 4n,(1 — ng)[

hw
[sat IB ; ]’ (21)

1 — e~ Pl
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FIG. 2. Main panel: Black (solid) curve representing the rela-
tive difference between absorption and decay rates for nonradiative
transitions for an emitter embedded in a low temperature metallic
host. Inset: Red (dotted) curve representing the absorption rate, blue
(dashed) curve representing the decay rate, and black (solid) curve
representing the sum of absorption and decay rates. The curve shown
in the main panel measures the distance between the red (dotted) and
blue (dashed) curves in the inset.

which is a dimensionless number between 0 and 1. The same
is valid for the absorption rate

s (T

L @O 4ng(l— ne)|:

Bhiay
= S| @)
nr

eﬂhwo —

The results for both nonradiative decay and absorption rates,
as well as their sum, are plotted in the inset of Fig. 2. We can
also study the difference between the nonradiative absorption
and decay rates

Cie “(T) = Tae *(T)

Al
e

(23)

which is a quantity between 0 and 1 and is plotted as the main
panel in Fig. 2.

D. A mechanism of generation

Figure 2 reveals that the absorption processes, in which a
recombination of a particle and a hole provides energy for
the g — e transition, dominates for kg T < fiwy. Absorption
rapidly increases with temperature, but eventually saturates
due to the decrease in the thermal occupation of the ground
state for kgT > hwy. On the other hand, decay processes
in which a particle and a hole are created, receiving energy
from the e — g transition, are less frequent at all tempera-
tures because of the lower thermal occupation in the excited
state of the emitter. Nevertheless, it also increases with the
temperature and also saturates for kg T > hawy.

Remarkably, let us point out that such large difference
between the absorption and decay rates indicates that the phe-
nomenon of generation is occurring at the emitter due to the
inelastic scattering from Fermi surface states at low tempera-
tures. This result suggests a way in which one could prepare
an emitter in its excited state by setting the temperature around
kpT < liwy where nonradiative absorption is much larger
than decay. The ability to prepare quantum states of an emitter

by varying the temperature is of great importance and may
find many potential applications in quantum nanophotonics.

IV. CONNECTION TO ELECTRONIC TRANSPORT

Having calculated the nonradiative absorption and decay
rates for QEs due to the presence of an electronic, bulk
channel for quantum relaxation, one relevant question to be
asked is: how much of this nonradiative channel is relevant?
Or even better, how could one estimate, determine, or measure
Iy, for QFEs in metals? These are the questions we will be
addressing below and consist of the main focus of the present
work. Furthermore, these are very important questions to be
asked if one is planning on making predictions and designing
nanophotonic devices because one would like to be able to
precisely determine the contribution of each decay channel to
the total rate. As we are going to show below, for the case
of nonradiative decay in metals the transition rates, either
absorption or decay, can be precisely determined from well
established and controlled transport experiments.

We shall be focused on two specific transport quantities:
(i) we shall first look into the dc transport, with an externally
applied electric field E # 0, where the resistivity can be
expressed in a Drude-like form

p= ( m 2) 1 (24)
ne* ) ty

The quantity of interest will be the inverse transport lifetime
1/7, which can be calculated using a variational approach
to the linearized Boltzmann’s transport equations within the
relaxation time approximation [29]. (ii) Next, we shall focus
on the magnetotransport, in applied electric £ # 0, and mag-
netic B # 0 fields, where the Shubnikov—de-Haas oscillations
[30,31]

2h72n

m*w,

AR, (w,) = 4Rpe /% cos ( - 71) x(T) (25)

.
are given in terms of the quantum lifetime t,, with Rg be-
ing the zero field resistance, w, = eB/m™* the cyclotron fre-
quency, and x(T) = (2n’kT /hw.)sinh kg T /liw,.) the
thermal damping factor. The quantity of interest here is the
inverse quantum lifetime 1/7,, which can also be calculated
using a variational procedure [29]. For both cases (dc and
magnetotransport) we shall explain how the nonradiative tran-
sition rates calculated earlier can be extracted from experi-
ments.

A. Connection to transport lifetime t,,

According to the interaction Hamiltonian (5) there are four
channels for scattering between the emitter and Fermi surface
electrons: two elastic channels ¢ — g and ¢ — e, and two
inelastic channels g — e (absorption) and e¢ — g (decay).
The inverse transport lifetime 1/7, can thus be calculated
using Mathiessen’s rule

1 1 1 1 1
— =4+ —+—+ —, (26)
Tir Tog Tge Teg Tee
in which each individual contribution 1/74, to the total in-
verse scattering time can be calculated from a variational
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FIG. 3. Temperature dependence of the dc-resistivity p(T ), nor-
malized by its zero temperature value py. Main panel: Inelastic
channels, red (dotted) representing absorption g — e, blue (dashed)
representing decay e — g, and black (solid) representing the sum of
the two inelastic (decay and absorption) contributions. Inset: Elastic
channels, red (dotted) representing ¢ — e processes, blue (dashed)
representing g — g processes, and black (solid) representing the
sum of the two elastic contributions to transport.

principle to the linearized Boltzmann’s equations within the
relaxation time approximation [29]

Zk,k’[ﬁ . (l_}k - 61{’)]21)[”7/’(
702 i ’
PIAURRYY) (_ 6_5:)
where # corresponds to the direction of the applied electric
field, and P/ are the scattering amplitudes from k to K/,

between states labeled by l,m =g, e.
The denominator in (27) can be written as

Z(ﬁ.{j)Z ey v
k dey 372 h m*’

k,o

1 1

= 27
Tim ZkBT ( )

(28)

where the factor 1/3 arises from the spherical symmetry of
the problem. As for the numerator in (27) we shall write

> "l - (B — B)P P

k,k'

(ptmy, = (29)

2kpT

where the scattering amplitudes are given in the Appendix.
For the two elastic scattering processes we find

21
(P8)y = <7>N2(5F)Nimpngg§l (30
and
ee 2n 2 2
(P )lr= 7 N (EF)Nimpnegela (31)
where
12/ h\*1 1
2 2,2
=—-——— ) 5=|———— +In(1 +2kzA7x) —1].
Sl 6sg(m*> k%[l-{—Zk%A%}: (1+ 265 3) ]
(32)

The elastic contributions to the resistivity are shown in the
inset of Fig. 3. As we can see, the sum of the two elas-
tic contributions is temperature independent mostly because

TABLE I. Summary of the results for the nonradiative transition
rates and their relation to the quantum and transport lifetimes ob-
tained from transport. Notice the one-to-one relation between the
NR rates and the quantum lifetimes 1/7,, and the proportionality
relation to the transport lifetimes 1/7,, a direct consequence of
the suppression of small angle scattering in the calculation of the
Boltzmann transport lifetime resulting in the factor (g2 /g2) < 1.

Nonradiative rates Quantum lifetimes Transport lifetimes

Decay I'¢¢ 1/7e78 1/t *(85/8m)
Absorption ['¢=¢ 1/787 1/t (gn/8h)

ng +n,=1 and V88 = V¢, even though each of the two
individual scattering channels exhibits a characteristic evolu-
tion with the temperature until saturation atn, = n, = 1/2 for
kgT > hwy. Furthermore, since this contribution has its ori-
gins in elastic processes, 1/7,, and 1/7,, do not contain
information about the structure of the emitter, neither through
the electric dipole moment ji, nor through the characteristic
energy of the emitter Ziwyg. Hence the elastic contributions
to the resistivity have no connection to the transition rates
calculated earlier.

For the two inelastic scattering processes, in turn, we have

e 27 B
(P8 = <7>N2(6F)Nimpng(l - ne)l:eﬂﬁwo—_l_gizn
(33)
and
. 2 B i
(P)y = (7>N2(6F)Nimp”e(1 - ”g)[m_gizm
(34

where
) 2yt hao [ b\
8in = 85 3 X%F m*

2k 27 (1 + ki M)
1+ 2k2 03,

—In(1+ 2k§A%F)]. (35)

The inelastic contributions to the resistivity are shown in the
main panel of Fig. 3. In contrast to the elastic case, both
the individual contributions to the resistivity, as well as their
sum, have a strong temperature dependence that is analogous
to the temperature dependence of the normalized decay and
absorption rates shown in Fig. 2.

Also differently to the elastic case, the inelastic contribu-
tions 1/t and 1/7,, do carry information about the structure
of the emitter, through both the electric dipole moment [
and the characteristic energy /fiwy. Indeed, it is important to
note the direct connection that exists between the nonradiative
decay rate, given by (15), and the inelastic scattering process
given by (34). Both quantities are proportional to u?fiw, and
only differ by an overall constant factor, see g2 in (16) and
gizn in (35) (see Table I). By the same token, a similar mapping
exists between the nonradiative absorption rate (18) and the
other inelastic scattering process, given by (33). Again, these
two quantities only differ by a constant factor (see Table I).
Altogether, these findings unveil the relation between nonra-
diative decay and absorption rates and the inelastic scattering
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processes that are summarized in Table I, suggesting that
one can obtain information about nonradiative decay and
absorption rates by means of electronic transport.

B. Connection to quantum lifetime 7,

Similar to the case of the dc resistivity, the quantum
lifetime can also be calculated, using Mathiessen’s rule

1 1 1 1 1
—=—+—+—+—, (36)

Tq Tgg  Tge Teg  Tee

where now each contribution corresponds to [29]

1 1 P
— =z Lk Pk e (37)
Tom B Zk (—E)
Again, for the numerator in (37) we define
1
(P, =—=) P} (38)
kgT YT
For the two inelastic scattering processes we obtain
. 2 B ]
(P$%), = <7>N2(€F)Nimpng(l —ne)[eﬁm—_l_gﬁr
(39)
and
e 27\ o B 1.
(P%), = <7>N (€F)Nimpn (1 — ng)[m 8nrs
(40)

where

e u? hay |: 1

S =23 02 |1+ 2k,

+1In (1 + 2k3A%5) — 1]
(41)
Remarkably, we now obtain that for the quantum lifetime
1/7, there exists a one-to-one correspondence between the
nonradiative decay and absorption rates I'y; ¢ and I'S; ¢, and
the inelastic contributions to electron-impurity scattering pro-
cesses 1/7., and 1/, (see Table I). These results confirm our
predictions that one can determine the nonradiative decay and
absorption rates by means of magnetotransport observables
such as, for example, the amplitude of the Shubnikov—de-Haas
oscillations which is given by [32]

AR(w;) = 4Rox(T) e ™/, (42)

which is governed by 7, and it is shown in the main panel
of Fig. 4. From such a Dingle plot [32] we see that, al-
ready at small magnetic fields, wy/w, > 1, even the smallest
contributions to the quantum lifetime 7, from nonradiative
transitions may lead to sizable deviations of the amplitude
of the Shubnikov—de-Haas oscillations from the pure elastic
case at kT < hawy. If we recall that for kyT < wy absorp-
tion processes dominate, as demonstrated in Fig. 2, we can
promptly identify that the deviation of the dashed (blue) curve
from the solid (black) curve in Fig. 4 is predominantly due
to absorption processes I's; ¢ > iy €. On the other hand,
for the dotted (red) curve in Fig. 4, valid for kgT > hwy,
both decay and absorption processes contribute equally, so
that I's; ° ~ Iy €. These findings suggest one cannot only
extract nonradiative decay rates from the Shubnikov—de-Haas

0.0 0.5 1.0 1.5 2.0
Wy | We

FIG. 4. Main panel: Amplitude of the Shubnikov—de-Haas os-
cillations for the case of wy < w, for different temperatures. Solid
(black) line for kT < hwy; dashed (blue) line for kzT =~ hwy;
and dotted (red) line for kzT > hwy. Inset: Shubnikov—de-Haas
oscillations at low magnetic fields, for the case of w,. < wy.

oscillations via the quantum lifetime, but also detect the pres-
ence of the emitters inside a metallic system, as nonradiative
decay rates strongly depend on temperature, as we previously
demonstrate.

V. CONCLUSIONS

In summary, we investigate nonradiative decay and absorp-
tion rates of two-level quantum emitters embedded in a metal
at low temperatures. Using Fermi’s golden rule, we derive
expressions for both nonradiative transition rates, showing
they are intrinsically related to electronic transport in the
host metallic material. Indeed, we demonstrate nonradiative
decay and absorption rates could be directly determined by the
knowledge of experimentally accessible transport quantities,
such as the optical and ac conductivity, and even the dc resis-
tivity. For concreteness, we consider the case of Shubnikov—
de-Haas oscillations, governed by the quantum lifetime,
which we demonstrate to be proportional to the nonradiative
decay and absorption rates. Altogether our results not only
provide a microscopic description of nonradiative decay chan-
nels in metals, but they also allows one to identify and differ-
entiate them to other decay channels, which is crucial to un-
derstand and control light-matter interactions at the nanoscale.
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APPENDIX

1. Occupation probabilities two-level system

The two occupation probabilities ng(kpT) and n.(kgT)

can be determined from the statistical definition
_exp(—Be;)

i = ’ Al
n Z (A1)
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where

Z= ) exp(~pe) (A2)

i=all-states

is the partition function of the two-level system. From this
definition we obtain

exp(—pBe,) 1
ng(kpT) = P Pes =
exp(—pBeg) +exp(—pe.) 1+ exp(—phwy)
(A3)
and
— 1
n kg T) = exp(—pBe.) _ .
exp(—Beg) +exp(—=fe.) 1+ exp(Bhwo)
(A4)
As it is expected, at low temperatures we have
Tlimong(kBT) — 1 (AS)
and
Tlimo n.(kpT) — 0, (A6)
while at large temperatures
im ng (kpT) — : (A7)
and
lim n,(kgT) — % (AS8)
T—o0

2. Calculation of decay and absorption transition rates

To sum over transition amplitudes we use the relation
de k d Qk
Y v [S [
o Uk (27‘[ )
where the factor 2 accounts for spin degeneracy, vy, = hk/m*

is the velocity for a nearly free electron, parabolic band
approximation with effective mass m*, and

(A9)

dQy = k*dS2 = k? sin pdOd . (A10)

The nonradiative (nr) decay from the excited to ground states
is then calculated as

Y Tk Kse, g)

k.k' 0,0’

L AT =

2
=VZx4x (7>Nimpne(1 —ng)

dEk dék
{/ /—f(ek)[l - f(ek/)]}

A2 dQ \~ee o, 2
{ er)y ) @n) Vop(k =) }

2 m*kp 2 hawyg
= (7)(7;) Nimpre(1 ‘"ﬁ[m
/ / asy lk — k'|?
X A T~ i) 2 ’
|k — K+ ATF)

and we identify the electronic density of states at the Fermi
level

m*kp

Ner) =5

(Al1)

To arrive at the above result we have used that, at low
temperatures, the function

Sfell — f(ex + hay)]

is strongly peaked around the Fermi energy and thus we
projected all states k — kr and k" — kp. Furthermore, we
calculated

(A12)

Fla)()

T (A13)

/dekf(ek)[l — flex + hwp)] =

3. Transport and quantum scattering amplitudes

The scattering amplitudes contributing to both the transport
7y and quantum t,, lifetimes are

2 ~ ,
Pé = <7>Nimp|V5%<k — ) 8(e — ) e 1 = fimg,
(A14)
eg 27T , 2

P = (7 ) Nimo| Vg (K — )| 8(ek — ex — o)

x fi(1 = fidng(1 = ne), (A15)
2 ~

P = (7)Nimp|vgj)(k’ — k)|25(ek, — € — hay)

X fi(1 = fi)n.(1 —ny), (A16)

ee 2m ee (17 2
Pée =7 | Nimp|VEL (K = [ 8(ex — €x) il = fioone.
(A17)

a. Transport lifetime

For the calculation of the transport lifetime 7, the two
elastic scattering processes give

4y? A3k &k

P8Y, = (B — DO P,
PO =t | @y | @ O wOF
2 2 )
= 7 N (GF)Nimpngge] (A18)
and
(Peey 4v? a3k d*k - (50 — 5O PE
= u- (v — vy ,
" oupT ] )y ) @n) k= Yk k.k
2
= h N? (GF)Nlmpnegel, (A19)
where
12/ h\*1 1
2 2,2
=—=|—) 5| ——=55 +In(l +2kprip)—1].
e 6g§(m*> k§[1+2k%A%F+ n (1 +2k:3r) }
(A20)
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For the two inelastic scattering processes we have

4y? d*k Pk oL o e
(P%)y = / / [ - (B — 5 )P PSS

2kpT ) 2m)3 ) (2n)3
2 B
= (Y)NZ(GF)Nimpng(l - ne)[m}glzn
(A21)
and
(P 4v: &K [ dk i G — 5P
_ u- (U — vy /
T 2T ] @) ) @n) fT T
21 B
= (7>N2(EF)Nimpne(l - ng)[m]gizn’
(A22)
where

2 e? u? hay (| 2
Bin = &2 3 Mg \m*
2k 2g (1 + kAt
1+ 2k22A3%

—In(1+ Zk%/\%};)j|. (A23)

b. Quantum lifetime

Similarly, for the case of the quantum lifetime 7,, the two
contributing inelastic scattering processes are calculated as

4V K [ dk

P =07 | aay | ey ex
- (%)N%epwimwg(l - meﬁ%l]gz
(A24)
and
0, = o7 [ G | G
ksT ] @ny ) @m)'h
— (%)N%epwimwe(l B ”g)[%}gﬁ“
(A25)
where

, e u? hwy 1
2 =

= (1426225 — 1.
nr 8(% 3 k%; 1+2k%~“)"%F ( F TF)

(A26)
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