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Towards simulation at picometer-scale resolution: Revisiting inversion domain boundaries in GaN
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Motivated by recent high resolution results on the inversion domain boundaries (IDB) in gallium nitride,
we refine by ab initio DFT calculations the well established atomic model IDB∗ derived by Northrup et al.
This allows us to recover these experimental results obtained by coherent x-ray diffraction and showing small
additional shifts of the polarity domains, in particular 8 pm shift along the hexagonal direction. The influence
of boundary conditions and electrostatic fields (IDB-IDB and IDB-surface interactions) on the results and the
existence of metastable solutions is carefully discussed to stress the accuracy of the method. These results
demonstrate a cross-talk between advanced characterization tools and state-of-the-art ab initio calculations that
opens perspectives for the structural analysis of defects in the picometer range.
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I. INTRODUCTION

Precision in DFT calculations for solid-state physics has
been recently studied [1] and a very good reproducibility of
the results has been reported among several current codes.
For instance, a reproducibility of 1 pm has been found on
the different calculated lattice parameters of silicon. Yet,
this precision obtained in the calculation corresponds to an
accuracy of 6 pm with respect to the experimental value [1].
We intend here to get a better agreement in the accuracy of
geometrical characteristics of gallium nitride, a widely studied
compound of technological importance. Challenged by recent
experimental results [2] on very common planar defects in
GaN material, we have conducted a detailed analysis of
them. Gallium-nitride crystal is a wurtzitelike structure, i.e.,
a hexagonal lattice with one fourth of the Ga-N bonds ori-
ented along the hexagonal-symmetry axis. Inversion domain
boundaries (IDB) are interfaces between crystalline polarity
domains, which can be noted −c and +c. These domains have
their hexagonal axis in common but have opposite orientations
for their Ga-N bonds parallel to it. By convention, in +c

domains these Ga → N bonds are oriented along [0 0 0 1] of
the material, while it is [0 0 0 1̄] for −c domains. Depending
on the experimental conditions, a given type of domain is
usually preferably produced during the crystal growth. The
growing surface perpendicular to [0 0 0 1] is either Ga termi-
nated for +c domains or N terminated for −c. However, both
domain types separated by IDB frequently coexist in thin films
[3–7] and in wires [8,9]. It usually corresponds to detrimental
defects in the materials, but periodic alternation of domains is
garnering interest in a wide range of devices such as those for
nonlinear frequency conversion [10–12].

IDB structures are usually studied by electron microscopy
[3–5,7,9,13]. These studies confirm the pioneering model for
IDB∗ introduced by Northrup et al. [14], who determined its
structure and stability with ab initio DFT calculations. This
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model gets the lowest energy of possible structures by keeping
hetero-first-neighbor bonds at the cost of some bond-angle
distortions at the boundary.

It provides a characteristic shift of the Ga atomic layers by
c/8 along the [0 0 0 1] direction, which is measured by high
resolution transmission electron microscopy [4,7]. Indeed,
electron microscopy enhances the contrast of the heavier Ga
atoms with respect to the lighter N atoms. The IDB have
been shown to emit light [15,16] and the emission properties
of the IDB∗ structure have been calculated, again by DFT
calculation [17], confirming its theoretical basis.

However, experimental advances are now pushing
the structure characterizations of boundaries toward the
“picoscopic”-scale description of condensed matter [2,18]
and this can challenge the actual IDB∗ model. In particular,
by considering IDB buried in large and long GaN rods
obtained by MOVPE (metal-organic vapor phase epitaxy),
Labat et al. [2] found an extra shift of 8 pm ± 1 pm to the c/8
shift of the Ga atomic layers crossing the IDB∗ from the −c

domain to the +c one. The authors suggested a segregation
of silicon atoms at the interface as a possible explanation of
this apparent discrepancy with respect to the usual model of
the IDB. Thus it is worth checking in details this model to
exclude such possible external explanations of discrepancies.
Previous DFT calculation of the GaN IDB∗ in Ref. [17] gives
a hint that this accuracy is achievable, since the deviations
of the calculated lattice parameters are there �a = −2.8 pm
(−0.9%) and �c = −4.7 pm (−0.9%) compared to the
experimental results of Ref. [19]. In this paper, we revisit
the IDB* model by new ab initio calculations with a larger
number of atoms and high energy precision. It will provide a
special focus on these new accurate experimental results and
allow discussing the intrinsic effect of the IDB with respect
to doping distortions.

II. SETUP

Taking into account the electronic density in its ground
state, DFT codes are now well established tools to calculate

2469-9950/2018/98(16)/165306(7) 165306-1 ©2018 American Physical Society

http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.98.165306&domain=pdf&date_stamp=2018-10-23
https://doi.org/10.1103/PhysRevB.98.165306


LANÇON, GENOVESE, AND EYMERY PHYSICAL REVIEW B 98, 165306 (2018)

atomic properties for an increasing number of materials
[1,20]. We have used BigDFT code [21,22], which has the
particularity of expressing the electronic wave functions with
a basis set of localized wavelet functions. This type of basis
enables a strong compression of the data, a systematic control
of the precision, and an excellent efficiency for parallel cal-
culations. Besides, the code can take into account a variety of
boundary conditions [23], from isolated molecules to periodic
crystals. In particular here, this feature allows us to explore
systems with either full periodic boundary conditions or free
boundary conditions at the surfaces parallel to the IDB. The
first case is usual for such calculations and was indeed the case
for the previous calculations with 32 atoms in the supercell
[14] or 48 atoms [17]. However in this case, an even number
of IDB has to be introduced in the supercell, usually two IDB
and two crystalline grains. In the second case, studies with
free surfaces parallel to an interface are usually done with full
periodic conditions while inserting a vacuum layer between
the surfaces [20,24]. The width of the vacuum must minimize
as much as possible the interaction through the empty space of
the atoms at the surfaces. Instead, here we have used real free
boundary conditions perpendicular to the IDB, while keeping
periodic conditions in the two other directions. This feature
is possible with the Poisson solver included in BigDFT code
[23]. For both types of calculations, fully periodic or with free
boundary conditions, 32 to 256 atoms have been considered.
A higher focus has been given to the 80 and 128 atom systems
to explore their properties.

Hartwigsen-Goedecker-Hutter pseudopotentials [25,26]
(HGH) are used to simulate the interaction of the nucleus
and the core electrons with the valence electrons (respectively,
three and five electrons per Ga and N atom here). Calcula-
tions are done with Perdew-Burke-Ernzerhof (PBE) exchange
correlation functional [27], which is a standard choice for
solid-state studies and in particular is suitable for the GaN
compounds [28]. The description of the wave functions, and
thus the calculation precision, can be systematically improved
by decreasing hgrid, the real-space grid spacing between the
wavelet-function centers. Reasonable values of hgrid must be
lower than twice the length parameters of the HGH pseudopo-
tentials [29]. To go further, we have tested the convergence
versus hgrid of the energy difference, �Ezb−w, between the
zinc-blende and the wurtzite gallium-nitride crystals. The
calculated limit at low hgrid of this quantity is �Ezb−w =
6.73 meV per atom (see Fig. S2 in the Supplemental Material
[30] ). In this work, a value hgrid = 0.02 nm has been chosen
(or lower to be commensurate with the supercell box). It
corresponds to a deviation of 0.5 meV/atom on �Ezb−w.

To study the convergence of the calculations with the
k-point grid, the energy of the orthogonal cell of the GaN
wurtzite crystal has been calculated with an increasing num-
ber of k points up to 17 × 10 × 10 (see Fig. S1 in the Sup-
plemental Material [30]). The internal parameter u of the unit
cell has been determined for each calculation. Compared to
the thinnest 17 × 10 × 10 mesh, a 9 × 5 × 5 Monkhorst Pack
mesh gives a discrepancy better than 3 × 10−5 eV/atom . This
k-point grid is taken as the reference in this paper.

The computed cell parameters are: a = 317.9 pm, c =
518.0 pm, and u = 0.377, i.e., 195.3 pm for the Ga-N
bonds parallel to [0 0 0 1] (see details in Fig. S3 in the

FIG. 1. Density plot of the valence-electron density at the inver-
sion domain boundary between +c and −c domains (respectively,
at left and right). In the Supplemental Material [30], Fig. S7 shows
the plane location of the density cross section. White and black
represent, respectively, the highest and the lowest electron density.
Valence electrons are mostly located around nitrogen atoms. Top:
Density of the ground state. Low and high density regions are
separated by the red curves that are the isovalue lines corresponding
to the average density Ne/V = 353 nm−3, where Ne is the total
number of valence electrons in the supercell of volume V . Bottom:
The stable and the metastable structures are both shown, respectively,
as red and cyan images added together. Where densities are similar,
added red and cyan give white, gray, or black. The difference of
density distributions and the shift of the +c domains are therefore
highlighted by the red color coming from the stable configuration and
the cyan color coming from the metastable one. For the overlaying,
the two −c domains coincide far from the interface, giving them a
common origin. The lattice parameter c is indicated and its modulus
equal to 518 pm gives the scale.

Supplemental Material [30]). The agreement is excellent
with the experimental determination of Ref. [19] with devi-
ations �a = −0.9 pm and �c = −0.6 pm. This confirms the
validity of the approach to get IDB geometry at a picometer
resolution.

The IDB∗ are perpendicular to the b axis. In the calcu-
lations a number of unit cells are packed along b on each
side of the interface, and a 9 × 1 × 5 mesh of k points is
then sufficient. The crystalline grains are thus spanning the b

direction, which is taken as our x axis and is equal to [1 1̄ 0 0]
in hexagonal notation. The y axis corresponds to [1 1 2̄ 0] (a
axis) and the z axis to [0 0 0 1] (c axis).

III. RESULTS

Two atomic configurations have been considered as start-
ing structures for minimizing the system energy. First, the
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FIG. 2. Interface energy Ei (dashed lines and left axis) and do-
main shift δz along [0 0 0 1] (solid lines and right axis) versus spacing
δL perpendicular to the interfaces. δL is the initial deviation at the
interface of the interplanar distance d1 1̄ 0 0. Periodic boundary condi-
tions have been used and data correspond to a 80 atom configuration.
In such a periodic system with 2 IDB, the interface energy Ei is, per
surface unit, half the difference between the total potential energy
of the configuration and the energy of a crystalline configuration
with the same number of atoms. Domain shifts δz = zGa − zN are
calculated as coordinate differences between central Ga atoms of
the +c domain and central nitrogen atoms of the facing layer in the
−c domain (see Fig. 4 in the appendix). Filled circle and triangle
correspond, respectively, to Ei and �z for the barrier between the
two minima.

structure as described by Northrup et al. [14] where the Ga
layers perpendicular to the [0 0 0 1] direction in one grain
are aligned with nitrogen layers in the second grain. Second,
a similar configuration except that an extra shift δz = 8 pm
is added between the +c and −c domains. This particular
value of δz corresponds to the experimental results of Ref. [2].
These setups have been used for systems with increasing grain
sizes along x up to a total of 256 atoms, i.e., 64 (1 1̄ 0 0)
layers in each grain. For all grain sizes and after energy
minimization, the lowest energy has always been obtained
when the initial shift is 8 pm. The final optimum shift is δz =
8.2 ± 0.1 pm in agreement with the Bragg imaging results [2]
obtained by coherent x-ray diffraction (see Figs. 4 and 5 in the
appendix). A metastable state is reached by the configurations
without initial shift. Its final grain shift corresponds actually
to a negative shift δz = −1.0 ± 0.1 pm. Other configurations
with intermediate initial grain shifts have also been tested and
all of them have fallen in one or the other of these two minima.

Figure 1 shows the structure and electron density of the IDB
for both states in an overlay mode to appreciate the very small
change between them (see also Figs. S6 to S8 in the Sup-
plemental Material [30]). It evidences how big the challenge
is to measure it experimentally. Interferometric approaches,
such as coherent x-ray diffraction and electron holography,
seem indeed well suited to get these small variations in atomic
structures.

Each calculation has been performed at constant supercell
sizes and, in particular along y and z, the a and c lattice
parameters have been set to the perfect crystal parameters
to mimic infinitely-separated interfaces. However, fixed size
along x forbids free grain shifts perpendicular to the interface.
Therefore, the grain separation at the interface may not be the
optimum distance. Thus different configurations have been
constructed with different shifts δL by adding or removing
space between the domains (δL = 0 corresponding to the
direct inversion of half of the bulk structure when creating
the IDB). These configurations have been relaxed with the
above protocol. Figure 2 shows the interface energy Ei versus
δL. For both stable and metastable states, and for all grain
sizes studied, we found that the optimal values are δL < 2 pm.
However, because of long range interactions between the two
interfaces of the periodic configurations, the bulk part of the
crystals may be strained. At the energy minimum, a careful
analysis of this strain gives a value of εxx = +4 × 10−4 for
the 80 atom configuration whose distance between interfaces
is 2.75 nm. Thus the IDB-IDB interaction is repulsive and its
effect on the lattice deformation is small for this size. Never-
theless, for the grain shift perpendicular to the IDB, the uncer-
tainty is mainly due to this strain effect. In the value of δL, the
share of the elastic expansion εxx on one hand, and that of the
optimal shift δx at the IDB on the other hand, are discussed
below in the analysis of the boundary-condition effects.

The formation energy Ei of the most stable IDB struc-
ture is 1.89 eV/nm2, while for the metastable state it is
1.92 eV/nm2. Considering the differences in the DFT meth-
ods, this last value is close to the Ei value 2.0 eV/nm2 in
Ref. [17], where the metastable state has presumably been
obtained since no initial shift δz was considered. Even if the
energy difference per nm2 is small between the metastable
state and the ground state, it has to be integrated on the total
area of the interface to appreciate the respective stability.

Equally important is the energy barrier between the two
states and, more precisely, the saddle point of the surface
energy in configuration space. First, eight intermediate con-
figurations have been constructed by linear interpolation be-
tween the two minima and thus corresponding to intermediate
grain shifts δz = n pm of the two crystalline grains. Second,
DIIS calculations (direct inversion of iterative subspace [31])
have been performed with BigDFT code for a geometry op-
timization [32] of each of these initial configurations. Here,
DIIS calculations correspond to structures relaxations toward
close stationary points of the energy surface, usually min-
ima but also saddle points. Indeed, all configurations have
converged toward one or the other previous minima, except
for the initial δz = 3 pm, which has led to a saddle point
at 0.14 eV/nm2 above the lowest minimum and a final shift
δz = 3.1 ± 0.1 pm. See in Fig. S14 (Supplemental Material
[30]) the atomic configuration and its unstable direction along

165306-3



LANÇON, GENOVESE, AND EYMERY PHYSICAL REVIEW B 98, 165306 (2018)

which the energy second derivative is negative. The energy
and the final shift δz of the saddle-point configuration are also
plotted in Fig. 2.

IV. LDA EXCHANGE-CORRELATION FUNCTIONAL

We test here the strength of our results with respect to
the choice of the exchange-correlation functional, which is
the key approximation in any DFT calculations. Like PBE,
the local density approximation (LDA) is also a standard
choice for compound calculations. It usually results in an
underestimation of the experimental lattice parameters by a
few percent. The lattice parameters calculated with LDA are
also lower than those obtained with PBE, and somehow LDA
and PBE give the extreme values of the DFT results [28]. For
this reason, we have also tested the characteristics of the IDB,
when calculated with the LDA functional.

Except for the functional change, the GaN wurtzite lattice
parameters have been determined with the same calculation
parameters as above and we find: aLDA = 306.4 pm, cLDA =
499.8 pm, and uLDA = 0.377 (see also Table S1 in the Supple-
mental Material [30]). Parameters aLDA and cLDA are indeed
a few percent lower than both the PBE and the experimental
results.

Starting now with the lattice structure corresponding to
LDA and repeating the above protocol to build and relax the
configurations containing the IDB defects, we obtain again
two minima and one barrier. The shifts δzLDA equal 8.2 ±
0.1 pm, −0.8 ± 0.1 pm, and 3.0 ± 0.1 pm, respectively, for
the ground state, the metastable state, and the barrier (com-
pare Fig. 4 and Fig. S9 in the Supplemental Material [30]).
Similarly to the PBE result, we found an energy barrier above
the ground state of 0.14 eV/nm2. However we found higher
defect energies at the minima than for PBE: 3.38 eV/nm2 and
3.43 eV/nm2. The fact that two different and well established
exchange-correlation functionals both lead to double minima
for the IDB, and especially a ground state with a shift δz in
agreement with the experiment, reinforces our conclusions.

V. BOUNDARY CONDITIONS—ELECTROSTATIC
EFFECTS

To assess the role of the boundary conditions on our results,
calculations with free boundary conditions have also been
carried out with the PBE functional. Instead of the two inter-
acting IDB—due to the artificial periodicity perpendicular to
the interfaces—there are now possible interactions between
one IDB and the free surfaces parallel to it (configurations
shown in Figs. S12 and S13 in the Supplemental Material
[30]). The initial surfaces have been obtained by truncating
the lattice perpendicularly to the [1 1̄ 0 0] direction and are
therefore nonpolar [24] (see Fig. S10 in the Supplemental
Material [30]). No external atoms have been added at these
(1 1̄ 0 0) surfaces to passivate them, in order to get the clean-
surface effects. All the atoms have been allowed to relax. The
calculated relaxations of these bare surfaces are in agreement
with those of previous studies [20,33–36], with a contraction
and a rotation of the Ga-N bonds at the surface, the Ga atoms
being displaced inward (see also Table S2 and Fig. S11 in the
Supplemental Material [30]). For all configurations studied

from 32 atoms up to 128 atoms, the IDB has two stable
configurations. The domains are shifted by δz = 8 pm in those
with the lowest energy and by −1 pm in the metastable ones.
These results are in agreement with those obtained above with
periodic boundary conditions and thus with the experimental
results.

Because of the IDB interactions and the resulting strain,
we have seen above that the ideal domain separation at the
IDB, or equivalently the shift δx to the crystalline interplanar
distance d1 1̄ 0 0, is more difficult to precisely determine [37]
than the shift δz. Moreover, with free surfaces parallel to the
IDB, we don’t have the computer box periodicity to fix the
total length of the configuration along x, and we can’t plot
energy curves like in Fig. 2. Thus, to carefully measure δx,
we introduce a phase method where the atomic positions are
compared to a reference crystal. This method is analog to the
calculation of the hull function describing atomic displace-
ments when two incommensurate structures are interacting
[18]. It is also similar to the geometrical phase analysis
[38–40], used in high resolution electron microscopy to mea-
sure displacement and strain fields in materials. In this last
method however, inputs are images and the variation from a
lattice reference is processed through Fourier space. When
data are atomic coordinates given by computations, an atomic
phase can be simply calculated for each atom � as Φ� =
2π (r� · q mod 1), where q is a chosen reciprocal vector of
the reference lattice and r� is the position of atom �. Here, to
get the atomic displacements in length unit along direction
q, we plot �� = u� mod (1/‖q‖) versus u� = r� · q/‖q‖.
Note that 1/‖q‖ is the interplanar distance corresponding to
q. Thus, the atomic phases and the atomic shifts associated
with q are related by Φ� = �� 2π/‖q‖.

In our particular case, the value δx as well as the elastic
strain in the crystal grains can be extracted from the plot
associated with ‖q‖ = 2/b in the x direction. This is shown
in Fig. 3 for the periodic system and for the system with free
surfaces. In both cases the crystalline grains are in tension.
However, the strain εxx is three times larger in the free-surface
case, and thus the mixed interactions between surfaces and
IDB are larger than the interactions between the IDB them-
selves. We have not enough results to deduce the variations of
εxx versus distances, but we have indeed checked the logical
result that it decreases with the system sizes. With surfaces,
we found a larger grain shift δx than with periodic conditions
(see also Fig. S5 in the Supplemental Material [30]). Taking
into account that these systems are under a larger stress, the
periodic boundary conditions give a more reliable result. We
can conclude that the domain shift δx is close to zero. This is
indeed in agreement with the experimental results of Ref. [2]
where it is concluded from the value of their error bar that
δx < 4 pm. Note however that the value δx obtained with
free surfaces is due to electrostatic interactions between the
IDB and the free surfaces and thus, could be present in thin
nanowires where IDB can be close to the surface [8,9].

VI. CONCLUSION

Several experimental techniques are under development to
reach the picometer resolution and to study extended defects,
especially in semiconductors where they play an important
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FIG. 3. Atomic shift �� associated with the interplane distance
b/2 in the direction x, i.e., [1 1̄ 0 0]. The atomic configurations
have 128 atoms. Top: two IDB with periodic boundary conditions.
Bottom: one IDB and two free surfaces. The plots are centered
on a IDB and the vertical origins are arbitrary. The grain shift
δx and the strain εxx are extracted from the linear interpolations
through the data of each domain (darker disks). One Ga xy layer
is used in the calculation. The deviating values of �� in the middle
and at the extremities correspond to the atomic relaxations at the IDB
and at the free surfaces.

role on the physical properties of electronic and optoelectronic
devices. These techniques are mostly based on the interfer-
ence of coherent x-ray [2,41] and electron diffraction [42]
beams, or on the scanning of transmitted electron beam by
correcting both spherical aberrations and distortions [7,43].
As in the calculation, they require a portion of good crystal to
provide a reference in order to estimate the lattice displace-
ments induced by the presence of extended defects.

In parallel to these experimental works, ab initio calcula-
tions should now attempt to reach a similar goal to enable
cross-talks between experiment and theory. Along this line,
we have revisited here the theoretical basis of IDB∗, focusing
on the detail of its structure, and this resolution can indeed
be reached in gallium nitride. To achieve this accuracy, which
is validated by experimental results, we have taken advantage
of the high precision achieved by the DFT code [22] and by
a favorable behavior of simulations for the GaN compound.
The high precision of the calculations comes from different
characteristics of the program, in particular the type of wavelet
basis and their implementation [21]. The mark of these ingre-
dients is the regularity of the energy and phase curves (Figs. 2
and 3) with subpicometer input variations (see also Fig. S5 in
the Supplemental Material [30]).

For the well-established IDB∗ structure, we found that the
GaN inversion domains are subjected to a positive or a nega-
tive extra lattice shift parallel to the hexagonal axis leading to
two states, respectively, IDB+ and IDB−. The positive shift δz

leads to the ground state and its value of 8 pm is in agreement
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FIG. 4. Atomic coordinate z along the hexagonal axis [0 0 0 1]
versus the position x along [1 1̄ 0 0], i.e., perpendicular to the
interface. One atomic layer crossing orthogonally the interface is
considered for this graph. It consists of Ga atoms on one side (+c

domain) and N atoms on the other side (−c domain). The results
are for three 80-atom configurations (i.e., with 40 layers parallel to
the IDB): the ground state IDB+, the metastable state IDB−, and the
saddle-point state. They correspond, respectively, to domain shifts δz

equal to +8.2 pm, −1.0 pm, and +3.1 pm.

with the reported experimental results [2]. We have carefully
checked the effects of the boundary conditions. Like the size
of the configurations, they do not change the ground state
status of the two minima, neither their respective values of
δz. Note that in simulations with Tersoff-Brenner potentials
for GaN, i.e., without electronic density taken into account,
only one minimum had been found [2]. GaN wurtzite is a
strongly polarized compound and we could expect a similar
behavior for IDB in wurtzite ZnO, which has very similar
physical properties.
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FIG. 5. Summary of the results for 128-atom and 256-atom
configurations (64 and 128 layers, respectively) showing the atomic
coordinate z along the hexagonal axis versus the position x per-
pendicular to the interface. One special configuration contains four
instead of two IDB (2 × 32 layers) and thus four domains. The co-
herence of the results among different system sizes is thus validated.
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While our various calculations of δz converge, the domain
shift δx, perpendicular to the interface, is more dependent
on the boundary conditions. The interactions between surface
and IDB are strong for the configuration sizes studied here,
and periodic conditions are recommended, as usual, for this
determination. Nevertheless, for thin wires grown by molec-
ular beam epitaxy where IDB can be located very close to
the surface, our results with free-surface conditions can be
pertinent and predict larger values of δx than in the bulk.
Determined with periodic conditions, the shift δx for the bulk
is lower than half a picometer. Experimentally, this value is
difficult to measure too, but the interval given [2] of δx <

4 pm is in agreement with our result.
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APPENDIX: GRAIN SHIFT δz

The grain shift δz is the main quantity of the system that
indicates a discrepancy between the original IDB∗ model [14]
and our calculation, as well as with the experimental results
[2]. It is therefore crucial to calculate it carefully. This could
be done by using the phase method introduced above. Indeed,
in the same way as the shift δx has been calculated, we could
calculate δz using the c-lattice parameter instead of the b

one, i.e., with �� = z� mod c/2. However in an atomic row
perpendicular to the IDB, the coordinate z varies by a much
lower quantity than c/2. Thus plotting z� versus x is enough
to determine δz.

Figure 4 shows the atomic coordinates z�, as well as the
global shifts δz found for three states: the ground-state IDB+,
the metastable state IDB−, and the saddle-point state separat-
ing IDB+ and IDB−. This figure and Fig. 5 show the precision
achieved by the calculations and the consistency of the results
with the system size. More generally, Figs. 3 and 4 show the
atomic relaxations at the interface, respectively, along x and
z. No relaxation occurs along y.
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