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Temperature dependent electronic transport in concentrated solid solutions
of the 3d-transition metals Ni, Fe, Co and Cr from first principles
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An approach previously developed for the calculation of transport coefficients via the Mott relations is applied
to the calculation of finite temperature transport properties of disordered alloys—electrical resistivity and the
electronic part of thermal conductivity. The coherent-potential approximation is used to treat chemical disorder
as well as other sources of electron scattering, i.e., temperature induced magnetic moment fluctuations and
lattice vibrations via the alloy analogy model. This approach, which treats all forms of disorder on an equal
first-principles footing, is applied to the calculation of transport properties of a series of fcc concentrated
solid solutions of the 3d-transition metals Ni, Fe, Co, and Cr. For the nonmagnetic alloys NijgCrp, and
Ni33C0033Cro 3, the combined effects of chemical disorder and electron-lattice vibrations scattering result in
a monotonic increase in the resistivity as a function of temperature from an already large, T = 0, residual
resistivity. For magnetic Niy5Coy s, Nig sFeg s, and Nig 33Fe(33C0q 33, the residual resistivity of which is small,
additional electron scattering from temperature induced magnetic moment fluctuations results in a further rapid
increase of the resistivity as a function of temperature. The electronic part of the thermal conductivity in
nonmagnetic NipgCrg, and Nig33C0033Crg33 monotonically increases with temperature. This behavior is a
result of the competition between a reduction in the conductivity due to electron-lattice vibrations scattering
and temperature induced increase in the number of carriers. In the magnetic alloys, electron scattering from
magnetic fluctuations leads to an initial rapid decrease in thermal conductivity until this is overcome by an
increasing number of carriers at temperatures slightly below the Curie temperature. Similar to the resistivity

above T¢, the electronic parts of the thermal conductivities are close to each other in all alloys studied.
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I. INTRODUCTION

Development of a consistent, first-principles transport the-
ory is a long-standing problem in the theory of metals and
alloys. In disordered alloys, depending on composition and
the chemical types of the alloying elements, the electron
mean free path (MFP) can be as large as hundreds of lattice
parameters or as short as one (Table I). Consequently, the
interpretation of charge or heat carriers in disordered alloys
changes from well-defined long-lived quasiparticles [1] to
excitations that fall outside the traditional quasiparticle de-
scription. In the latter case, transport is normally described by
diffusive physics [2] and the traditional Boltzmann equation
approach [1,3,4] is no longer applicable. On the other hand,
the Kubo-Greenwood (KG) [5,6] approach to the calculation
of the conductivity does not suffer from this problem [7]
in that it deals directly with the current-current correlation
function.

For disordered alloys, use of the Green’s-function formu-
lation of the KG expression makes it possible to perform the
necessary configurational averages of the conductivity using
the coherent-potential approximation (CPA) [8,9]. This ap-
proach has an advantage of preserving the analytic properties
of the conductivity within the thermodynamic limit [10,11],
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albeit at the expense of the use of mean-field CPA. Imple-
mented in conjunction with multiple scattering and density
functional theory (DFT) [12], the Korringa-Kohn-Rostoker
coherent-potential approximation (KKR-CPA) [13] provides
a fully ab initio approach to calculating transport coefficients
of disordered alloys. In contrast to KKR-CPA, a recently de-
veloped approach uses DFT supercell calculations to directly
evaluate the KG expression [14—16]. However, for disordered
alloys, configurational averaging and the thermodynamic limit
must be done by hand. A similar situation pertains to another
direct approach based on the results of time-dependent DFT
that has been proposed and tested in the case of aluminum by
Andrade, Hamel, and Correa [17].

Initially, the KKR-CPA approach was applied to the cal-
culation of residual resistivity where electron scattering is
caused by “chemical” disorder only [11,18]. This parameter-
free approach leads to a very good agreement with experi-
mental data [19] for nonmagnetic metals. Later, the developed
approach was extended to incorporate electron scattering on
lattice vibrations [20,21] and magnetic moment fluctuations
[22,23] within the alloy analogy model. A similar approach
was used to calculate electric, thermoelectric, and thermal
transport properties of CoFe alloys based on the Kubo linear
response formalism [24].

In the current paper, this approach was applied to the
calculation of electrical and thermal conductivity in fcc
concentrated solid solutions of the 3d-transition metals Ni,
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TABLEI. Calculated majority (UP) spin states’ density of states (total in the case of nonmagnetic Ni gCry, and Nig 33C0033Crg33) N(EF),
Fermi velocities ,/(v2), experimental [28] residual resistivity, calculated electron mean free path [, experimental lattice parameter [29],
calculated magnetic moments of each component (separated by a slash), Curie temperatures 7¢ both experimental [29] and calculated within
GGA and LSDA approximation for the exchange-correlation energy, and calculated residual resistivity (both GGA and LSDA).

Ni Nig.5Coq s Nig sFeq s Nig.33C00.33Fe0 33 Nig sCro. Nig.33C00.33Cro.33
N (Er) (UP) (states/hartree) 4.3 2.0 4.0 3.0 45.13 44.05
\/v? (UP) (10° m/s) 0.43 0.46 0.46 0.46 0.24 0.24
Experimental p (<2 cm) 0.1 2.07 10.37 4.87 77 93.21
1 (UP) (A) 3595 1689 174 478 4.1 4.0
a(A) 3.524 3.5345 3.5825 3.569 3.595 3.559
Magnetic moment /ip 0.56 0.62/1.64 0.63/2.54 0.63/1.57/2.42
Experimental T¢ (K) 628 1117 780 995
Calculated T (GGA/LDA) (K) 342/298 1180/990 955/810 1180/1045
Calculated p (GGA/LDA) uQ2 cm 0.7/0.9 [63] 2.1/3.3 [63] 1.9/2.9 [63] 78.1/77.0 68.6/67.6 [63]

Fe, Co, and Cr. This group of alloys, including the ex-
treme case of high entropy alloys [25,26], demonstrates un-
usual transport properties [27-30]. Thus, the low-temperature
(T =4 K) resistivity in these alloys varies, for example,
between 1.3 uQ2cm in NigsCogs and 124.8 puQcm in
NiCoFeCrPd [29]. The resistivity of NiCoFeCrPd is within
the Mott-loffe-Regel (MIR) limit [31]. The MFP in such
conductors is comparable with the interatomic distances,
and transport is normally described by diffusive physics.
Electrical and thermal conductivities are calculated here for
Ni, Nigs5Coq.s, NigsFeq s, Nig33Cog33Feq.33, NiggCro2, and
Nig33C00.33Crg33. The first three alloys in this group are
typical representatives of low-resistivity alloys p < 10 uQ2 cm
and the last two alloys typify high-resistivity ones, p >
75 u2cm [27-29]. According to our estimations presented
in Table I, the MFP value in these alloys varies from 1689
to 4 and the last value is comparable to the lattice parame-
ter (~3.6A). A unique set of properties such as significant
variation of the MFP with the alloy concentration, typical
metallic number of current carriers at the Fermi energy (see
Table I), almost perfect fcc lattice atomic positions, together
with the fact that background properties of these alloys can be
described within regular DFT [27] makes concentrated solid
solutions of 3d-transition metals a perfect playground for the
investigation of the electronic transport in general.

In Sec. II the approaches used to calculate electrical and
thermal conductivities of alloys are presented together with
experimental details of high-temperature resistivity measure-
ments in Ni()_33CO().33Fe()_33 and Ni0,35C00,35Cr0A30. The calcu-
lated electronic structure and magnetic properties, including
the temperature dependence of the magnetization and the
Curie temperatures, are presented in Sec. III A. In Sec. III B
we discuss the results for electrical and thermal conductivities
and we finally conclude in Sec. I'V.

II. THEORETICAL APPROACHES, DETAILS OF
CALCULATIONS, AND EXPERIMENTAL PROCEDURES

The linear response of a system to an electric field, E,and
(or) a temperature gradient, VT, is characterized by electric
- —

current, j, and energy flux, j,, densities and is described by

the linear response equations [7]
- o vT
ej =eLlnE— ElzT,

- - vT
ejq =eLy E — ﬁzzT, (D
where e is the electron charge. In the following formalism
proposed by Chester and Thellung (see Refs. [32,33]) based
on the Mott relations [34] the transport coefficients, £;;, can
be expressed as follows:

ij»

L = (=1 / deoga(e)(e —u)"ﬂ"z[—%], @

where pu is the chemical potential, —af (¢)/d¢ is the deriva-
tive of the Fermi distribution function, and « is the Cartesian
index. The above relationships may be applied to each spin
channel separately. This approximation is valid in the limit
of weak spin-orbit coupling as is the case for the fcc 3d-
transition-metal alloys that are the subject of this paper. o, (€)
is calculated using the Kubo-Greenwood [5,6] expression for
the static conductivity,

h A
Oua(€) = ”7<Z (al Julb) 8 (20 — £)8(es, — s)>, 3)

a,b

where fa is the current operator. The quantum states |a)
in Eq. (4) represent the exact eigenfunctions of a particular
configuration of the random potential, and the large angle
brackets indicate an average over configurations.

The expression for the static conductivity should be re-
formulated using a definition of the single-particle Green’s
function [10,11], G, as

h A A
Owa(e) = —ETr(jaImG(a +i0)j,ImG(e +i0)). (4)

This expression allows one to calculate transport coeffi-
cients in disordered alloys by applying the CPA [8,9] and mul-
tiple scattering theory [13]. Details of the static conductivity
calculation procedure can be found in Butler [11] and Butler
and Stocks [18].
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This approach allows one to calculate the temperature
dependence of both the electrical conductivity,

0 , T
Gaa(T) = L2 = / dsom(s)(—%), )

and the electronic part of the thermal conductivity:
L5 L3
LY

Following Sommerfeld, expression (6) can be expanded to

the second order in kg T/,
/((T):l<z)2k2T o(n) —
“3\e) BT T s+ @k T o) /6
@)

where o’(1) and o” () are the first and second energy deriva-
tives of the static electrical conductivity. The zeroth-order
kpT /p contribution in Eq. (7) corresponds to the Wiedemann-
Franz (WF) law.

Since the chemical potential, w, in transition metals is
comparable to the width of the d band (~5 eV in 3d metals)
and we focus on intermediate temperatures (6p < T < 36p,
where 0p is the Debye temperature, which is ~400 K for
the alloys discussed in the text), the condition kg7 /it < 1 is
satisfied, and Eq. (7) is applicable if the two first derivatives
of o () are defined. The deviation from the WF law at low
temperatures caused by nonelastic scattering or the presence
of additional gapless neutral collective degrees of freedom
[35,36] is not a subject of the current investigation. However,
the approach presented allows one to take into account de-
tails of the electronic structure such as a complicated Fermi
surface, electronic bands with nontrivial momentum depen-
dence, and broadening caused by different types of disorder
including that induced by temperature.

The main contributions to the resistivity in magnetic alloys
correspond to electron scattering caused by chemical disor-
der, magnetic moment fluctuations, and lattice vibrations. By
using the alloy analogy model all three scattering processes
are included in the CPA resistivity calculation on an equal
footing [20-23]. The details of the approach used are given
in a publication by Ebert ef al. [37]. The electronic structure
of the alloys was calculated using the fully relativistic SPR-
KKR-CPA method [38,39] with the angular momentum cutoff
Imax = 3. The resistivity was calculated with /;,,x = 4. The
exchange-correlation energy was calculated using both gen-
eralized gradient approximation (GGA) with the parametriza-
tion by Perdew, Burke, and Ernzerhof (PBE) [40] and local
spin-density approximation (LSDA) with the parametrization
by Vosko, Wilk, and Nusair [41]. Hereafter, the results are
obtained using the PBE exchange correlation if not specified
otherwise. Mean-square atomic displacements at different
temperatures were obtained using Debye’s theory with a
composition-averaged Debye temperature. Neutron-scattering
measurements showed that the phonon dispersion in all dis-
cussed alloys is similar to that of nickel [42]. The convergence
of the residual resistivity with respect to the Brillouin-zone
(BZ) mesh is extremely sensitive to alloy composition and
components. The details of the convergence testing for the
case of NigsFeps and NipsCog s alloys can be found in the

e Tiyo(T) = LSS — (6)

[tksTo'(w)I*/6 }

Supplemental Material [43]. According to our results, the BZ
integration can be safely executed over ~1.4x10°k points in
low-resistivity alloys and ~5x 10°k points in high-resistivity
alloys in the full BZ.

Magnetic ordering in the alloys was described by the
classical Heisenberg model

H=— E J,-je,-ej,

i,j3i#]

®)

where ¢; corresponds to the direction of the magnetic moment
on atom i and J;; is the exchange coupling parameter for the
atom pair (i, j). Within this model, magnetic moments are
treated as rigid and the J;; are calculated using a linear re-
sponse approach [44] in the ferromagnetic state. The averaged
magnetic moments of alloy components as a function of tem-
perature are calculated using the cluster field method (CFM)
[45]. The CFM approach is equivalent [46] to the cluster-
variation method [47,48] if the largest size of the clusters
corresponds to pairs of atoms. It was shown [49] that the Curie
temperature obtained within this approximation overestimates
more accurate technique results (spin dynamics) by ~10%.

The averaged electronic Fermi velocities (vﬁ) =
(Z,;’v v%(l_é, v)d(eg, — EF)) were calculated using
tight-binding linear muffin-tin orbitals [50] and the CPA
formalism [51,52]. The calculated velocities were used
to estimate values of the MFP through the experimental
resistivity, p, using the expression

3
" [pe2 () PN(ER)]

(€))

with electron charge, e, calculated electron velocity, (v?)!/? =
ﬁ (vf)l/ 2 and electronic density of states at the Fermi en-
ergy, N(EF). The corresponding values for these quantities
are presented in Table I. The underlying structure symmetry-
relation for the electron velocity was used in Eq. (9). In
magnetic Nigy 5Coy s, Nig sFeg 5, and Nig 33Coq 33Feg 33 alloys,
the velocities and density of states of the majority-spin elec-
trons were taken into account in the MFP calculations, since
electrons in the minority-spin channel do not significantly
contribute to the conductivity because of the large scattering
in this channel.

The lattice thermal resistivity caused by phonon-phonon
scattering in Ni metal and Nij 5Cog 5 and Nig sFeq 5 alloys was
obtained from first-principles electronic structure calculations
combined with the conventional Boltzmann transport equation
and the relaxation-time approximation. The thermal conduc-
tivity tensor is

Kap = % Z (8}12/8T)ha),\v,\av,\,gr,\a, (10)
A

where V is the crystal volume, o and § are Cartesian coordi-
nates, n) is the Bose factor, w; is the phonon frequency for
mode A, v, is the group velocity of phonon mode A, and t;,
is the phonon lifetime (inverse of the scattering rate) obtained
from ab initio calculations of the phonon-phonon scattering
rate (see more details in Refs. [53,54]). The lattice thermal
conductivities—due to phonon-phonon scattering—are then
calculated using the ShengBTE package [55]. To account
for the disordered environment in alloys, the virtual crystal
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approximation (VCA) was employed. This approximation
does not include phonon scattering resulting from mass or
force disorder (see discussion). The harmonic force constants
were estimated using density functional perturbation theory
(DFTP) as implemented in QUANTUM ESPRESSO (QE) [56]. In
addition, third-order force constants were evaluated based on
a 64-atom rhombohedral unit cell using the ab initio finite
difference method in QE. PBE parametrization is used for
exchange and correlation in all calculations. The ultrasoft
pseudopotential [57] was employed with the plane-wave cut-
off equal to 32 Ry. The BZ integration was performed using y -
center 16 x 16 x 16 (2 x 2 x 2) k-point meshes for primitive
cell DFPT [58,59] calculations and supercell calculations,
respectively.

The electrical resistivity of Nig33Cog33Fepss and
Nig35C00.35Crg3 was measured to approximately 1060 K
using a four-point configuration [60] with platinum wires
spot welded to the samples. Currents of 0.5 and 1.0 mA were
employed with alternating bias direction for the measurements
of Ni0,35C00‘35CI'0,3 and Nio,33C00_33FCo,33, respectively. The
temperature was monitored with two type-E thermocouples
and an average value is reported; the measurements were
performed in an argon atmosphere. The data were collected
using a Keithley 220 current source and a Keithley 2182
nanovoltmeter with facilitation by a PYTHON code. In these
resistivity measurements the samples were a single crystal.
The composition of the experimental Nig35Co0g35Crg3
sample is slightly different from the one used in theoretical
calculations, Nig 33Cog 33Crg 33, but, according to calculations,
this small difference in concentration modifies the residual
resistivity by no more than 2%.

III. RESULTS AND DISCUSSION
A. Electronic structure and magnetic properties

The investigated concentrated solid solutions are naturally
separated into two groups—alloys in one group contain Cr
(typical representatives are NiygCrg, and Nig33Cog33Crg33)
and alloys from the second group do not. It should be men-
tioned that, despite the fact that the use of DFT is in general
well justified for such systems, self-consistent calculations of
Nig33C00.33Crg 33 converged to a magnetic ground state, in
both supercell and CPA approaches, while experimentally this
alloy is nonmagnetic. In addition, NiCoCr, exhibits quantum
critical behavior near x = 0.8 [61].

To be consistent with experimental results, the
Ni33C0033Cro33 alloy was treated in our calculations
as nonmagnetic. The details of the electronic structure
of the group of alloys were discussed in our previous
publications [27,62,63]. For the convenience of the readers,
the discussion is reproduced for NipsCop s and NiggCrg .
The spin-resolved electronic density of states (DOS) are
shown in Figs. 1(a) and 1(b) for Co and Cr containing alloys,
respectively (DOS for the other alloys can be found in the
Supplemental Material [43]). In the figure, the Fermi energy
is taken as zero. For each alloy panel, the left (right) panels
correspond to the DOS of majority-spin (minority-spin)
states. Within each panel, the solid red (dashed blue) lines
correspond to the Ni (second-species) local DOS. Similarly,

Ni —
Co---

-15-1-05 0 05 1 15
DOS (states/eV)

-1 -05 0 05 1
DOS (states/eV)

FIG. 1. Projected density of states of magnetic NiCo (left) and
nonmagnetic NiggCr, (right) shown by dashed blue lines for Co/Cr
and a solid red line for Ni atoms. The Fermi energy corresponds to
zero on the vertical axis. The centers of the d bands are shown by
horizontal lines, where splitting is denoted by A.

the horizontal solid red (dashed blue) lines denote the
centers of gravity of the Ni (second-species) spin-resolved
d-band center of the corresponding species. It equals the
resonance energy E,; of the d-wave (angular momentum
channel [ = 2) scattering phase shift &4, i.e., the energy
satisfying the conditions §4(E,;) = m/2 (see discussion in
our previous publications [62,63]). A Cr atom contains five
d electrons and has a half-filled d band whereas Fe, Co, and
Ni belong to the group of transition metals with an almost
filled d band. This results in different magnetic exchange
coupling—3d-transition metals with almost filled d bands
have a tendency to ferromagnetic ordering, while metals with
half-filled bands tend to exhibit antiferromagnetic ordering
[64,65]. Additionally, the electronic structure of metals from
these two groups behave differently upon alloying. The
occupation of d bands and the resulting position of the Fermi
level can be approximately obtained by minimization of the
band-structure energy, Ej, together with additional constraints
to preserve atomic charge neutrality. In alloys with a similar
number of d electrons (Fe, Co, Ni) E; minimization results in
the alignment of majority-spin d states, e.g., in Nig sCog s with
almost negligible splitting, A, between Ni and Co d-band
centers (A/W « 1, where W is the d bandwidth). This
corresponds to weak scattering in the majority-spin channel
and a low resistivity in this channel. This weak scattering
creates a “shortcut” for the electrical current resulting in a
small total residual resistivity typical for high conductivity
alloys. The scattering in the minority-spin channel can be
estimated from the relation between exchange splitting and
the size of the magnetic moment of each element [62]. The
large difference in the number of d electrons in Cr and Ni
does not allow alignment of the d bands of each component
while preserving atomic charge neutrality. Together with an
absence of spin polarization, this results in a large d-band
splitting A = 0.73 eV in both spin channels with significant
electron scattering and, as a result, a large residual resistivity.
These conclusions agree with experimental observations
[27,29] that all compounds containing Cr belong to the low
conductivity group. This analysis can easily be extended to
alloys containing more than two components [63].
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Important information about the character of electron dy-
namics in an alloy can be obtained from the values of the MFP.
In the current publication the MFP was estimated from the
resistivity using Eq. (9). Since the main channel for electron
propagation in magnetic alloys corresponds to majority-spin
states, the corresponding Fermi velocity, (v)%(E Y2, and
density of states, N(Ef), are used in Eq. (9). In magnetic
alloys, the electronic states at the Fermi level in the majority-
spin channel correspond to sp electrons [see Fig. 1(a)] with a
high velocity of 0.46x10° m/s (Table I) that is only weakly
dependent on the chemical composition, whereas in nonmag-
netic Cr containing alloys the electronic states correspond
to d electrons with low-energy dispersion [see Fig. 1(b)]
and the corresponding velocities are almost a factor of 2
lower (0.24x10% m/s) than in magnetic alloys. The MFP
calculated for Nijp 5Coq 5 equals 1690 A and is comparable to
the values for pure transition metals, which is not surprising
since the electronic structure of a NigsCogs alloy can be
described within the VCA with high accuracy [27,62]. The
MFPs in Ni0'5F60_5 and Nio'33COQ,33FCO'33 are signiﬁcantly
smaller, 174 and 478 A, respectively. However, in all three
of these alloys, the calculated MFP is significantly larger than
the lattice parameter of ~3.6 A, and consequently electronic
transport in the alloys containing all components with almost
filled d-electron states can be interpreted as a propagation of
well-defined quasiparticles obeying the Boltzmann equation
[66-68]. In contrast to this group of alloys, the presence
of Cr dramatically increases electron scattering and reduces
the MFP to values equal to 4.1 and 4.0 A in NiggCro, and
Nig 33C00.33Crg 33, respectively. These values are comparable
with the lattice parameter and hence the applicability of the
Boltzmann equation to electron transport in these alloys is
questionable. As we mentioned in the Introduction, the KG
formalism allows one to calculate both the electronic and ther-
mal conductivity without such limitations. For convenience
of the readers, the calculated results for residual resistivity,
already published by Mu et al. [63], are reproduced in Table 1.
As can be seen for the case of iron containing alloys, the
LSDA result is ~30% larger than the GGA one. For the
rest of the alloys LSDA and GGA results are close to each
other. Detailed discussion of residual resistivity results and
comparison with experiment can be found in Ref. [63].

In the magnetic alloys the contribution of electron scatter-
ing by temperature-dependent magnetic moment fluctuations
to the electrical and thermal conductivity was calculated us-
ing the Heisenberg model, Eq. (8), and the averaged value
of the magnetic moment as a function of temperature. The
calculated zero-temperature values of the magnetic moments
are weakly dependent on alloy composition and are approx-
imately 0.6up, 1.6up, and 2.5up for Ni, Co, and Fe, re-
spectively (Table I). The range of the calculated exchange
couplings, J;;, in alloys does not exceed 1.8 lattice parameters
(see Supplemental Material [43]) and 2.0 lattice parameters
in pure Ni. In the current calculations, all atomic magnetic
moments were treated as rigid vectors and the well-known
longitudinal fluctuations of Ni [69,70] were not taken into
account. This results in a significantly underestimated Curie
temperature, T¢, for pure Ni [44,64] of 342 K, calculated
using the PBE parametrization of the exchange-correlation
energy versus the experimental value of 628 K. Below, for

2 — ,
Nig 5Cog 5 —e—
l057 €05
I0.8Cro2 —v—
15}

o(E)/o(EF)

05}

-200 -100 0 100 200
E (meV)

FIG. 2. Static electrical conductivity as a function of energy
calculated in three alloys. The Fermi energy corresponds to zero.

the calculation of the conductivity, the temperature depen-
dence of the magnetization for pure Ni was rescaled by the
experimental Curie temperature. In the alloys the dominant
magnetic interaction corresponds to Fe or Co atoms. For these
elements, the rigid spin approximation is a very reasonable
approach [69] and the calculated Curie temperatures are in
much better agreement with experiment. The Curie temper-
atures were overestimated by 6% in NigsCog s and by 20%
in Nig sFeg s and Nig 33Coq 33Feq 33 alloys. Curie temperatures
obtained within LSDA are 10-20% lower compared to GGA
PBE ones. The calculated magnetic transition in all alloys is
of second order.

B. Results for transport properties

The electronic part of the alloy thermal conductiv-
ity is calculated using Eq. (6), where the transport co-
efficients L7 are obtained through integration over en-
ergy of the static conductivity and the derivative of the
Fermi distribution function, Eq. (2). At low temperatures
the approximate Eq. (7) is used. A necessary condition for the
application of expression (7) for the thermal conductivity is
that it is “well behaved” on an energy scale of the half width
of the derivative of the Fermi function at temperature 7'. In
Fig. 2 the energy dependence of zero temperature o (E) is
presented for Nip5Cog s, NigsFeq s, and NiggCrg,. Because
of large scattering in both spin channels, o (E) in NiggCrg2
is a smooth function, while, for NiysCogs and NigsFes,
o (E) changes nonmonotonically near the Fermi energy. Such
a behavior is caused by the Ni, Co, and Fe majority-spin state
alignment as discussed above in the text. As a result, electron
scattering in this spin channel is weak and electron exci-
tations are well-defined long-living quasiparticles described
by “zero” thickness bands. This results in the presence of
fine structure in the electronic density of states around the
Fermi energy, which is dominated by d states. In these alloys
the applicability of Eq. (7) is questionable. However, o (E)
in Egs. (6) and (7) should be calculated at some particular
temperature and should include the effects of electron scat-
tering on the temperature-induced magnetic moment fluctu-
ations as well as lattice vibrations. After incorporation of
scattering on just magnetic moment fluctuations, the character
of the conductivity energy dependence changes dramatically
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-300 -200 -100 0 100 200 300
E (meV)

FIG. 3. Electrical conductivity in Nig5Cops as a function of
energy calculated with magnetic moment fluctuation at temperature
T =300 K (blue line with triangles) and with perfect magnetic or-
dering (red line with circles). The derivative of the Fermi distribution
function (—9df/d E) is shown by black solid (7" = 300 K) and dashed
(T = 50 K) lines in relative units.

(see Fig. 3). In Niy5Coq 5 this dependence changes from a set
of sharp peaks to a slowly monotonically growing function.
Thus, even in the worst case of Nip 5Cog s Eq. (7) is applicable
and is used in our calculations.

1. Results for pure Ni

The results for the resistivity of pure Ni are consistent
with previously published ones [37]. Below the Curie tem-
perature the calculated resistivity, shown by a red solid line
with filled circles in Fig. 4(a), systematically overestimates
the experimental values [28] by ~10 n€2 cm. The reason for
this difference is a discrepancy between the experimental
temperature dependence of the magnetization and the magne-
tization calculated from the classical Heisenberg model. The
calculated magnetization decreases with temperature faster
than the experimental magnetization [71] [inset in Fig. 4(a)],
and, as a result, electron scattering on magnetic moment
fluctuations is overestimated. To prove this statement, the
experimental temperature dependence [71] is also used to
calculate the resistivity (shown by a green line with filled
down triangles). The deviation from the experimental results
in this case is below 15% for temperatures up to 400 K. As
the temperature approaches T¢ the deviation from experiment
doubles in both types of calculations. This deviation is a
result of the rigid magnetic moment used in our calculation.
The electron scattering by fluctuations of fully disordered
magnetic moments of 0.6 p is significantly larger than the
moment fluctuations of 0.3—0.4 5 experimentally observed
near the Curie temperature (see Ref. [72] and references
therein).

Following Ebert et al. [37], above the Curie temperature
the resistivity is calculated in the nonmagnetic state. The
resistivity in this case is defined by electron scattering on
lattice vibrations only. The calculated resistivity is in perfect
agreement with experiment above 7T¢.

The electronic part of the thermal conductivity calculated
from the zeroth-order (kT /) term in Eq. (7) (corresponding
to the WF law) and the theoretical magnetization is shown by

p (u cm)

o000 =
[STVEN TN

0 0.5 1
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180

O
160 | (b)
140 | ]

A4 O
120 |

100
80
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40 |
20 |

K (W/(m*K))

0 200 400 600 800 1000 1200

FIG. 4. (a) Electrical resistivity in Ni as a function of temperature
calculated using CFM results for the magnetization (red line with
filled circles) and experimental magnetization (green down trian-
gles); the experimental resistivity is shown by cyan triangles [28] and
blue squares [75]. Both experimental (green down triangles) and cal-
culated (red circles) magnetization dependences of 7/T¢ are shown
in the inset. (b) Thermal conductivity, «, as a function of temperature
calculated using Eq. (7) and theoretical results for magnetization (the
WF law result is shown by a red line with filled circles; the result with
correction to the WF law is shown by empty diamonds). The lattice
contribution to k is shown as a blue line with open circles. Total
k calculated using theoretical magnetization is shown as a green
line with down triangles, whereas that calculated using experimental
magnetization is shown as a gray line with filled squares; experiment
[29] is shown as cyan triangles. The experimental 7¢ is indicated by
a vertical line. All the calculated dependencies include scattering on
both lattice vibrations and magnetic moment fluctuations.

a red line with filled circles in Fig. 4(b). The full calculated
electronic k, including second-order (k7 /u) corrections, is
shown by empty diamonds. The derivatives of o (E) used in
Eq. (7) were calculated numerically. As can be seen, there is
no visual difference between these two sets of data at most
temperatures, except a few percent deviations from WF at
temperatures between 550 K and 7. The lattice contribution
to the thermal conductivity is shown by a blue line with
open circles. Its temperature dependence could be approx-
imately described by a power law, 1/7%, where o = 0.97,
close to 1. This behavior of the lattice thermal conductivity
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is very typical for ordered materials with the main source of
phonon scattering coming from the three-phonon interaction.
The total thermal conductivity is shown by a green line with
filled down triangles. The calculated thermal conductivity
above T¢ is in excellent agreement with experiment. This is
not surprising since the calculated resistivity reproduces the
experiment with high accuracy. Below the Curie temperature,
the calculated thermal conductivity is underestimated by ~20
W/(m K). This is the result of the overestimated electrical
resistivity. The total thermal conductivity calculated using the
electronic part of the conductivity obtained from experimental
magnetization data [green triangles in Fig. 4(a)] is shown by a
gray line with filled squares. Similar to the resistivity case,
incorporation of the experimental temperature dependence
of the magnetization significantly improves agreement with
experiment for all temperature regions except the interval be-
tween 550 K and T, where the longitudinal nickel magnetic
moment fluctuations play an important role.

2. Results for ferromagnetic Niy 5Coy s, Nig.sFey s,
and Niy 33C0.33Feq 33

Results of resistivity calculations for Nig sCog 5 alloys are
presented in Fig. 5(a). The magnetization as a function of
temperature for both alloy components was calculated by
solving the classical Heisenberg model within the CFM ap-
proach. Similar to the case of nickel, this approach over-
estimates the rate of magnetization reduction with the tem-
perature increase as compared to experiment. This results in
an overestimation of the calculated resistivity compared to
available experimental data [28]. Cobalt is the main mag-
netic component in this alloy. The longitudinal fluctuations
of the Co magnetic moment are much smaller compared
to nickel [68] and hence the rigid moment approximation
used in the calculations is justified. Thus in the temperature
interval between 200 K below and above T much better
agreement between the calculated resistivity and experiment
is expected. This expectation is supported by very good
agreement between the calculated and experimental thermal
conductivity [29] in this interval of temperatures as shown
in Fig. 5(b) by a green line with down triangles for the
calculated result and up cyan triangles for the experiment.
Results for the calculated lattice contribution were obtained
within the VCA, which has limited applicability. It includes
three-phonon scattering only and neglects phonon scattering
on lattice disorder introduced by a random distribution of
different types of atoms in the alloy. As was shown by
Alam and Mookerjee [73], the temperature dependence of
the lattice thermal conductivity, defined by phonon scattering
on lattice disorder, is very different from the three-phonon
scattering result. The alloy lattice thermal conductivity starts
from zero at low temperatures and monotonically increases
with the temperature until saturation is reached. However,
above 260p three-phonon scattering dominates. At these tem-
peratures, the VCA can be used to estimate the lattice thermal
conductivity, and as can be seen from Fig. 5(b) at these
temperatures there is reasonable agreement between theory
(green line with down triangles) and experiment (cyan up
triangles).

120 — T
Calculation —e—
Experiment
100 | (a)
80}
S
(3]
a 60 |
=2
Q
40 |
20 |
Te
O L I n I I
0 200 400 600 800 1000 1200 1400
T(K)
80 : r —
Calculated electonic —@—
70t (b) A Calculated lattice O
A Calculated total
60 WV A Experiment
<
£
=3
V]

FIG. 5. (a) Electrical resistivity and (b) thermal conductivity in
Niy5Coq 5. For notations see Fig. 4. In addition to the contribution
from electron scattering on lattice vibrations and magnetic moment
fluctuations, the result presented by a red line with filled circles
contains a contribution from scattering on chemical disorder. The
calculated 7¢ is indicated by a vertical line.

Results for the calculated resistivity in NigsFeps and
Nig33Cop.33Fep 33 are very similar to the results obtained
for NigsCogs. It has a nonzero value at zero temperature,
corresponding to the residual resistivity, caused by electron
scattering on the chemical disorder. Because of majority-spin
states alignment, as discussed in the previous section, the
scattering in this channel is small and the residual resistivity
is below 10 €2 cm—a value typical for low-resistivity alloys.
As temperature increases, the resistivity increases with ap-
proximately the same rate and reaches ~100 u2cm at the
Curie temperature, which is between 900 and 1150 K for all
three alloys. The rapid increase of resistivity for temperatures
below the Curie temperature is determined by increased scat-
tering by magnetic fluctuations. Above the Curie temperature,
the magnetic moment disorder reaches saturation when the
averaged projection of the magnetic moment to the z direc-
tion equals zero and the strength of electron scattering on
magnetic moment fluctuations also saturates. The temperature
dependence of the resistivity above T¢ is determined by the
electron scattering on lattice vibrations, which grows linearly
with temperature. As a result, above T¢ the resistivity slowly
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rises with temperature. It is worthwhile to mention that the
highest values of resistivity are close to the MIR limit. In
the limit the electron mean free path is comparable to an
interatomic spacing and the resistivity reaches saturation.
However, this resistivity saturation has never been reached
in both calculations and high-temperature experiments for
Nig 33Coq.33Fe0 33, as shown by cyan triangles in Fig. 7(a). The
low-temperature experimental data (below 300 K) are taken
from Ref. [28], while data above 300 K have been obtained in
the current paper. Agreement between experiment and theory
is reasonably good. Thus around the Curie temperature the
calculations reproduce the experimental resistivity with a few
percent accuracy. At temperatures below 700 K deviation
from experiment is more significant. The calculated resistivity
increases with temperature much faster at low temperatures
compared to experiment. Similar to nickel, this inconsistency
is a result of the overestimated rate of magnetic moment pro-
jection reduction with the temperature increase as calculated
by solving the classical Heisenberg model. Surprisingly, the
calculated resistivity in NigsFegs at temperatures between
200 and 400 K is in much better agreement with experiment,
Flg 6(21), than in Nio,s CO()_5 and Ni0_33 C00_33Fe()_33. This differ-
ence is caused by the much larger discrepancy between calcu-
lated, 2.45 12 cm, and experimental, 10.37 u€2 cm), residual
resistivities (see Table I). As a result, although the calculated
resistivity rises faster than the experimental one, due to its
smaller-zero temperature value, the calculated resistivity be-
gins to be very close to the experimental one at approximately
200 K and above. The difference between calculated and
experimental residual resistivities is discussed in detail in Mu
et al. [63].

The thermal conductivity temperature dependence is also
very similar in all three alloys. It starts from values 50—65
W/(m K) at approximately 200 K and monotonically de-
creases until reaching values 30—45 W/(m K) at temperature
T’ approximately 200 K below T¢. This decrease is a result of
the increase in electron scattering by magnetic moment fluc-
tuations and lattice vibrations with increasing temperature,
the scattering strength grows faster than the number of heat
carriers, which is proportional to temperature [T coefficient in
Eq. (8)]. Above T’ the thermal conductivity behavior changes
and begins to increase with increasing temperature. This
change in behavior is caused by the increasing number of heat
carriers, which overcomes the conductivity decrease caused
by electron scattering. This is primarily because scattering by
magnetic moment fluctuations saturates. Similar to Nig 5Coq s
the correction to the WF law, shown by white diamonds in
Figs. 6(b) and 7(b), can be neglected. However, in contrast
to the NipsCogs alloy, the calculated thermal conductivity
in NigsFeq s is overestimated by approximately 20% at tem-
peratures above 26p. For Nig33Cog33Fep33 the calculated
thermal conductivity behaves like the averaged value of the
NipsCog s and NigsFeg s conductivities and is in surprisingly
good agreement with experiment.

Further, the experimental resistivity was used to calculate
the electronic part of the thermal conductivity by applying the
WF law and this was used as an input for the total thermal
conductivity. The result is shown by gray squares in Fig. 7(b).
As can be seen, the agreement with experiment is not as
good as for the conductivity obtained from the calculated

140
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80 |

60 |

p (uQ cm)

40 |
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1000 1200 1400
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Calculated electronic —@—
70 (b) Calculated lattice O
Calculated total
60 Experiment

50 |
40 |

K (W/(m*K))
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10
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FIG. 6. (a) Electrical resistivity and (b) thermal conductivity in
NigsFeqs. For notations see Fig. 4. In addition to the contribution
from electron scattering on lattice vibrations and magnetic moment
fluctuations, the result represented by a red line with filled circles
contains a contribution from scattering on chemical disorder. The
calculated T¢ is indicated by a vertical line.

magnetization. The total « deviates from the experimental
data below 700 K and this deviation increases with tem-
perature reduction. Since, as was demonstrated above, the
deviations from the WF law are negligible, the source of this
disagreement should be attributed to an overestimated lattice
thermal conductivity calculated within the VCA.

3. Results for nonmagnetic Niy3Cry, and Nig 33C0¢33Crg 33

The results for electrical resistivity in two representatives
of high-resistivity alloys, Nig gCrg» and Nij 33C00.33Cr 33, are
presented in Figs. 8(a) and 9(a). Both alloys are nonmagnetic;
consequently, the magnitude and temperature dependence of
the conductivity is determined by electron scattering on chem-
ical disorder and lattice vibrations only. As a result the temper-
ature dependence of the electrical resistivity is much simpler.
It starts from ~80 © 2 cm (residual resistivity) and monotoni-
cally increases with the temperature [red line with filled dots
in Figs. 8(a) and 9(a)]. The resistivity increase is slower in
Nig §Cro2, by 7.8 €2 cm for the temperature interval between
100 and 1200 K, than for Nig 33Co0q33Crg.33, which increases
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FIG. 7. (a) Electrical resistivity and (b) thermal conductivity in
Nig.33C0¢33Feg33. For notations see Fig. 4. In addition to the con-
tribution from electron scattering on lattice vibrations and magnetic
moment fluctuations, the result represented by a red line with filled
circles contains a contribution from scattering on chemical disorder.
The total thermal conductivity calculated as a sum of lattice contri-
bution and the electronic contribution obtained from experimental
resistivity [cyan triangles in Fig. 7(a)] through the WF law is shown
by gray color squares. The calculated, T¢, and experimental, T¢*?,
Curie temperatures are indicated by solid and dashed vertical lines,
respectively.

by 16.6 €2 cm over the same temperature interval. The slope
of resistivity temperature dependence in Nig33Co0g33Cro.33
is slightly lower than the experimental slope as shown by
triangles in Fig. 9(a). Also, the experimental slope slightly
changes at 800 K. This transition is traditionally attributed
to a K-state transition and it has been previously observed
in experimental specific heat capacity measurements [29]. It
should be mentioned that even while the resistivity starts at
much higher values for low temperatures in Cr containing
alloys—the so-called high-resistivity alloys—at about 1000
K the resistivity values are similar in all of the discussed solid
solutions. In low-resistivity alloys the weak electron scattering
on chemical disorder is compensated by electron scattering on
magnetic moment fluctuations increasing with temperature.
The results for the thermal conductivity in these two alloys
are presented in Figs. 8(b) and 9(b) by the filled red circles

100

9| (@
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40

800 1000 1200 1400
T (K)

50

(b) Calculated electronic —@—
40 } Experiment
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10 }
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FIG. 8. (a) Electrical resistivity and (b) the electronic part of
the thermal conductivity in NipsCrg,. For notations see Fig. 4. The
calculations have been done in the nonmagnetic state.

together with the correction to the WF law as shown by
empty diamonds. Similar to the case of the low-resistivity
alloys, there is no significant deviation from the WF law.
In NipgCrg, the calculated electronic part of the thermal
conductivity [Fig. 8(b)] is 5 W/(m K) lower than the ex-
perimental one at temperatures below 700 K, shown by blue
triangles. Above 700 K, according to our results, the lattice
contribution to the total conductivity equals zero. This result
looks especially surprising taking into account the fact that
traditionally it is supposed that in highly disordered systems
the phonon contribution to the total thermal conductivity is
larger than the electronic one [74]. The possible reason for
this disagreement is an underestimated calculated resistivity.
However, the absence of experimental data does not allow us
to justify this assumption.

A similar result was obtained in Nig33C0g33Cro 33
[Fig. 9(b)]. The calculated electronic part of the thermal
conductivity, shown by a red line with filled circles, equals the
total experimental conductivity at 600 K and below, slightly
larger than the experiment above this temperature. The reason
for this discrepancy is that the calculated electrical resistivity
is approximately 10 ©€2cm lower than the experimental one
[Fig. 9(a)]. The electronic part of the thermal conductivity
calculated from the experimental electrical resistivity using
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FIG. 9. (a) Electrical resistivity and (b) the electronic part of the
thermal conductivity in Nig33Cog33Crg33. For notations see Fig. 4.
The calculations have been done in the nonmagnetic state. The ex-
perimental resistivity obtained in the current paper for the compound
Nig35C0035Cro3 is shown as cyan color triangles. The electronic
part of the thermal conductivity calculated from the experimental
resistivity [cyan triangles in Fig. 9(a)] through the WF law is shown
as gray color squares.

the WF law [gray squares in Fig. 9(b)] is in better agreement
with experiment. In all intervals of the temperature it is lower
than the total experimental thermal conductivity. According to
the calculations, the contribution from the lattice conductivity
equals 5 W/(m K) at room temperature and is reduced to ap-
proximately 2 W /(m K) at the highest temperatures. However,
similar to NipgCrg,, the lattice contribution is unexpectedly
small.

IV. CONCLUSIONS

The formalism proposed by Chester and Thellung [32]
for the calculation of transport coefficients of Mott relations
was applied to the calculation of alloy transport properties—
electrical resistivity and the electronic part of the thermal con-
ductivity. The electrical conductivity is used as an input for the
calculation of thermal transport properties. The electrical con-
ductivity was calculated using the Kubo-Greenwood formal-
ism where the coherent-potential approximation was applied
to obtain the alloy Green’s function. This approach allows for
a consistent calculation of the properties of disordered alloys

using configurational averaging and the thermodynamic limit.
All sources for electron scattering, i.e., chemical disorder
and temperature induced magnetic moment fluctuations and
lattice vibrations, are included in the CPA scheme on equal
footing using the alloy analogy model. This allows one to
take into account details of the electronic structure such as
a complicated Fermi surface, electronic bands with nontrivial
momentum dependence, and broadening caused by disorder.
In the current paper this approach was applied to the calcu-
lation of transport properties of the series of fcc concentrated
solid solutions of the 3d-transition metals Ni, Fe, Co, and Cr.
Reasonable agreement with experimental data was obtained.
It was demonstrated that in all alloys in the temperature
interval of 0p < T < 36p the deviation from the Wiedemann-
Franz law is insignificant. This is because of the smearing
of features in the electronic structure by temperature-induced
magnetic moment fluctuations and lattice vibrations.

For the nonmagnetic alloys, NipgCrp, and
Nig 33C0¢.33Cr¢.3, the combined effect of chemical disorder
and electron-phonon scattering results in a monotonic
increase in the resistivity as a function of temperature
starting from a large residual resistivity. For magnetic
Ni0.5C00_5, NiQ'SFeo_j, and Nio,33FCo.33COQ,33 alloys, the
residual resistivity is small, but additional electron scattering
from temperature induced magnetic moment fluctuations
results in a rapid increase of the resistivity as a function
of temperature. Above the Curie temperature the electron
scattering by magnetic moment fluctuations saturates and the
resistivity slowly increases due to electron-phonon scattering.

The electronic part of the thermal conductivity in nonmag-
netic high-resistivity alloys NiggCrp, and Nig33Co0¢33Cro 33
monotonically increases with temperature. This behavior is a
result of competition between conductivity reduction caused
by electron-phonon scattering and temperature induced in-
crease of the number of heat carriers. In magnetic low-
resistivity alloys, the presence of magnetic fluctuations results
in a rapid reduction of the thermal conductivity until this
reduction is overcome by an increasing number of carriers at
temperatures slightly below the Curie temperature. Similar to
the resistivity, above T¢ the electronic parts of the thermal
conductivities are similar in all investigated alloys.
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