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Understanding complex correlated oxides and their phase transitions has long been a challenge. The difficulty
largely arises from the intriguing interplay between multiple degrees of freedoms. While degeneracy can play an
important role in determining material characteristics, there is no well-defined way to quantify and to unveil its
role in real materials having complicated band structures. Here we suggest a way to quantify the “effective
degeneracy” relevant to metal-insulator transition by introducing entropylike terms. This new quantity well
describes the electronic behaviors of transition-metal oxides as a function of external and internal parameters.
With 3d titanates, 4d ruthenates, and 5d iridates as our examples, we show that this new effective quantity
provides useful insights to understand these systems and their phase transitions. For LaTiO3/LaAlO3 superlattice,
we suggest a novel “degeneracy control” metal-insulator transition.
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I. INTRODUCTION

Understanding transition-metal oxides (TMOs) and their
phase transitions has been a central issue in condensed matter
physics and material science. Many of exotic quantum phases
of matters are the result of intriguing interplay and competi-
tion between the multiple degrees of freedom active in TMOs;
namely, charge, spin, orbital, and lattice [1]. Estimating the
key parameters which represent those degrees of freedom
and their couplings is therefore a crucial step. Quantifying
other physical parameters such as bandwidth, crystal field,
and interactions (i.e., U , U ′, and J ) is also often posing a
nontrivial task. Depending on which parameter is crucial, the
metal-insulator transition (MIT) is described and classified
into subcategory of “bandwidth control,” “filling control,” and
“dimensionality control” MIT [1].

Orbital degeneracy can certainly play an important role
in determining material characteristics of TMOs [2–7].
However, there is no well-defined way to quantify and unveil
its role in the coorperation with other physical components
of real materials with complicated multiband structures
around Fermi energy (EF ). In this study we first try to
quantify the “effective” orbital degeneracy by introducing
entropylike terms. Then we apply it to real material systems.
Our results of 4d ruthenates and 5d iridates show that this
newly introduced quantity well describes the electronic
behavior and provides useful insight to understand MIT.
Furthermore, we suggest a novel “degeneracy control”
MIT in 3d titanate superlattice. The strain-dependent phase
diagram and the calculated physical parameters clearly show
that the transition is governed mainly by “degeneracy” not by
other factors such as bandwidth.

Defining an intuitive and computable physical quantity
has been playing central roles in quantum material research.
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“Charge-transfer energy” for TMOs [8] and “Chern number”
(or TKNN number) for topological materials [9–11] can be
recent examples. Even though both are not directly measur-
able in experiments, they certainly provide key information
to classify and understand a given type of materials. In this
regard, the quantified effective degeneracy we suggest here
can also be a useful tool to study multiorbital complex oxides
and their phase transitions.

II. QUANTIFYING EFFECTIVE DEGENERACY

In model-based studies, the degree of degeneracy is nat-
urally defined by the energy level difference. For real ma-
terials, on the other hand, quantifying degeneracy is not
always straightforward due to the complicated band structures
which is in the end a result of combinations of many other
“parameters” such as crystal field levels and hybridizations.
Furthermore, we note that the information relevant to MIT
is hardly extracted from the “bare” degeneracy represented
simply by level differences. With this motivation we define
the following quantity:

D =
∑

μ

S(nμ). (1)

Here the entropylike term S is given by

S(nμ) = −nμ log2 nμ − (1 − nμ) log2(1 − nμ), (2)

where nμ is the eigenvalue of on-site number operator
N̂ . The matrix elements of N̂ can be written as Nαβ =

1
Nk

∑
km〈km|α〉〈β|km〉 with orbital indices α and β (i.e.,

three t2g states in our examples; well represented by Wannier
functions), momentum k, and band index m. Note that Nαβ

is calculated from the “noninteracting” Hamiltonian, namely,
U = 0 paramagnetic band structure, which is the same case
with other model parameters to be used to understand MIT
such as bandwidth (W ) and correlation strength (U ) [12,13].
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FIG. 1. The behavior of D for some schematic two-orbital elec-
tronic structures. In the case of (a), two DOS are fully degenerated
and D is maximized, D = 2. As two DOS are separated from
each other, D is reduced as shown in (b) and (c). As an effective
degeneracy (not mere degeneracy) D is being reduced when the
on-site orbital energy moves far away from EF . As shown in (d), even
if two DOS are fully degenerated in the usual sense, the calculated
D = 0 because both states are fully occupied.

While the calculation of D at finite U is straightforward, the
useful information is mainly contained in D at U = 0.

The eigenstate |μ〉 of the on-site number operator does
not need to be any of conventional symmetry states (|α〉),
and can be expressed as the superposition of them [14]. S is
maximized (S = 1) at half-filling (nμ = 0.5) and minimized
(S = 0) when the orbital is fully occupied (nμ = 1) or un-
occupied (nμ = 0). D reflects the number of orbital states at
EF and thus carries similar information with degeneracy. At
the same time, D is clearly different from “mere” degeneracy.
The number of states is weighted by taking the band position
into account with respect to EF . As a result, D magnifies the
information relevant to MIT. In this sense, D can be called
as “effective degeneracy.” On the other hand, as obvious from
Eq. (2), D measures a certain type of entropy being regarded
as “effective entropy.” For more discussion of its physical
meaning, see the Supplemental Material [14].

In order to see how this new quantity works, let us con-
sider a schematic situation presented in Fig. 1. Physically,
degeneracy should be largest when the two bands (assumed
to have same bandwidths and shapes) are located at the
same energy; see Fig. 1(a). It is gradually lifted as two
levels become differentiated. Suppose that the band structure
evolves from Fig. 1(a) to 1(b) and 1(c) by any parameter
change. Sb (corresponding to one of the two bands; blue col-
ored) is gradually reduced from Sb = 1 [Fig. 1(a)] to Sb = 0
[Fig. 1(c)] while another band (red colored) does not move
and Sr is unchanged. When the two density of states (DOS)
are identically overlapped with each other [Fig. 1(a)], D is
maximized, D = 2. When the DOS overlap is minimized
[Fig. 1(c)], D is minimized, D = 1. Therefore D carries the
similar information with degeneracy in the usual sense. At the
same time, however, D is different from mere degeneracy as
clearly shown in Fig. 1(d). The calculated D of Fig. 1(d) is
zero even though two DOS are fully overlapped. This feature
demonstrates that D is defined to represent the effective
degeneracy or effective entropy of the bands near EF relevant

to MIT. In fact, both DOS in Fig. 1(d) are not relevant to MIT
since they are fully occupied and far away from EF .

D works for more general cases. Consider M orbitals
whose on-site energies are given by ε’s near EF [i.e, |ε −
EF | � W (bandwidth)]. For two states per orbital (occupied
and unoccupied), the number of configurations is given by
� ∼ 2M and M ∼ log2 �. In the case of single electron per
site, D(M ) = M log2 M − (M − 1) log2(M − 1) from nα =
1/M . While D(M ) is not equal to but less than M (e.g.,
D ∼ 3.90 for M = 6), it provides an acceptable measure of
degeneracy or entropy for this given model in a general sense.

III. APPLICATIONS TO REAL MATERIALS

The usefulness of this new quantity can be more clearly
seen with real examples. Below we take three different sys-
tems of 3d, 4d, and 5d TMOs in which the degeneracy is
changed by the internal as well as external parameters. Also,
our example sets include both strongly (titanate and iridate;
Mott insulators) and moderately correlated (ruthenate in bulk;
metals) electron systems. Below, while we define the standard
deviation (σ ) of Gaussian fitted DOS as the bandwidth, we
confirm that the use of Wannier function or Lorentzian fitting
does not change any of our conclusions.

A. Ruthenates

In this subsection we apply our effective degeneracy or
effective entropy to ruthenate thin films. Recently SrRuO3

(SRO-113) has attracted significant research attention due to
its intriguing phase transitions observed as the film thickness
is reduced [15–19]. While bulk SRO-113 is a ferromagnetic
(FM) metal, its thin film phase is known to become insulating
[15–18] and presumably antiferromagnetic (AFM) [16,20,21].
Critical thickness and the concomitance of MIT and magnetic
transition still remain unclear [15–19].

Figures 2(a) and 2(b) shows the projected DOS for one-
layer (n = 1) and three-layer (n = 3) film, respectively. As
expected, the Ru-t2g states are more degenerate in n = 3 being
closer to a three-dimensional cubic bulk situation in which the
three are completely degenerate. On the other hand, in n = 1,
dxy state is noticeably different from dyz,zx .

Here we first note that this electronic structure change
is well described by D in a quantitative manner. As shown
in Fig. 2(c), the calculated D is gradually increased as n

increases being consistent with the intuition and the band
structure result. It shows that the newly defined quantity
D works reasonably well for describing the realistic band
structure change. Furthermore, our result has a meaningful
implication regarding the origin of observed MIT as a func-
tion of thickness; not only bandwidth (and/or dimensionality)
[19,21] but also degeneracy plays the role in this transition.

The usefulness of D is further demonstrated in the strain-
dependent transition. Figures 2(d) and 2(e) presents projected
DOS for 2% compressive and tensile strained monolayer thin
film, respectively. We note that in this case the degree of
degeneracy is not clearly seen without calculating D. The
calculated D as a function of strain is presented in Fig. 2(f)
showing that D is gradually decreased as more tensile strain is
applied. In this sense the DOS of Fig. 2(d) is more degenerate
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FIG. 2. (a) and (b) The calculated DOS projected onto Ru-t2g states for (a) n = 1 and (b) n = 3 with zero strain. The vertical dashed lines
refer to EF . (c) The calculated D (blue; left side) and bandwidth (green dashed line; right side) as a function of film thickness n. A transition
from FM metal (FM-M; blue) to AFM insulator (AFM-I; yellow) occurs at the thickness of n = 2–4. (d) and (e) The calculated DOS projected
onto Ru-t2g states for 1-unitcell-thick SRO-113 film with (d) −2% compressive and (e) +2% tensile strain. (f) The calculated D and bandwidth
as a function of strain. At around −1% compressive strain, there is a phase transition from FM-M (blue) to AFM-I (yellow). The DOS, D,
and bandwidth are calculated from nonspin-polarized (U = 0) results while the phase diagrams are constructed from spin-polarized GGA
calculations.

than that of Fig. 2(e). This example demonstrates that, even
when the intuitive conclusion is not likely reached, D extracts
the desired information.

Our result shows that D is not mere degeneracy in the usual
sense but reflects the other factors relevant to MIT. According
to Eq. (1) the states near EF contribute more to D than
the other states away from EF . Importantly, the decreasing
trend of D as a function of strain is consistent with the
decreasing metallicity. It is known that the system becomes
more insulating in the tensile strain regime and more metallic
in the compressive strain [21]. In this regard, D represents
an effective degeneracy or entropy carrying the quantitative
information physically relevant to MIT. In the case of DOS
in Fig. 2(d), the prominent dxy peak developed around EF is
responsible for larger D (see the Supplemental Material [14]).

B. Iridates

The second example is Sr2IrO4 (SIO-214) in which the
degeneracy is lifted not by external parameters such as strain
and thickness but by spin-orbit coupling (SOC). SIO-214 is
known as a “relativistic Mott” insulator in the sense that SOC
plays the key role to induce Mott gap [22,23]. Due to the
large crystal field and SOC, Ir-t2g states split into so-called
jeff = 3/2 quartet and jeff = 1/2 doublet. Whereas different
pictures have been discussed [24–30], still quite prevailing is
that the main role of SOC is to reduce the bandwidth making
relatively small U be enough to open the gap [23,31,32].

Here we show that the calculation of D supplements the
understanding of Mott gap formation. Let us first note that
SOC cannot only reduce the bandwidth but also lift the
degeneracy. This possibility has been speculated in the con-
text of reminiscing about multiorbital Hubbard model studies
[28–30]. However, it could not be discussed quantitatively
and therefore not examined systematically in comparison to
other possibilities [24–27]. Furthermore, a significant amount
of hybridization between jeff = 1/2 and 3/2 has been noted
in the literature [28,32,33], which render the simple model
analysis more difficult.

Figures 3(a) and 3(b) shows the projected DOS with and
without SOC, respectively, and the calculated bandwidth is
presented in Fig. 3(c) as a function of SOC strength (λ). In the

range of 0 � λ � 0.5 eV, the bandwidth is not significantly
reduced. Rather, our estimation shows a slight enhancement
of bandwidth at the realistic λ = 0.479 eV. In fact, the band-
width reduction by SOC is not quite clearly seen in the
calculated DOS itself. Figures 3(a) and 3(b) show that the
bandwidth of jeff = 1/2 (λ = 0.479 eV) can be regarded as
being comparable with that of t2g (λ = 0 eV). Thus, it is
difficult to conclude that the gap of SIO-214 is attributed to
the bandwidth reduction by SOC.

Our new quantity provides useful insight on this issue.
The calculated D is presented in Fig. 3(c) whose decreasing
trend clearly shows that the effective degeneracy is gradually
lifted by SOC. Together with the estimated critical Uc, which
follows the same decreasing trend with D [Fig. 3(d)], our
results indicate that lifting degeneracy is the main effect of
SOC for the gap formation; SIO-214 may still be regarded as
a relativistic Mott insulator, but the major role of SOC is not
to reduce bandwidth but to lift degeneracy.

C. Titanates and degeneracy control MIT

The final example is a superlattice made of a classical
Mott insulator. The material property of LaTiO3/LaAlO3
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FIG. 3. (a) and (b) The calculated DOS projected onto so-
called jeff states (a) without and (b) with SOC. The red and green
colored states represent jeff = 3/2 and 1/2, respectively. The vertical
dashed lines correspond to EF . (c) The calculated bandwidth (green
dashed line; right side) of jeff = 1/2 states and D (blue; left side)
as a function of λ. Bandwidth are estimated from Gaussian fitting.
The realistic value of λ = 0.479 eV is denoted by the vertical dashed
lines. (d) The calculated critical Uc value as a function of λ.
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FIG. 4. (a) The U -T phase diagram. The red line indicates the
transition from the paramagnetic (PM) to the ferromagnetic (FM)
phase. The blue and green lines refer to the transition from metallic-
to-insulating, and the insulating-to-metallic state, respectively. CE
denotes the coexistence region indicating the first-order transition
with an end point at TMIT. (b) The calculated spectral function
A(k, ω) projected onto Ti with U = 3 eV and at T = 8.3 meV.

(LTO/LAO) is an important issue by itself since previous
studies show that the electronic and magnetic property are
notably different from bulk LTO due to confinement effect
[34]. Previous DFT + U calculations show that FM spin and
antiferro-orbital order is stabilized [35]. However, no further
study has been reported especially using the more advanced
techniques beyond static DFT + U , and a part of experimental
observations is still not clearly understood [34]. Our DMFT
(dynamical mean-field theory) phase diagram is presented in
Fig. 4(a). Paramagnetic insulating (PM-I) phase is clearly
identified at high temperature and large U regime, which
cannot be addressed by static approximations. The calculated
spectral function A(k, ω) is presented in Fig. 4(b). Coherent
features is noticed below EF [36] and the correct insulating
nature is observed with �-point gap of 0.48 eV. This gap
size is larger than the bulk LTO optical gap (∼0.2 eV) being
consistent with the conductivity data on (LTO)1,2,3/(LAO)5

which reports that the lowest energy excitation is gradu-
ally moving toward the higher frequency as the LTO layer
thickness is reduced [34]. At a realistic value of U = 3 eV
for the superlattice [35,37], the magnetic transition between
ferromagnetic (FM-I) and PM-I occurs at Tc � 12.5 meV in
good agreement with the total energy difference by GGA + U

[35]. Overall, our DMFT results in large-U and low-T limit
are consistent with static DFT + U calculations.

Now we consider the strain dependence and “degeneracy
control” MIT. Figure 5(a) presents the phase diagram as
a function of in-plane lattice parameter. Note that metallic
region (yellow) is enlarged at around a = 4.06 Å. The calcu-
lated D is presented in Fig. 5(b) showing that the effective
degeneracy is also maximized at this point. The critical value
of Uc [Fig. 5(c)] exhibits the same trend. Our results altogether
indicate that the metallicity is enhanced due to orbital fluctu-
ations in the vicinity to the degeneracy maximum point (for
more details, see the Supplemental Material [14]).

Importantly, this fluctuation overcomes the effect of re-
duced bandwidth, thereby triggering the phase transition. The
bandwidth is monotonically decreased, see Fig. 5(b), clearly
indicating that the competition between metallic and insulat-
ing phase is primarily governed by degeneracy. In the current
case, so-called “strain engineering” does not just control the

(a) (b)

(c)
La
Ti
Al
O

FIG. 5. (a) Strain-dependent DMFT phase diagram in which the
dashed line indicates the metal-insulator phase boundary. The metal-
lic region (yellow) is enhanced at a = 4.06 Å which corresponds
to the degeneracy maximum point. (Inset) Schematic figure for the
“strain engineering” of LTO/LAO superlattice. (b) The calculated D

(blue; left side) and bandwidth (green dashed line; right side) as a
function of in-plane lattice constant. As the more tensile strain ap-
plied the bandwidth is gradually decreased as expected. On the other
hand, the D is first increased and then decreased with a maximum
value at a = 4.06 Å. (c) The critical value of Uc as a function of
in-plane lattice parameter shows the same trend with D, suggesting
that this phase transition is governed mainly by degeneracy.

bandwidth, but simultaneously change D, and importantly,
the governing parameter is (effective) degeneracy. Obviously,
the other possibilities such as “dimensionality” and “filling”
control MIT are not relevant here.

As often being the case, this MIT is accompanied by
magnetic transition at low temperature. As shown in Fig. 5(a),
different magnetic phases are stabilized as a function of in-
plane lattice constant. While the two end members of this
phase diagram (i.e., FM-I and AFM-I) have been reported
previously by GGA + U calculation [35], the PM-I phase at
the degeneracy maximum point is first identified in the current
DMFT study.

IV. SUMMARY

We introduced a new quantity which estimates effective
degeneracy relevant to MIT. This quantity denoted by D

can be easily calculated and is generally applicable to any
real multiorbital systems for which quantifying the degree
of degeneracy is often hampered by the complicated band
structures. By applying D to 3d, 4d, and 5d TMO, we show
that this newly introduced quantity works well to describe
the electronic behavior as a function of external and internal
parameters. In particular, we show that the effective degener-
acy plays together with bandwidth change in the thickness-
dependent transition of SRO-113 and that the “relativistic”
effect by SOC in the SIO-214 gap formation is primarily to
lift degeneracy rather than to reduce bandwidth. From the
strain dependent phase diagram of LTO/LAO superlattice, we
suggest a novel “degeneracy control” MIT. While effective
degeneracy is not the only component to describe MIT, our
examples clearly show that this new quantity provides useful
information which cannot be captured by other conventional
quantities such as bandwidth and filling.
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