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Hydrodynamical phase transition for domain-wall melting in the XY chain
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We study the melting of a domain wall, prepared as a certain low-energy excitation above the ferromagnetic
ground state of the XY chain. In a well-defined parameter regime the time-evolved magnetization profile
develops sharp kinklike structures in the bulk, showing features of a phase transition in the hydrodynamic scaling
limit. The transition is of a purely dynamical nature and can be attributed to the appearance of a negative effective
mass term in the dispersion. The signatures are also clearly visible in the entanglement profile measured along
the front region, which can be obtained by covariance-matrix methods despite the state being non-Gaussian.
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Uncovering the mechanism of phase transitions is one of
the most spectacular achievements of statistical physics. The
abrupt changes in the properties of matter, in response to the
tuning of a control parameter, could be understood through
simple concepts such as the order parameter, symmetry break-
ing, or free energy. While the theory is well established for
systems in thermal equilibrium, and can even be extended to
quantum phase transitions at zero temperature [1], it is far
from obvious how these concepts generalize to the nonequi-
librium scenario.

Due to this ambiguity, there have been various attempts
to lift the definition of a phase transition into the dynamical
regime. In the particular context of quantum quenches [2,3],
dynamical quantum phase transitions (DQPTs) were intro-
duced by analogy, via the definition of a dynamical free-
energy density [4]. It is simply given via the overlap between
initial and time-evolved states, and DQPT manifests itself in
the nonanalytic real-time behavior of this return probability
(see Ref. [5] for a recent review). Despite not being a conven-
tional observable, the return probability and the signatures of
a DQPT could directly be detected in a recent experiment [6].

On the other hand, in a number of approaches the definition
of dynamical phases is based on the time-asymptotic behavior
of an order parameter that shows abrupt changes when cross-
ing the phase boundaries. Dynamical phase transitions based
on a suitable order parameter have been identified for quench
protocols of various closed many-body systems [7–9] and
the studies have even been extended to the open-system sce-
nario [10,11]. Furthermore, connections between the different
concepts of a DQPT, based on dynamical free energy versus
order parameter, have recently been pointed out [12,13].

Here, we shall address the question whether a phase transi-
tion in simple quantum chains might occur due to the presence
of initial spin gradients, which drive the system towards a
nonequilibrium steady state (NESS). In the context of Marko-
vian open-system dynamics, such an example was found
earlier for a boundary-driven open XY spin chain, where the
emergence of long-range order was observed in the NESS
below a critical value h < hc of a model parameter [14].
Although the phenomenon seems robust enough against the
details of incoherent driving [15], no counterpart of the phase

transition under closed unitary dynamics has been found so
far.

To mimic the effect of gradients imposed at the boundaries
in the open-system setup, here we prepare instead a domain-
wall initial state and then let the system evolve under its own
unitary dynamics. The domain wall is created as a simple low-
lying excitation above the ferromagnetic (symmetry-broken)
ground state of the XY chain. Our main result is illustrated
in Fig. 1, where the qualitative change in the time-evolved
and properly normalized magnetization profiles is clearly
visible. The phase transition point hc exactly coincides with
the one found in Ref. [14], and is signaled by an infinite
slope in the center of the profile, whereas kinks are developing
in the bulk for h < hc. The nonanalytical behavior appears
only in the hydrodynamical limit, shown by the solid lines
in Fig. 1. However, in contrast to Ref. [14], our results on
the correlations indicate that the NESS itself is similar to
the symmetry-restored ground state of the chain and does
not show any criticality around hc. Hence we use the term
hydrodynamical phase transition to distinguish between the
two behaviors.

The Hamiltonian of the XY chain is given by

H = −
N−1∑
n=1

(
1 + γ

4
σx

n σ x
n+1 + 1 − γ

4
σy

n σ
y

n+1

)
− h

2

N∑
n=1

σ z
n ,

(1)

where σα
n are Pauli matrices on site n, γ is the anisotropy,

and h is a transverse magnetic field. The XY model can be
mapped to a chain of free fermions via a Jordan-Wigner (JW)
transformation, by introducing the Majorana operators

a2j−1 =
j−1∏
k=1

σ z
k σ x

j , a2j =
j−1∏
k=1

σ z
k σ

y

j , (2)

satisfying anticommutation relations {ak, al} = 2δk,l . While
the open boundaries in Eq. (1) are most suitable for numerical
investigations of the dynamics on finite-size chains, for the
analytical treatment one should impose antiperiodic boundary
conditions σ

x,y

N+1 = −σ
x,y

1 on the spins, such that H can be
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FIG. 1. Normalized magnetization profiles (symbols) at t = 200
compared to the hydrodynamic solution (red solid lines) in (10). The
phase transition is located at hc = 1 − γ 2 = 0.75.

brought into a diagonal form by a Fourier transform and a
Bogoliubov rotation [16].

We focus on the parameter regime 0 < γ � 1 and 0 � h <

1, where the model is in a gapped ferromagnetic phase, with
magnetic order in the x direction. In particular, in the limit
N → ∞, the ground state is twofold degenerate, with |0〉NS

and |0〉R located in the Neveu-Schwarz (NS) and Ramond
(R) sectors, corresponding to ±1 eigenvalues of the parity op-
erator P = ∏N

k=1 σ z
k , which commutes with the Hamiltonian

[H,P ] = 0. Since both of the ground states are parity eigen-
states, their magnetization is vanishing. However, starting
from the symmetry-broken ground state | ⇑ 〉, a domain-wall
initial state can be prepared via a JW excitation, i.e., acting
with a single Majorana operator as

|JW〉 = a2n0−1| ⇑ 〉, | ⇑ 〉 = |0〉NS + |0〉R√
2

. (3)

In numerical calculations we always consider domain walls
localized in the middle of the chain, n0 = N/2 + 1.

Our primary goal is to calculate the magnetization profile
in the time-evolved state

e−iH t |JW〉 = |φt 〉NS + |φt 〉R√
2

(4)

being a superposition of states from the two parity sectors.
Both can be obtained by rewriting the excitation in (3) in the
fermionic eigenbasis of the Hamiltonian, leading to a super-
position of single-particle states. These can then be trivially
time evolved and yield [16]

|φt 〉NS = 1√
N

∑
q∈NS

e−iεq t e−iq(n0−1)eiθq/2|q〉NS, (5)

where the single-particle dispersion εq and the Bogoliubov
phase θq are given by

εq =
√

(cos q − h)2 + γ 2 sin2 q,

ei(θq+q ) = cos q − h + iγ sin q

εq

. (6)
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FIG. 2. Single-particle velocities vq and dispersion εq (inset).

The result for |φt 〉R is completely analogous to (5), with the
sum running over momenta p ∈ R. In turn, the normalized
magnetization can be cast in the form

Mn(t ) = 〈JW|σx
n (t )|JW〉

〈 ⇑ |σx
n | ⇑ 〉 = Re R〈φt |M̂n|φt 〉NS, (7)

where, in the limit N 	 1, the form factors read [17,18]

R〈p|M̂n|q〉NS = − i

N

εp + εq

2
√

εpεq

ei(n−1/2)(q−p)

sin q−p

2

. (8)

Combining the results (5)–(8) and considering the thermody-
namic limit, one ends up with a double-integral formula for
the magnetization [16]. Interestingly, this is exactly the same
expression as the one found earlier for the transverse Ising
(TI) chain [19], except that the form of the dispersion and
the Bogoliubov angle (6) are now more general. In fact, it
is the very presence of the XY anisotropy that will give rise
to a peculiar dynamical behavior. The hydrodynamical phase
transition is encoded in the q 
 1 expansion of the dispersion

εq ≈ � + h − hc

2�
q2 + cq4, (9)

where � = 1 − h is the excitation gap and hc = 1 − γ 2 is
a critical field. The coefficient c has a lengthy expression in
terms of h and γ , satisfying c > 0 for any h < hc. In contrast,
the mass term in Eq. (9) becomes negative below the critical
field.

While a negative effective mass has no effect on the
ground-state properties, it will play a crucial role in the dy-
namics. Indeed, in a well-defined limit, the shape of the melt-
ing domain wall is entirely determined by the group velocities
vq = dεq

dq
. These are shown in Fig. 2 for γ = 0.5, and three

different magnetic fields above, below, and at the critical
value hc. In the case h < hc, the negative slope of vq around
q → 0 leads to the development of a new local maximum,
which eventually gives rise to a nonanalytic behavior in the
hydrodynamic profiles of various observables. In particular,
introducing the scaling variable ν = (n − n0 + 1/2)/t , the
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magnetization profile reads

Mn(t ) = 1 − 2
∫ π

−π

dq

2π
�(vq − ν), (10)

where �(x) is the Heaviside step function. The result (10)
follows rigorously from a stationary-phase analysis [16] of the
integral representation of Mn(t ), and has a clear physical in-
terpretation. Namely, each single-particle excitation carries a
spin flip [20–23] and thus the magnetization along a fixed ray
follows from the integrated density of excitations whose speed
exceeds ν. Hence, for h < hc, the nonanalytical behavior of
the density is a consequence of the new branch of solutions
around the local maximum for negative momenta.

The comparison between the profiles and the hydrody-
namic scaling function is shown in Fig. 1. The magnetizations
at t = 200 and various h were calculated for an open chain
of size N = 400 using the Pfaffian formalism described in
Ref. [19]. One has an excellent agreement with clear signa-
tures of the developing kink for h < hc. The hydrodynamic
profile in general depends on the details of the dispersion and
is hard to obtain analytically, since the solution of vq = ν

leads to a fourth-order equation. Nevertheless, one expects a
universal behavior to emerge around the edge of the front [24].
Indeed, the stationary-phase calculation around vq∗ = vmax

can be extended to capture the fine structure of the front
[25–28], suggesting the following choice for the scaling
variable,

X = (n − n0 + 1/2 + θ ′
q∗/2 − vq∗ t )

(
2

|v′′
q∗ |t

)1/3

. (11)

In turn, the edge magnetization is given by [16]

Mn(t ) = 1 − 2

(
2

|v′′
q∗ |t

)1/3

ρ(X), (12)

where ρ(X) = [Ai′(X)]2 − XAi2(X) is just the diagonal part
of the Airy kernel [29].

The edge scaling (12) is tested against numerical calcula-
tions for h = γ = 0.5 in Fig. 3, showing an excellent agree-
ment already for moderately large times. Note that the larger
deviation towards the bulk for t = 50 is due to the presence
of the kink in the profile. In fact, one could ask whether
zooming on around the kink would yield a similar universal
fine structure as for the edge. However, in the latter case the
density has a nonuniversal bulk contribution superimposed,
which spoils the step structure. It is also worth noting that
the edge scaling (12) for the XY chain cannot be derived
from a simple higher-order extension of the hydrodynamical
picture [30].

The signatures of the hydrodynamical phase transition
are also visible on the entanglement profiles, as measured
by the von Neumann entropy between the segment A =
[1, N/2 + r] and B the rest of the system. Although the
XY chain maps to free fermions, extracting the entropy via
covariance-matrix techniques for Gaussian states [31,32] re-
quires some additional care. Indeed, the initial state is excited
from the symmetry-broken ground state of the model, which
is inherently non-Gaussian [33]. This difficulty can, however,
be overcome by the following considerations. Let us denote
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FIG. 3. Edge scaling of the magnetization profile, with the scal-
ing variable X and function ρ(X) defined by Eqs. (11) and (12),
respectively.

by ρ⇑ the reduced density matrix (RDM) arising from the
time-evolved state (4) after tracing out the degrees of freedom
in B. The arrow indicates the choice of the symmetry-broken
ground state in (3) and the entropy of the RDM is given by
S(ρ⇑) = −Tr ρ⇑ ln ρ⇑. In fact, one could equally well have
defined ρ⇓ starting from the spin-reversed initial state, with
the entropies of the two RDMs satisfying S(ρ⇑) = S(ρ⇓)
due to obvious symmetry reasons. The main trick is now to
consider the convex combination

ρG = ρ⇑ + ρ⇓
2

, (13)

which removes all the parity-odd contributions from the
RDMs, albeit still mixing parity-even terms from the two
sectors NS and R. However, in the thermodynamic limit all
the expectation values of local operators become equal in both
sectors [33], hence ρG is equivalent to a Gaussian RDM where
the excitation is created upon the parity-symmetric ground
state |0〉NS.

Due to its Gaussianity, the entropy of ρG can now be ob-
tained by applying the covariance-matrix formalism as shown
in Ref. [34]. Indeed, the effect of the Majorana excitation can
be represented in a Heisenberg picture,

a′
k = a2n0−1aka2n0−1 =

2N∑
l=1

Qk,lal, (14)

as an orthogonal transformation on the Majoranas, with
matrix elements Qk,l = δk,l (2δk,2n0−1 − 1). Similarly, time
evolving the state corresponds to the transformation

a′
k (t ) = eiHta′

ke
−iH t =

2N∑
l=1

Rk,la
′
l , (15)

with matrix elements Rk,l given as in Ref. [19]. Hence ρG

corresponds to a RDM associated with the Gaussian state with
covariance matrix

�̃ = R Q� QT RT , (16)
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FIG. 4. Entanglement profiles as a function of the rescaled dis-
tance r of the cut from the middle of the chain. The entropy
difference �S from the initial state value is shown at t = 200 for
the same parameter values as in Fig. 1.

where i�k,l = NS〈0|akal|0〉NS − δk,l . Note that the matrix �̃ is
exactly the one that appears in the Pfaffian by the calculation
of the magnetization [19].

Although the entropy of ρG follows simply via the eigen-
values of the reduced covariance matrix �̃A [31,32], one still
has to relate it to the entropy of the non-Gaussian RDM
ρ⇑ that we are interested in. To this end, one can make
use of the inequality for convex combinations of density
matrices [35,36],

S

(∑
i

λiρi

)
�

∑
i

λiS(ρi ) −
∑

i

λi ln λi. (17)

Furthermore, it is also known that the inequality is saturated
if the ranges of ρi are pairwise orthogonal. Applying it to
Eq. (13), the orthogonality condition is clearly satisfied due
to 〈⇑ | ⇓〉 = 0 and hence one arrives at

S(ρ⇑) = S(ρG) − ln 2. (18)

The entropy can thus be exactly evaluated using Gaussian
techniques.

The result for the profile �S, measured from the t = 0
value, is shown in Fig. 4 at time t = 200, against the rescaled
cut position. The parameters are chosen to be identical to
Fig. 1, and a kink for h = 0.5 emerges again at the value of
r/t equal to the local maximum of the velocity vq . Further-
more, the entropy growth for the half chain (r/t = 0) clearly
converges towards the value ln 2, which can be interpreted as
a restoration of the spin-flip symmetry in the NESS. Note
also the light dip in the middle for h = hc = 0.75, which
is the consequence of a much slower convergence towards
the NESS at criticality. The entropy profiles obtained by the
Gaussian technique have also been compared to the results
of density-matrix renormalization group [37] calculations,
finding an excellent agreement and thus justifying the result in
Eq. (18).

We finally consider the normalized equal-time spin-
correlation functions Cm,n(t ) = NS〈φt |M̂mM̂n|φt 〉NS which

can be studied via the form-factor approach by inserting a
resolution of the identity between the operators. Although in
general all the multiparticle form factors are nonvanishing,
the dominant contribution to the correlations comes from the
single-particle terms

Cm,n(t ) �
∑

p

NS〈φt |M̂m|p〉R R〈p|M̂n|φt 〉NS. (19)

The above expression can again be evaluated in the hydrody-
namic scaling limit and for m < n yields [16]

Cm,n(t ) � 1 − 2
∫ π

−π

dq

2π
�(vq − μ)�(ν − vq ), (20)

where μ is defined analogously to ν. The integral in (20) gives
the number of excitations with velocities between the rays
defined by μ and ν, and has again a simple interpretation. In
fact, it is directly related to the difference of the magnetiza-
tions along those rays and thus shows similar nonanalytical
behavior for h < hc.

In the NESS limit t → ∞ with m, n fixed, Eq. (20) pre-
dicts long-range magnetic order Cm,n(t ) → 1. Together with
Mn(t ) → 0, this behavior is characteristic of the ground state
|0〉NS at large separations n − m 	 1. Furthermore, a careful
numerical analysis shows that Cm,n(t ) converges towards the
proper ground-state value even for small separations of the
spins. Indeed, in the ferromagnetic regime the normalized
correlators deviate from unity by a term decaying exponen-
tially with the distance [38]. The source of the discrepancy
is the approximation in (19), which neglects the contribution
of the multiparticle form factors. A detailed analysis of the
correlations will be presented elsewhere [39].

In conclusion, our studies of domain-wall melting in the
XY chain have revealed a phase transition, manifest in the
emergence of kinks in the profiles of various observables.
While the critical point hc = 1 − γ 2 coincides with the one
found earlier for open-system dynamics [14], the transition
exists only in the hydrodynamic regime, and does not survive
the NESS limit. In contrast, the latter one seems to be given by
the parity-symmetric ground state, which does not show any
criticality around hc.

Although demonstrated on a simple free-fermion example,
there is good reason to believe that this phenomenon carries
over to generic integrable systems, where the proper hydro-
dynamic description has only recently been identified [40,41]
and applied to initial states with domain walls [42,43].
In particular, the emergence of kinks in the magnetiza-
tion profile has been observed for the XXZ chain at large
anisotropies, resulting from the velocity maxima of the vari-
ous quasiparticle families that govern the hydrodynamics [42].
While the mechanism seems to be closely related to the
one presented here, it is unclear whether a hydrodynam-
ical phase transition point exists in the XXZ case, since
all the profiles considered in Ref. [42] belong to the kink
phase.

Finally, it remains to be understood whether the finite in-
crease of entropy after the JW excitation could be interpreted
within a framework similar to the one introduced for local
operator insertions in conformal field theories [44]. While
the results have been checked against the lattice equivalent
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of local primary excitations for the transverse Ising chain in
Ref. [34], it would be interesting to see whether the field
theory treatment could be generalized to include the massive
case and the nonlocal operators considered here.
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(FWF) through Project No. P30616-N36, and through SFB
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