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Internal quantum dynamics of a nanoparticle in a thermal electromagnetic field: A minimal model
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We argue that macroscopic electrodynamics is unsuited to describe the process of radiative thermalization
between a levitated nanoparticle in high vacuum and the thermal electromagnetic field. Based on physical
arguments, we propose a model to describe such systems beyond the quasiequilibrium approximation. We
use path integral techniques to analytically solve the model and exactly calculate the time evolution of the
quantum degrees of freedom of the system. Free parameters of the microscopic quantum model are determined
by matching analytical results to well-known macroscopic response functions. The time evolution of the internal
energy of a levitated nanoparticle in a thermal electromagnetic field, as described by our model, qualitatively
differs from macroscopic electrodynamics, a prediction that can be experimentally tested.
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I. INTRODUCTION

The understanding of the interaction between electromag-
netic (EM) fields and matter is a cornerstone of physics. At
macroscopic scales, one relies on the theory of macroscopic
electrodynamics. This consists of Maxwell’s equations and
constitutive relations equipped with electric and magnetic sus-
ceptibilities that phenomenologically characterize the prop-
erties of matter. On the other hand, at microscopic scales,
the theory of quantum electrodynamics in the nonrelativistic
regime, namely quantum optics, can be used to study from
first principles the interaction between electromagnetic fields
and single atoms. The transition between the two descriptions,
however, is a challenging problem since the Schrédinger
equation for a many-particle system becomes rapidly
intractable.

Recently, a significant amount of research activity has been
devoted to levitating nanoobjects in high-vacuum: optical lev-
itation of dielectric nanospheres [1-8], magnetic levitation of
nanomagnets [9], superconducting spheres [10], electrostatic
levitation of objects hosting quantum emitters [11], etc. These
experiments offer a new paradigm to study the interaction
between electromagnetic fields and matter at the interface
between quantum optics and macroscopic electrodynamics.
So far, the research on levitated nanoobjects has been mainly
focused on controlling their external degrees of freedom,
namely the center-of-mass motion and rotation [12,13]. How-
ever, one can foresee that it will soon be possible to probe and
control their internal degrees of freedom. From a condensed
matter point of view, such a possibility might thus provide
an ideal platform to test and probe the theory of quantum
excitations in solids, as well as their interaction with photons,
in an extreme scenario: unclamped matter at the nanometer
scale, in high vacuum and out of equilibrium.
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One of the many fundamental questions that may arise
in the aforementioned systems is how a levitated nanoobject
in high vacuum thermalizes through its interaction with a
thermal electromagnetic field, i.e., how its internal energy
evolves as a function of time when the system is out of equi-
librium [14]. Within classical macroscopic electrodynamics,
this question is answered as follows. A sufficiently small
nanoparticle (NP) can be approximated as a point dipole
with a frequency-dependent polarizability (assumed scalar for
simplicity) given by the Clausius-Mossotti relation [15]

g(w)—1
e(w)+2°

where € is the vacuum permeability, V the volume of the
nanoparticle, and ¢(w) the frequency-dependent dielectric
constant. Assuming that the particle has a well defined, spa-
tially homogeneous bulk temperature 7" at every given time,
namely it is in local equilibrium, the fluctuation-dissipation
theorem [16-20] can be used to calculate the power dissipated
due to thermal fluctuations of the polarization of the particle,

a(w) =3¢V (D

o) 4
P(T) =i / dox (@) ——[n(T, ) = n(Tem, )] (2)
0 TT-€pC

Here, Tgy is the temperature of the electromagnetic field,
X (@) = Im[@(w)] — w*|a@(w)*/(6m€c?), @(w) = a(w)(1 —
ia(w)w’/6mc3) ™, n™ (T, w) = explhiw/(kgT)] — 1, c is the
vacuum speed of light, and kg the Boltzmann constant. To
study the thermalization dynamics, one further assumes that
the internal equilibration time of the particle is much faster
than the rate at which energy is lost due to radiation. Then,
one can conclude that the time evolution of the nanoparticle
temperature is governed, over coarse-grained timescales, by
the quasiequilibrium differential equation [16,18]

VCd—T— P(T 3
pVCEL = —P(T), ©

where p is the mass density and C the heat capacity of the
nanoparticle. The approach to thermalization described by
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FIG. 1. Dynamics of radiative thermalization of a gold nanopar-
ticle initially at 7 = 1000 K in a thermal EM environment at Tgy =
300 K. The temperature dynamics has been calculated using the
theory of fluctuating electrodynamics (FED), Eq. (3), for different
nanoparticle radii.

Eq. (3) is commonly referred to as fluctuation electrodynamics
(FED). As an example, we display in Fig. 1 the thermalization
curves of gold nanoparticles with different radii, modeled by
a Drude permittivity e(w) = 1 — w}/(0* + iwyp) with the
plasma frequency wp; = 27 x 2.72 x 10" Hz and damping
yp = 27 X 6.45 x 10'2 Hz [21].

In this paper, we aim at exploring the radiative thermaliza-
tion of a levitated nanoparticle in high vacuum, an extreme
regime which we think cannot be well described by FED.
Our work is divided in four sections; first, we devote Sec. II
to heuristically argue that FED is unsuited to describe this
problem. Based on such arguments, in Sec. III, we propose
a physically motivated minimal model to describe the internal
quantum dynamics of a levitated nanoparticle in high vacuum.
We proceed to exactly solve this model in Sec. IV, matching
most of the free parameters with experimentally measurable
quantities, and studying the out-of-equilibrium quantum dy-
namics of the internal degrees of freedom. In particular, the
internal energy as function of time is analytically calculated.
Finally, our conclusions and future perspectives are presented
in Sec. V.

II. HOW TO DESCRIBE RADIATIVE THERMALIZATION
OF A LEVITATED NANOSPHERE?

In macroscopic bodies, the mechanism for radiative ther-
malization is well understood as the compensation of an initial
energy imbalance via electromagnetic emission and absorp-
tion. Indeed, for a particle initially at a higher temperature
than the surrounding EM field, the excess of internal energy
tends to dissipate into the environment. Such internal energy
is held by some internal degrees of freedom (phonons) that
cannot interact directly with the EM field. Instead, this inter-
action is mediated by the fluctuating multipoles generated by
the stochastic, phonon-induced motion of the charges forming
the body. In particles much smaller than the thermal wave-
length (A, ~ 50 um at room temperature), it is customary
to take the long-wavelength approximation, so that only the
three (x, y, z) dipole resonances play a role in the thermal-
ization [15]. It is important to stress that such resonances
lie typically in the optical range and thus are very detuned

with respect to the thermal energies involved in the process.
Hence they represent a passive channel, allowing the energy
exchange between EM field and internal degrees of freedom
while always remaining in their ground state [16-20].

While the above physical picture should remain valid for
levitated nanoparticles in ultrahigh vacuum, we believe that
the theoretical approaches based on quasiequilibrium approx-
imations might become insufficient for an accurate description
of thermalization in these systems. On the one hand, for a
small particle, the modes describing internal degrees of free-
dom become highly discretized. For instance, the phononic
eigenfrequencies of a spherical particle with radius R and
sound velocity ¢, & 10°-10* ms~' can be shown [22] to be
the integer multiples of wpnon ~ e /R ~ 2 X 10! Hz, val-
ues which can be comparable to the characteristic frequencies
of the EM field, i.e., kgTem/h =~ 2w X 10'? Hz at Tem =
300 K. On the other hand, the combination of levitation and
ultrahigh vacuum should provide an extreme isolation of the
nanoparticle from its surroundings, resulting on very narrow
phononic linewidths. The combination of high discretization
and high isolation of the phononic resonances should have
a critical impact on the thermalization dynamics. First, note
that, because of the absence of external environments to which
the phonons can nonradiatively decay, the internal equili-
bration times of the nanoparticle might become very large.
Indeed, the only mechanism remaining for such equilibration
is the internal phonon-phonon interaction which, being such
phonons largely detuned with respect to each other, should be
much weaker than in bulk. For a small and isolated enough
nanoparticle, the internal equilibration times then might be-
come comparable or even larger than the rate at which en-
ergy is exchanged with the EM environment, thus violating
the quasiequilibrium assumption. We may thus expect that,
in such a regime, the thermalization will occur largely out
of equilibrium, making the very concept of temperature ill
defined during this process.

A second relevant consequence of the nanoparticle show-
ing highly discrete and narrow phononic resonances is that,
except at very high temperatures, only some of the phononic
energies are comparable to those of the thermal EM field.
Moreover, the coupling between these phonons and the op-
tical resonance will depend on the spatial overlap between
the phononic and the dipole mode functions. Since most of
these overlaps are negligible by symmetry, only a handful
of phononic modes will significantly couple to the EM field.
Conversely, most of the phonon modes will be poorly coupled
to the EM field. It is then reasonable to expect two intrin-
sic timescales to arise in the thermalization process. First,
the few lowly detuned modes will thermalize in a short-
to-intermediate timescale, during which the largely detuned
remaining phonons will remain unperturbed. The latter modes
will undergo thermalization only afterwards, at a much larger
timescale. In other words, there will be an uneven depletion of
the phonon modes, with some of them losing their energy to
the EM field much faster than the rest. This is yet a second
signature of an out of equilibrium thermalization process
where a temperature cannot be assigned to the nanoparticle.

The two arguments given above, namely long internal
thermalization times and uneven depletion of phononic levels,
support the breakdown of the quasiequilibrium approach for
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a sufficiently small nanosphere in high vacuum. Note that
both of such arguments rely on the individual phononic reso-
nances being well resolved in energies, allowing us to roughly
estimate the nanoparticle size range at which such effects
become appreciable as I'phon/@phon K 1, where I'phon is a typ-
ical resonance linewidth. Assuming a spherical particle with
radius R, and using measured bulk linewidths [23] around
Tphon ~ 1011-10'% rads™" at moderate temperatures, we may
estimate that a necessary condition for the local equilibrium
assumption to fail is R < 10-100 nm, a regime which is
accessible for state of the art levitation experiments [5,7,8].
Note that the above estimation might be conservative, since
phononic linewidths of isolated nanoparticles are expected to
be much smaller than in bulk [24].

To summarize, we have given a heuristic argumentation
according to which it is reasonable to expect that, at least
at short and intermediate timescales, the quasiequilibrium
regime will break down for levitated nanoparticles in high
vacuum. In such a case, the thermalization dynamics cannot,
by construction, be accurately described by approaches based
on Eq. (3). This motivates the exploration of new theoretical
models able to reproduce the thermalization of such systems
in largely out of equilibrium regimes.

II1I. MINIMAL MODEL

Motivated by the argumentation above, we devote this
section to construct a model for the thermalization of levitated
nanoparticles in high vacuum. Contrary to the thermody-
namic considerations of FED, our aim is to build a minimal,
physically motivated Hamiltonian for the compound NP+EM
field system. Such a model should be able to describe the
nonequilibrium thermalization dynamics, while at the same
time allow us to recover some of the well-known optical and
thermal material properties, which have been experimentally
measured.

The system under consideration is composed of two dis-
tinct parts, namely the nanoparticle, fixed at the origin and
described by a Hamiltonian Hyp, and the surrounding EM
field, with a corresponding Hamiltonian ﬁEM. These two
terms, together with their interaction v, compose the total
Hamiltonian of our system,

Hrot = Hem + Hap + V. (€]

The free EM contribution is well known,
N € N .
Hen = / dr(B? + *B), ©)

where E and B are the transverse electric and magnetic fields,
respectively. Note that we do not include the center of mass
motion of the NP.

Regarding the NP contribution, we will build its compo-
nents from physically motivated arguments. First of all, our
model must describe the interaction between the NP and the
EM field. As discussed above, such interaction can be de-
scribed, in the long-wavelength approximation, by the dipolar
resonances of the NP, such as Mie resonances in dielectrics
or plasmon modes in metals [15]. Thus the first component in
our NP model will be a set of three dipole modes, one for each
orthogonal direction, which we will refer to as optical degrees

of freedom (ODF). In the usual thermalization scenario, these
dipole modes have a negligible excitation probability, since
their natural frequency €2, typically in the optical range,
fulfills kg Tegm /B < 2 [25]. Moreover, based on the small size
of the NP, we neglect any retardation effects on the energy
propagation within the body or, equivalently, we assume the
time evolution is the same at every point within the NP. More
precisely, the NP is regarded as a “lumped system,” where the
physical quantities are time-dependent but not position depen-
dent [26]. Both the low excitation probability of the ODF and
the “lumped-system” assumption allow us to describe these
modes as a three-dimensional (3D) point harmonic oscillator,
such that the first contribution to the NP Hamiltonian reads

o= Po | Magae g > (aja ARG
=5 T 5, wXg = pai =],
T omg T2 R e\
where (Xq); = xézpm(&j +a;) with xg" = [I/(2maqQ)]"/2.
Moreover, since in our model the ODF represent dipole res-
onances, their interaction with the EM field can be written in
the usual dipolar coupling form,

V=gqo EO)=qx" > (@ +a)E0), ()

i=x,y,2

where ¢ is the effective charge that parametrizes the strength
of the EM-NP interaction via the dipole moment of the NP,
gxa™". Note that it is at this point where coupling to other
multipoles has been neglected.

The final components of the model for the NP are the
internal degrees of freedom, i.e., the phonons, that thermalize
with the EM field through the ODF. As discussed in Sec. II,
the phononic modes of the NP are highly discretized in
energies, and only a handful of them are expected to play
a significant role. Moreover, in analogy with the excitation
of a collective dipole mode by the EM field, it is reasonable
to expect that, by the same symmetry argument, each dipole
mode will mainly couple to one collective phononic excita-
tion. All the remaining modes, being either largely detuned or
uncoupled by symmetry considerations, will act as a passive
energy reservoir. Based on these arguments, we model the
internal phonons by splitting them into two groups. First, we
introduce three internal degrees of freedom (IDF) representing
the modes coupling more strongly with the ODF. Due to
the lumped-system assumption, these internal excitations will
also be described by a 3D harmonic oscillator, with natural
frequency wy. We therefore include two additional terms in
the NP Hamiltonian, namely, the energy of such IDF,

2 f’g My 5.2 AN 1
Ay = e + Wik = fiwy HZ;Z bibi+3),  ®
and their interaction with the dipole modes, which we assume

to be linear,
N o X9 A oa
A = hg—pm - —pm = hig > @] +a)(b] +b). (9)
o X —_

1=x,y,2

Here, (Rg); = x*™(b! +b;) with x2P™ = [i/(2mgwy)]"/>.
The coupling rate g parametrizes the coupling strength be-

tween the ODF and the IDF. In our model, the IDF represent
the internal modes with which the EM modes exchange
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External (EM) bath

FIG. 2. Schematic representation of our model for thermaliza-
tion: the EM field interacts with an internal degree of freedom (IDF)
through an optical degree of freedom (ODF), both described as
three-dimensional harmonic oscillators. Internal dissipation by other
internal modes is included through an internal thermal bath (ITB).

energy more efficiently. Consequently, we can assume the
frequency of the IDF is not too different from the thermal
fluctuations provided by the field, i.e., hwy ~ O(kgTegm) K 2
[25]. Note that it is also reasonable to expect the coupling rate
to be g < wy, since otherwise the IDF-ODF subsystem would
be in the ultrastrong coupling regime, which is unphysical in
this case.

The second part of the model for the internal phonons of
the NP contains the remaining, far detuned internal modes,
which as opposed to the IDF, are expected to play a small role
in the energy relaxation at moderate timescales. They will be
also described by harmonic oscillators, and characterized by a
Hamiltonian

a2
A P,  m. 5,
A = § :|:2mn + 7wﬁx§:|, (10)

and a coupling to the ODF which we assume linear,

Ain =Y kuko - %, (11

with a coupling strength given by «,. Since the impact of
these modes on the dynamics is expected to be weak, we

will consider them as a passive environment with a fixed
temperature, which will be labeled Internal thermal bath
(ITB). For simplicity, we take the continuum limit of such bath
assuming an Ohmic spectral density,

2 2
(@) =Y s b — o) = T Tofi ). (12)

which is characteristic of phononic environments. In such a
way, the ITB is fully described in the minimal model by the
rate y; and a high-energy cutoff function f. [27].

Together with the ODF, the IDF and the ITB form our final
model for the nanoparticle, i.e.,

Hyp = Ho + Hy + i + Hy + Hyin. (13)

A schematic illustration of this minimal model is depicted
in Fig. 2. It depends on the following free parameters: the
frequency of the ODF €, the frequency of the IDF wy, the
coupling rate between ODF and IDF g, the coupling rate
between ODF and ITB y,, and the effective dipole moment
of the nanoparticle gxg " o q/\/ng. Along the following
sections we will determine both the physical interpretation of
these parameters and their matching with experimental values,
summarized in Table 1.

We remark that since the temperature 7, is assumed fixed,
the far-detuned phononic modes composing the ITB can never
thermalize. However, since, as discussed in Sec. II, such
thermalization occurs only at very long times, our model
remains valid for the short and intermediate timescales where
the out-of-equilibrium dynamics is expected to be relevant.
Note that, by construction, our model cannot recover the
predictions of FED since it has been built ad hoc for situations
far from quasiequilibrium. A crossover towards FED could
be in principle attained by, e.g., substituting the internal
thermal bath by a discrete and finite collection of harmonic
oscillators. This would allow the bath to dynamically evolve
and, consequently, to internally thermalize as well. Extending
the model in this way, however, is not crucial as our current
model already allows us to address the short-time dynamics
where the quasiequilibrium approximation is expected to fail,
which is the objective of the present work.

As a final comment, note that, because of the interpretation
of the TDF and the ITB as the whole set of phononic degrees
of freedom, the structure of the two Hamiltonians in Egs. (9)
and (11) is the same. Thus, considering the TDF as one of
the modes composing the spectral density Eq. (12), we can
integrate the latter in frequencies along the interval w € [wy —
8, wp + 8], where § is chosen such that only one phononic

TABLE I. Summary of the relevant free parameters in our model and their physical interpretation. In the second row, the plasma frequency
wpy, the dielectric damping yp, and the Drude-Lorentz resonance w,; (equal to zero for metals) refer to the generalized permittivity (19), whereas
®g represents the Einstein temperature. The bounds for g are calculated from Eq. (14).

Dipole resonance Dipole resonance

EM-particle coupling

Frequency of internal ~ Energy exchange

frequency damping strength modes rate
Model parameter Q Vi q*/mgq wp g
Physical matching Vi +op/3 ¥p/4 eV kgO®g/h Free (g < wy, Q)
Values for gold 27 x 1.57 x 10" Hz 1073 Q 1.08 x 1075[R (nm)]® C?/Kg 1.8x 1073 Q <32 x 1075 Q
Values for silica 27 x 3.39 x 105 Hz 1.8x 1073 Q 5.13 x 1075[R (nm)]® C?/Kg 2x 1073 Q <48 x 1075 Q
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peak (the TDF) is included in the integration, i.e., § < wy/2.
This allows us to set an upper bound for the coupling constant
g as

2 )
g2 282 (14)
QLN 7 Q w

Given that a lower bound for § can only be set by the negligi-

ble phonon linewidth, i.e., § = Iphon A 0, no lower bound for
g can be estimated in the same way.

IV. ANALYTICAL SOLUTION AND PARAMETER
MATCHING

Once we have set up the Hamiltonian for our model, we are
in a position to study the properties of the system. As detailed
in Appendices A and B, we choose an approach based on the
path integral formulation, a method that is especially conve-
nient in our case since all terms in the system Hamiltonian are
quadratic [28]. The advantages of this method are twofold: on
the one hand, it allows us to determine the full time evolution
of the system in a compact way by means of the closed-time-
path formalism [28]. Such a procedure results in the exact
calculation of the full quantum correlations of our system.
On the other hand, it allows for the study of the reduced
dynamics of a subsystem (for instance, the EM field alone,
or the NP alone) through the so-called Influence Functional,
which contains all the information about the external degrees
of freedom in the form of relatively simple propagators [28].
It is convenient for this goal to assume an uncorrelated and
Gaussian initial state, i.e.,

p(0) = pem(0) ® pa(0) ® P9 (0) ® A1(0), s5)

where the four terms represent the contributions of EM field,
ODF, IDF, and ITB, respectively. In this situation, it is pos-
sible to exactly trace out such external degrees of freedom
without any approximation on the system parameters, as
opposed to other usual methods such as Born-Markov master
equations. This includes finite degrees of freedom that cannot
be considered as a bath. Given that we make no particular
assumption about most of our parameters, and precisely aim
at assigning their values through comparison with well-known
response functions, our path-integral-based method seems to
be a well suited approach.

A. Polarizability of the NP

Our first goal is to determine the optical response of the NP,
i.e., its polarizability according to our model. Such response
is calculated by tracing out all the nanoparticle degrees of
freedom, i.e., the ODF, the IDF, and the ITB, obtaining a
modified equation of motion for the EM field. Specifically,
as detailed in Appendix C, we find the following equation of
motion for the vector potential in frequency domain,

2
(V X V x —‘5—2[1 + 3(x)a(w)/eo]>A(w, x) =Fy. (16)

Here, the right-hand side Fy contains all the terms depending
exclusively on the initial conditions of the EM field, which are
irrelevant for the calculation of the polarizability. The function
a(w), for which we have an exact analytical expression in

terms of the system propagators, can be identified with the

effective polarizability of our model, since it represents the

pointlike modification to the free EM field evolution. It reads
2

—1

2Quwp g2

a(@) = 1| @~ —idpo+ —2E_| . an
me )

(@ =

Note that the above function describes the response of the
NP to every frequency of the EM field, and contains multiple
resonances associated to the subsystem ODF+IDF.

We are interested in comparing the polarizability obtained
in Eq. (17) to the usual expression for the polarizability of
a small NP, namely Eq. (1). The latter expression, however,
describes the response to the EM field at frequencies close to
the dipole resonance, i.e., in the optical range. On the contrary,
the expression extracted from our model, Eq. (17), represents
such response throughout all the frequency spectrum. Hence
we take the limit of our polarizability for frequencies close to
that of the ODF, i.e.,

2wy
“’;f} . (8

where we have used the aforementioned relations 7wy ~
O(kgTem) < h2 [25]. The above function can be matched
to both a dielectric and a metallic particle, through the Drude
and Drude-Lorentz permittivity functions respectively [15].
To see this, let us define a generalized permittivity function
describing both cases as

2
a2 (W)|prn & q—|:§22 —w - idyio+
me

2

o (19)
(0f — ? — iypw)
where w; =0 and w; # 0 for the Drude and the Drude-
Lorentz model, respectively. After introducing the above per-
mittivity into the polarizability Eq. (1), a direct comparison
with Eq. (18) yields the following set of necessary identities
which, if fulfilled, guarantee that our model reproduces the
optical response expected from the NP:

gg(w) =1+

vp = 4y1, (20)
2 2
Wpy 2 2 | 2wgg
el =Q , 21
3 T +t 20
pe
eV = . (22)
Q

Since the values of the permittivity &,(w) are experimentally
tabulated, we will use them together with the above equations
to fix the value of three free parameters in our model, namely
vi, 2, and g/ /mgq (see Table I).

A few remarks are in place regarding the above parameter
matching. First, note that, in the regime of interest g <
wy K 2, the frequency of the ODF from Eq. (21) reads
QA /w% + a)%,l /3, which in general lies, as expected, within
the optical range, showing no apparent inconsistencies in
our parameter matching. Second, note that it is possible to
demonstrate from Eq. (22) that the ODF is weakly coupled
to the EM field, as expected. Indeed, from Eq. (7), we can
express the EM-NP coupling rate as y, = qxépm Et/h, where
Er is the thermal electric field defined by kgTpm = eo)ﬁTE%
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with Ay = 7?3hc/(kpTem) being the thermal wavelength.
Hence, using Eq. (22) one obtains

. ksTem \> |Vl Q
Yo _ (ZE7EM D (23)
Q nQ 23

Since wp S Q and kpTpy K A2, we can conclude that
v./2 < 1 for nanoparticles smaller than the optical wave-
length VQ3/c® « 1, a condition already assumed in the
electric dipole approximation. This weak interaction, which
arises naturally from the matching of our parameters to a
physical polarizability, will simplify the calculations in the
forthcoming sections.

B. Calculation of the internal energy

The main goal of this paper is to study the process of
energy thermalization of the NP with the thermal EM field.
Because we are interested in exploring nonequilibrium sce-
narios, it is not convenient (and sometimes not even possible)
to assign a temperature to our NP throughout all the time evo-
lution. Thus we will instead study the evolution of the internal
energy of the NP, a well defined observable which, in the
quasiequilibrium limit, is closely related to the temperature

J

[see Eq. (3)]. Note that, in our model, neither the energy of
the ODF, which remains unexcited, nor the energy of the ITB,
which has constant temperature and is weakly coupled to the
ODF, are expected to change appreciably [25]. Thus the only
significant variation of the internal energy will be given by
the IDF. Consequently, the observable we identify as internal
energy in our model will be u(z) = (Hy (1)) = tr[po(1)Hp).

In order to calculate the internal energy, we trace out the
unrelated degrees of freedom: the EM field (Appendix D),
the ITB (Appendix C), and the ODF (Appendix E), to obtain
an effective equation of motion for the IDF [Eq. (E9)]. In
the process, we assume the initial states of all the system
components to be thermal, i.e.,

pj(0) oce P, (j =EM, Q,0,1), (24)

where B; = (kgT;)~'. Moreover, the fact that the ODF and
the EM field are weakly coupled to each other, as discussed
above, allows us to perform a weak coupling approximation
between these two subsystems. This guarantees the absence
of runaways (also known as the radiation reaction problem,
see, e.g., Refs. [15,29]) and therefore yields stable solutions
(Appendix D). The final expression after such approximation
simplifies to

u(t) = f—h coth (ﬁah% ) ([Go (P + 205 [Go ()T + wgl Gy (1))
wWe 2
+ % drd2[Go(t = )N (e, 2)Go(t = 2 + @F Gt = 2)Nim (O, )Gt = )], (25)
0 Jo

Written in this way, the above expression has a clear interpre-
tation. The first line directly represents the effective evolution
associated to the initial state of the IDF. Specifically, it ac-
counts for the value of the energy at + = 0 and, additionally,
for the relaxation dynamics of the IDF due to the dissipation
induced by the remaining subsystems (the ODF, the ITB, and
the EM field), through the retarded propagator Gy (z). On the
other hand, the second line accounts for the fluctuations that
such subsystems induce on the IDF, through the noise kernel
New (2, 1"). According to the effective dynamics we obtain
for the IDF, the fluctuations are provided by each part of the
system and funnelled through the retarded propagator, leading
to terms of the form G N Gy. Since the first line of Eq. (25)
accounts exclusively for the relaxation dynamics, it is clear
that the contribution at infinite time (i.e., the steady state) will
be provided by the second line, that is, the contribution of the
fluctuations. A more detailed explanation of all the functions
involved in Eq. (25), together with their analytical expres-
sions, can be found in Appendix F. Before studying the full
thermalization dynamics described by Eq. (25), we discuss
asymptotic limits that allow us to match the parameters of the
minimal model.

C. Asymptotics of thermalization and specific heat

Although the components of the internal energy Eq. (25)
are obtained analytically, calculating its value as a function
of time requires a numerical integration [27]. However, the

(

structure of the propagators and kernels allows to simplify the
equation in some limits. For instance, it is possible to show
that at short times, ¢+ — 0, the internal energy reads

2 2
wzf ugolz[l — %(4]/1 + S—q)l‘} (26)
Here, ug = (3hiwg/2)coth (Bphiwy/2) and ugy = (372/2)
coth (BafiS2/2) represent the initial energies of the
IDF and the ODF, respectively, while the frequency
w, = 6rmqciey/q* is defined for convenience. In the
above equation, the first term corresponds to the initial
energy, whereas the second term, which contains quadratic
but not linear corrections, describes the evolution of the
initial thermal state of the IDF caused by its interaction
with the remaining degrees of freedom. At sufficiently short
times such that the quadratic terms dominate, only the ODF
contribute to the dynamics, indicating a certain degree of
retardation in the influence of the continuous environments
(EM and ITB). In this regime, the energy shows an increasing
behavior, stemming from the coupling between the IDF-ODF
being turned on at # = O in our calculations. However, at later
times, when the cubic term becomes relevant, the continuous
environments start affecting the dynamics, introducing a
negative counterterm that results in the expected decrease
in energy. The time at which the increasing tendency is
reverted, i.e., the maximum of Eq. (26) is tnx = (4/3)
[4yr + (§22/a)q)]’1 ~ 4a)q/(3522) ~0.05 fs for a gold

u(t ~0)~uy+
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nanoparticle with R = 50 nm. This value is irrelevant for the
thermalization timescales we are interested in. However, note
that having a Hamiltonian allows us to calculate the evolution
at arbitrarily short timescales, something that cannot be done
by quasiequilibrium models such as FED.

Let us now focus on the opposite limit, namely the long-
time behavior of Eq. (25). Note that, even though we are
taking t — oo in our expression, the resulting asymptotic
behavior represents only the long-time limit within the inter-
mediate timescales where our model is valid. It can be shown
that in such limit the NP thermalizes with the environment,
as the internal energy tends to the following constant (see

3an)9 8 2 Q

Appendix G),
doK
o /0 oK ()
— coth

x [Q <ﬂETth) + 4y, coth (%m)] 27

Wq
The function K(w) can be constructed from the retarded
propagators and is given by

w(wg + wz)
7" (0} —?)’

In the expression above, the term inside the modulus squared
corresponds to the effective polarizability employed in the
literature to include the corrections of radiation reaction [15].
Note that the long-time limit has two contributions, associated
to the two baths (EM and ITB) which continuously provide
fluctuations to the IDF.

In analogy with the polarizability, the long-time limit of the
internal energy, Eq. (27), provides us with a tool to recover the
thermal response of the NP, since in the long-time limit we
expect such NP to be in, or very close to, thermal equilibrium.
This allows us to assign thermodynamic properties to our NP,
specifically a heat capacity, and use it to fix the value of a
fourth free parameter in our model. In order to define the
heat capacity we note that, based on the optical matching

Egs. (20)—(22), it can be shown that y; < Qz/a)q. Thus, in
the second line of Eq. (27), the contribution of the ITB is
negligible, and the whole thermal dynamics will be mainly
governed by the free EM field. To define the specific heat,
we consider a small variation in the temperature of the EM
field, which according to Eq. (27) will induce a corresponding
variation in the energy of the IDF. As mentioned above, this
energy exchange can be assigned to the whole nanoparticle
since, on the one hand, the ODF remains unexcited and, on
the other hand, the ITB is a passive bath with no absorption. In
other words, we can interpret the variation of u(¢) with respect
to Tgm as the heat exchanged between NP and EM field upon
changing the temperature of the latter. Thus, at long times, we
can define the heat capacity of the NP in terms of our internal

energy in the usual way,

Uso = U(t = 00) =

2

2 a(w) 2

1 — iwQLa(w)/(6eoc?)

. (28)

K(w) =

0l oo
Pem
The specific heat extracted from our model is plotted in

Fig. 3 for a gold NP with radius R = 50 nm. Note that, once
the polarizability has been matched with empirical data, only

Co(Bem) = —kp B (29)

3.0 S S S—
2 o4
&
25 7 /,5
9 / »
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{ I
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FIG. 3. Specific heat as predicted by Eq. (29) for different fre-
quencies wy of the IDF. The dashed black lines show the Einstein
specific heat of a three-dimensional harmonic oscillator with natural
frequency wy. This plot corresponds to a gold NP with a radius
R = 50 nm and a coupling g = 107°Q.

two free parameters remain, namely the frequency of the IDF,
wy, and its coupling to the ODF, g. Regarding the specific
heat, however, the dependence with the latter only becomes
relevant for very large values of the coupling constant, g >
wy. Since, as mentioned above, we focus on the physical
regime where g < wy, our expression for the specific heat
effectively depends only on the parameter wy. This suggests
that, being the IDF a 3D harmonic oscillator, Eq. (29) could
be matched with the usual expression given by the Einstein

model [30]
) iwg Pem
Ce(Bem) = 3kg(hwp Pem) (e )2 (30)
The above Einstein formula turns out to be in excellent
agreement with our results, as illustrated by the dashed lines
in Fig. 3. On the one hand, this certifies that, as expected,
the NP is in thermal equilibrium in the long-time limit. On
the other hand, the matching between Egs. (29) and (30)
allows us to fix the value of the free parameter wy through
the phenomenological Einstein temperature ®p = hiwy/ ks,
which can be determined experimentally. For most materials,
this parameter lies in the range ®g ~ 100-2000 K, which
implies wy ~ 27 x (10'2-10'3) Hz. Note that our matching is
consistent, as such frequencies fulfill the physically motivated
assumption kg Tgm & wy <K 2 used in previous sections [25].
Additionally, the values obtained for wy are compatible with
the phononic frequencies of nanometric particles, i.€., Wphon ~
2mr X (n X 1013/R[nm]) Hz(n=1,2,3,..., N, with N be-
ing the number of atoms composing the particle).

D. Full thermalization dynamics

Once we have matched the optical and thermal response
of our NP, we can study the full time evolution, Eq. (25),
as a function of the only remaining free parameter g. Since
such parameter describes the coupling between the IDF and
the remaining degrees of freedom, it will be responsible for
the timescale of the thermalization. At this point, in order to
clearly describe this thermalization process, it is convenient
to define a notion of “temperature” for the relevant degree
of freedom. Specifically, since the magnitude u(¢) represents
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0
1072 107" 10° 10" 10? 10° 10*
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FIG. 4. Time evolution of the internal energy as given by
Eq. (25), for a gold (upper panel) and silica (lower panel) NP with
radius R = 50 nm and initial temperature 7 = 1000 K, interacting
with an EM field at Tgy = 300 K. The colored lines show three
different values of the coupling rate between ODF and IDF. The
dashed line illustrates the FED result, Eq. (3).

the internal energy of a set of three degenerate harmonic
oscillators (the IDF), it is reasonable to consider the magni-
tude u(t)/3kp as the closest definition of temperature in our
system. Indeed, it is possible to show that u(¢)/3kg — T for
a NP in thermal equilibrium in the limit 7 >> ®g. An example
of such tendency can be easily observed in the thermal (and
thus equilibrium) initial state of the NP, whose internal energy
is given by Eq. (26). However, let us remark that u(¢)/3kg is
only meaningful in energetic terms as, in general, our system
is not in thermal equilibrium at any time during the evolution
and, consequently, a temperature cannot be assigned to the
entire NP.

The full time evolution of the internal energy for both gold
and silica is shown in Fig. 4, assuming an initial NP temper-
ature To = Ty = T), = 1000 K and an EM field temperature
Tem = 300 K. Interestingly, all three colored curves in each
panel, corresponding to different values of the remaining
free parameter of our model, g, share a common shape, the
effect of modifying g being only a global horizontal shift
proportional to g2. This fact is consistent with our definition
of the internal energy as the energy of the IDF alone which, in
order to equilibrate with the EM environment, must funnel its
extra energy to the ODF at a rate given by g. In other words,
we can physically interpret g as the energy exchange rate of
the NP. Note that the value of g yielding a thermalization
timescale consistent with that of Fig. 1is g ~ 1078  for gold
and g &~ 10~°  for silica. Moreover, the same qualitative
behavior remains when varying the radius of the NP, as shown
in Fig. 5. As expected, a larger radius results in a larger
polarizability (i.e., a larger EM field-ODF coupling), thus
inducing a faster thermalization.

800

600

400

u(t)/3ks (K)

R = 25nm

200

R =115nm

107" 10° 10° 10? 10° 10*
t(s)

FIG. 5. Time evolution of the internal energy for silica and
different NP radii according to the parameters given in Table I.
Similar results are found for gold (by rescaling the couplings g as
shown in Fig. 4).

The full internal energy relaxation dynamics calculated
with our model can be compared with the results of macro-
scopic electrodynamics, namely FED. As shown by the
dashed lines in Fig. 4, the results obtained with our model
differ not only quantitatively but qualitatively with FED.
Indeed, whereas the energy in our model decays following
a multi-exponential behavior, FED predicts an approximately
polynomial decay, faster at short times and slower close to the
final state. This discrepancy, which as discussed in Sec. II was
to be expected in the way we constructed our model, could be
resolved by experiments capable of measuring Fig. 4. This
would also determine the free parameter of our model, g,
which critically characterizes the relaxation timescale of the
nanoparticle. Indeed, experiments attempting at measuring the
internal temperature of an optically levitated nanosphere have
been recently reported [31].

V. CONCLUSIONS

In this work, we have addressed the problem of the ther-
malization of a levitated nanoparticle in high-vacuum, by
developing a physically motivated minimal model describ-
ing the interaction between the nanoparticle and the thermal
electromagnetic field. First, we give a detailed description
of the physical aspects of the problem, which leads us to
infer that the commonly used assumption of quasiequilibrium
might not hold for the entire nanoparticle. Specifically, on
the one hand, the extreme isolation of the internal phonon
modes should lead to very high internal thermalization times
whereas, on the other hand, the uneven coupling between
such phonons and the external environment is expected to
induce a faster depletion of some of these modes. Motivated
by this, we have built a physically motivated minimal model
able to account for these out-of-equilibrium processes. Then,
we have exactly solved the dynamics of our model using
path integral techniques and the influence functional method.
This has allowed us to reproduce both the optical and the
thermal response of a nanoparticle in terms of the polariz-
ability and the specific heat, respectively. Building on the
above results, we have studied the thermalization dynamics
of the nanoparticle. We have shown that it occurs largely out
of equilibrium, differing from the predictions of approaches
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based on the quasiequilibrium assumption, such as fluctuation
electrodynamics. Although, to our knowledge, no experiments
have yet reported the thermalization dynamics of a levitated
nanoparticle in high vacuum, promising recent works [31]
suggest that reaching this out-of-equilibrium regime lies well
within experimental reach.

Our minimal model attempts at theoretically studying
the extreme physical regimes of ultra high-vacuum levitated
nanomatter. It hints at the possibility that conventionally
accepted approximations and regimes, both in condensed
matter and in light-matter interaction physics, are unsuited to
describe this scenario. We believe that, in the following years,
a deeper theoretical study of these systems, combined with
their experimental availability, will unravel plenty of exotic
and unexplored physical phenomena.
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APPENDIX A: BASICS ON FUNCTIONAL METHODS:
INFLUENCE FUNCTIONAL AND CLOSED-TIME-PATH
FORMALISMS

Here and in the following appendices, we set & = 1 for
simplicity and use Einstein summation convention over re-
peated indices. In this appendix, we present a basic introduc-
tion to the path integral methods used in the article. In order to
address the quantum dynamics of time-dependent, out of equi-
librium systems, we will combine two formalisms. On the one
hand, the closed-time-path method, which allows us to study
the time evolution of quantum systems in terms of functional
integrals. On the other hand, the influence functional method,
suitable for addressing the effective dynamics of a system in
presence of another one considered as an environment.

Our starting point is to express the matrix elements of
the time evolution operator, (xt|l7 (t)|x0), in terms of a path
integral. Here, x; represents an arbitrary complete set of dy-
namical variables at time ¢. As detailed in Ref. [28], the above
matrix element is determined by discretizing the time interval
(0, ¢) into infinitesimal time steps which, in the continuum
limit, become an infinite set of zero-length intervals. This
allows us to write

x(t)=x;

(x, U (t)|x0) = / Dx ', (A1)

x(0)=x¢

where [ Dx represents a functional integral over all the trajec-
tories x(¢) passing through the initial and final points, and S
is the classical action expressed in terms of x and its temporal
derivatives. As detailed in Ref. [28], the above equation has
been obtained by explicitly carrying out the integration in
the momentum variables assuming a quadratic kinetic term.

Thus it is generally valid for Hamiltonians with quadratic
dependence on the momentum operator.

1. Closed-time-path integrals

The fundamental representation of the time evolution op-
erator in Eq. (A1) allows us to describe the dynamics of the
density matrix and, consequently, of any expectation value.
Indeed, it is straightforward to write the matrix elements of
the density operator in the Heisenberg picture as

p(x,x', 1) = (x|U®)pUT(1)|x')

= /dX(O)/dx/(O) p(x(0), x'(0), 0)

x(t)=x x'(t)=x"
x / Dx / Dx'e!SEI=SD - (A2)
x(0) x'(0)

This expression shows the density matrix elements written
in terms of a path integral along two independent histories,
i.e., the paths x and x’. In general, however, we will not be
interested in the whole density matrix, but on the correlations
between the operators X at different times, i.e., Go(7, 7)) =
()A( (r’))A( (7)). In order to calculate such correlators in a com-
pact and elegant way, we will use the closed-time-path (CTP)
formalism.

Our first step is to define a more general difference action
than in Eq. (A2), by introducing two artificial linear sources,
J(¢) and J'(¢), for the two paths, i.e.,

Screlx, Jix', J'T = S[x] — S[x']
+ / dA[T()x (M) — J'(W)x'(W)]. (A3)
0

We can now use the above CTP action to define the generating
functional, i.e., a functional of the two sources J and J/,
which, as we detail below, will contain all the information
about the correlations we seek. This generating functional is
defined as

Z[J,J 1= fdx/dx(O)/dx’(O),o(x(O), x'(0),0)

x(t)=x x'(t)=x ) L
x/ Dx/ Dy'eiSerlr i 1 (Ag)
(0 /(0

and is closely related to the evolution of the density matrix
[notice the similarity with Eq. (A2)]. However, it is important
to remark that, unlike the density operator, the two path inte-
grals in Eq. (A4) are not independent due to the tracing over
the final time variable, i.e., the integral over x together with
the common upper limit for the two path integrals. The fact
that the two histories are connected through their final point
allows the interpretation of the double integral as a single path
integral along a unique history defined in a closed-time path,
x(0) = x — x’(0).

According to the definition of the generating functional, it
is straightforward to demonstrate [28] that every correlation
can be calculated as a functional derivative of Z[J, J'], i.e.,

Gio(r,7) = |12 LI P
2t _[iaj(r)][_i(sw(r/)} S

(A5)
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Thus the problem of finding correlations is reduced to the
calculation of the generating functional. Importantly, in cases
where the momentum can be defined as p = mx, any other
correlation such as, for instance, that of two momentum
operators, is also deducible from the generating functional
[28]. Note that although the expression (AS) is independent
of the temporal ordering between 7 and 7/, it is possible to
also obtain time-ordered correlations from Z.

Aside from calculating correlations, the CTP action de-
fined in Eq. (A3) can be used to derive the equation of motion
for the physical degree of freedom x, through the prescription

8Scrplx; x'] _0 (A6)

Sx x=x',J=J'=0

As we will see in the next section, the equation of motion
resulting from Eq. (A6) is real and causal, even for open
systems with nonunitary evolutions. It is important to remark
also that the equation deduced in this way can eventually
include dissipation but not noise. In fact, such an equation can
be interpreted as averaged over all the noise realizations. In
the case of open dynamics, however, it is possible to obtain a
Langevin-type equation (including noise) by including in the
imaginary part of the CTP effective action a stochastic source

J

with a given distribution as a variable in the functional integra-
tions. The resulting equation can be related to the Heisenberg
equation of motion for the corresponding operator, albeit with
adifferent interpretation (see Ref. [32] for more details). In the
following section, we will detail how the effective dynamics
of open systems can be addressed using the path integral
formalism.

2. Influence functional

Let us consider a system S represented by a degree of
freedom x, in interaction with an environment E described
by the set of degrees of freedom g = {g,}. The Hamiltonian
of the total system is H = I:IS + ﬁE + I:Iim, with

52
A p N y .4
Hs =2+ V@) Hn= Vi 9. (A7)

For simplicity, we will assume that A is a quadratic function
of the momentum operators p,. In analogy with the previous
section, the quantum state of the compound S + E system is
given by its density matrix p(¢), which evolves in a unitary
fashion from its initial state 5(0), i.e., p(t) = e~*H p(0) e/H
Therefore we can write this evolution in terms of a path
integral as shown in Eq. (A2), using the classical action
S[x, g1 = Ss[x] + Selg] + Smlx, g1, as

pxq,x'q' 1) = (xq,t|plx'q’ 1) = fdxiin /dX,-’dq{(x q,tlxiqi, 0)(xiqi, 0| p|x/q;, 0)(x;q;, Olx'q’, 1)

x q ) x’ q e
= /dxid%/dx;d‘];/ Dx/ Dg &t%4] P(xiCIi,x;CI,-/,O)/ Dx// Dq' e7 54
Xi qi xi’ qi’

= /dx;dqi/dxi’dq{ K(x q,x'q, tIxiqi, x{q,0) p(x;q;, x{q;, 0).

In the last step, we have defined K as the propagator of the
total system. This function contains all the information of
the internal system dynamics and is the object we aim at
computing.

In the usual open system scenario, one is interested in
the dynamics of the system S, the detailed dynamics of the
environment E being unnecessary. More specifically, we are
interested in the expectation values of operators with the form
A ®1g, where A is an operator acting only on the Hilbert
space of system S. Such expectation values can be calculated
from the reduced density matrix of S, p,, obtained by tracing
over the environmental degrees of freedom, i.e., §, = Tr,(p).
The matrix elements of the reduced density operator can thus
be written as

pxo's) = Try(5) = [

—00

+00

dq p(x q,x'q,t).  (A9)
Assuming that the S — E interaction is turned on at t =0,
and that the initial state is uncorrelated, p(x;qg;, x/g;,0) =
ps(xi, x{,0) ® pe(gi, g/, 0), we can easily take the trace over
the total density matrix elements in Eq. (A8) to obtain

or(x,x', 1) = /dx,-dx{

x K, (x, x', t|x;, x], 0)pr(x;, x7,0),  (A10)

(A8)

(

which is written in terms of a new propagator for the reduced
density matrix,

K, (x,x', t|x;, x;,0)

x x’
E/ Dx/ Dx' &SHISED ELe X (A1)
X; x]

Note that Eq. (A10) has the form of the of the evolution of
the density matrix of a closed system. However, the prop-
agator Eq. (Al1) does not only contain the free evolution
phase S[x] — S[x'], but also the Feynman-Vernon influence
functional,

4 .
Flx,x'1= /dqdq,-dqi’ /OE(C]i,qi/,O)/ qul(SE[fiH-Sim[x,q])

qi

q : A ’ ’
x / Dq/gfl(SE[q H+Sinlx,q"D) (A12)
qi

This influence functional accounts for the effect of the envi-
ronment on the system dynamics, being F[x, x’] =1 in the
case of a closed system, i.e., when Flim = 0. Usually, it is
convenient to define the Influence action Sy through

Flx, x'] = e/Selnail, (A13)
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This allows us to interpret the influence of the environment
as an extra term in the action that couples the paths on the
functional integral (A11), x and x’. Thus, in open quantum
systems, the calculation of the generating functional Z is more
involved, since it requires calculating the influence functional
and then performing the coupled double path integral.

The influence functional formalism is very suitable for
treating open quantum systems. Indeed, it leads to Langevin-
type equations for the effective dynamics of the systems,
where the effect of the environment appears through both
dissipation and noise. In the next section, we analyze the
specific case of linear couplings, which is a cornerstone across
many areas involving the study of dissipative dynamics.

3. Linear couplings

Here, we will detail the expression for the calculation of
the generating functional Z in a more specific scenario. Let us
consider that the environment action is quadratic in its vari-
ables g, and assume the initial state is Gaussian. Furthermore,
we will assume the interaction term of the action to be linear,
Sint = f dt x%(t) q.(t). Here, the scripts denote summation
over the different CTP branches, i.e., x¢ € (x, x’), while
the coordinates g, can include a coupling constant. Under
all these assumptions, the influence functional in Eq. (A12)
can be interpreted as the functional Fourier transform of a
Gaussian functional with variables ¢ and ¢’. As a result,
the influence action is necessarily a quadratic form of x and
X', ie., S =(1/2) [dtdt’ x*(t)M(t, t")xb(t). Here, the
matrix elements are by definition equal to

2
8 i Sie[x? 1]

Mp(t, 1) = i ——————
ol 1) = e e () o

,  (Al4)

where ¢ is the final time of the considered evolution.
Importantly, thanks to the assumptions undertaken above,
the matrix elements of M,,(¢,1") can also be analytically
calculated by directly taking the variations of the influence
action in Eq. (A13). Specifically, it can be shown that such
elements depend on the expected values of the quantum
operators associated to the dynamical variable ¢, i.e.,

(Tlag®qH))  —(q)Hg))

Mp(t, 1) =i N . (Al5
alts 1) ( —@a)  (Flamaa)) ) (A1
Here, T and T represent, respectively, the time ordering and
reverse-time ordering operator, and the expected values are
taken without considering the interaction with the system,
i.e., evolving only with Hg. Using the above result, we can
explicitly write the influence action in terms of the system
variables as

Sip = % / dtdt'[(T[§()g ) x(t)x ()
—{(GENgO)x(t)x' (") — (G(HgeH))x ()x(t')
+{(T1gOgEHx' @)x' ")) (A16)

A more convenient expression in order to determine the gen-
erating functional can be obtained by changing to the sum and
difference variables, x 4+ x” and x — x’, and using the relations

between the different correlation functions:

S = /dtdt’[(x — XD, ") (x + x)H(")

+ %(x — XN ) (x — x’)(t’)i|. (A17)

The first term above is related to the dissipation in x, and
is governed by the so-called dissipation kernel D(¢, ¢'). Such
dissipation kernel corresponds to a retarded propagator,

i

D(t,t") = 5{1g(@). qaHne —1). (A1B)

On the other hand, the second term is associated to the fluc-
tuations induced in x by the environment. These fluctuations
are characterized by the noise kernel, which corresponds to a
Hadamard propagator

N(t, 1) = 1({4(0), "}).

It is important to note that, given the hermiticity of the
involved operators, both kernels are real, while the dissipation
kernel is also causal.

The influence action given in Eq. (Al7) allows us to
directly calculate the generating functional for a system in
contact with an environment. This calculation is performed
by simply introducing the influence function Sir as an extra
term of the CTP action Sctp defined in Egs. (A3) and (A4). In
this case, however, the integrations are not so straightforward
as in the case of a closed system, since the two paths x and
x" are coupled by the influence action term. Nevertheless,
the computation of Z can be carried out also in this case,
as proven in Ref. [32] for the action used in this paper (and
generalized to fields in Ref. [33]). The procedure requires
to obtain the equations of motion for the system degrees of
freedom using Eq. (A6). From such equations, we extract
their associated propagators Gge, With initial conditions set
to Gret(0) = 0, G'Ret(O) = 1. Then, it is possible to write the
paths in terms of such Green functions and obtain a compact
expression for the generating functional:

ZIJ ' = (e )

% eféj,*GRﬂ*N*(L*GRe[)T’ (A20)
with J_=J"—J and J, = (J'+ J)/2. Here, we have
defined the operation A x B Efth(t)B(t). Note that
such operation can be concatenated by adding inte-
grations, e.g., J * Gret % J' = [ dt [ dt'J(t)Gra(t, t')J'(1').
Additionally, the expected value is taken using the initial
Wigner function of our state, W(X, p,0), as (---)y, ,, =
[T2ax; [T dp; ... W(X;, pi, 0). Finally, X, is the homo-
geneous solution of the effective equation of motion obtained
through Eq. (A6), written in terms of the initial conditions
Xi, pi:

(A19)

—iJ_*GRrerxJy
ivpie i

Xo(t) = Gret(t) Xi + Gre(?) %. (A21)

It is important to remark that in many situations, including
our model, there is not a single environment but an ensemble
of layered environments which have to be traced out sequen-
tially. For instance, in the main text, we obtain an effective
equation of motion for the EM field by tracing first the IDF
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and the ITB to get an effective evolution for the ODF, and
afterwards continue by tracing such ODF in the final step.
In these situations, the influence action always has a similar
structure to that of Eq. (A17). However, after performing more
than one trace, the corresponding dissipation and noise kernels
become more involved: on the one hand, the dissipation
kernel becomes an effective retarded propagator including the
retarded propagators of the external systems already traced
out. On the other hand, the noise kernel is not anymore a
Hadamard propagator, but a more involved object including
both the noise and the dissipation kernels of the traced out
environments. Regardless of this difference, the generating
functional can always be calculated by successive application
of Eq. (A20).

APPENDIX B: THE MODEL ACTIONS

This appendix is devoted to give the actions that are
associated to the Hamiltonians of Egs. (4)—(11). Note that
our formalism is based on Eq. (Al), where we assumed a
quadratic dependence of the system Hamiltonian in all the
canonical momenta in order to integrate such variables out.
As a result, the classical actions appearing in the functional
integrals depend on the variables of the degrees of freedom (x
in the previous section) and their time derivatives, but not on
their momenta. Hence we have to explicitly write the classical
actions in this form.

From now one and throughout all the appendices, greek
subscripts will denote both temporal and spatial coordinates,
whereas latin subscripts will indicate spatial coordinates only.
Under this convention, the spacetime metric will be 7, =
(1, —1, —1, —1), and the four-potential which describes the
EM field will be A*. Analogously, three-dimensional vectors
such as the electric field and other quantum degrees of free-
dom will be written either with a latin subscript E; or, or
equivalently, in vector form as E.

The total action of the system must contain seven terms,
corresponding to the free actions of the four components
of our system (EM field, ITB, ODF, IDF) and the three
interaction terms (see Fig. 2 for illustration). Using the same
notation as in the main text, we thus have

S[A*, xq, Xg, {X,}]
= Sem[A"] + Si[{x,}] + Salxal + Solxs]
+ Spipl A", Xo] + Sii[Xq, Xo] + Suin[Xs, {x,}]. (B1)

The first four terms correspond to the free actions, and are
given by

€0 fe €0 It
Sem[AH] = _Z/ d*xF,, F" = 3/ d*x(E* — ¢*B?),
tin tin

(B2)

Solxa] = f D2 - 9w @)

in

Sy[xo] = / fdx%[xg(x)—ngg(x)], (B4)

t:

stxl =Y [ a2 [0 - aigo) @)

where F,, =9,A, —9,A, is the EM tensor (with 9, =
(%%, V)), and A is a time variable. On the other hand, the
last three terms in Eq. (B1) represent the interaction actions,
given by

Spip[A*, Xg] = qf dr xq(M) - E(z), (B6)

fin

153
SiulXes Xo] = 2y/mamyQang / dAxa(M)%(),  (B)

tin

StinlXa, (%} =Y s f drxo() - x,(A),  (BS)

where for the sake of clarity we indicate by z, the position
of the particle (taken at the origin in the main text), such that
zg = (A, zg). In the calculations, we will rewrite the EM-ODF
interaction Eq. (B6) in the more convenient, Lorentz-invariant
form

Soip[A™, Xa] = Spipl /s AP] = / d*xJ,()AF(x), (BY)

with an effective current given by

Iy X
Ju(x) = —q/ dixb(L) x (njud0 + cnouaj)(S(x“ - zg).
1

in

(B10)

APPENDIX C: TRACING OUT THE INTERNAL DEGREES
OF FREEDOM

In this appendix, we detail the functional integrations over
all the internal degrees of freedom in our model (ITB, IDF,
and ODF) required to obtain the effective influence action
for the EM field and, consequently, its effective equation
of motion given in Eq. (16). The structure of our model,
schematically depicted in Fig. 2, requires a sequential tracing
over such degrees of freedom: first, we trace the ITB and
the IDF, and only after we use the modified influence action
of the ODF to trace it over. This procedure is schematically
illustrated in the first three columns of Table II.

We start by the trace of the ITB acting over the ODF. Be-
cause the ITB-ODF interaction is linear, such trace leads to an
effective action for the ODF analogous to that of a Brownian
particle. Following Ref. [34], we replace the discrete ITB with
a continuous bath characterized by the spectral density J,, (w)
[Eq. (12)], obtaining the following influence action:

f

1
SopmIxq, Xg] = — / drdXxg (1) - [Gﬁ(x —A)xE ()
tin

_ %H;,)(A - )J)xg(x/)}, (1)

where Xxg = X — X and Xg = (Xq + Xg)/2. Note that the
above equation has the same form of Eq. (Al7), in this
case with dissipation and noise kernels corresponding to the
quantum Brownian motion (QBM):

+o0
GO —2) =2 / dw 1, () sin([h — 1), (C2)
0

+00

H)(A—1)=2 / dwJ,,(w)x coth (%w) cos[w(A—1")].
0

(C3)
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TABLE II. Summary of the notation for the different kernels in our calculation. The red colored circles represent the degree of freedom
being traced out, whereas the gray circles represent additional traces taken in a previous step. The first row shows the retarded propagators,
i.e., the dissipation kernels, whereas the noise kernels are split between those which can be expressed as Hadamard propagators (second row)
and the more involved compound noise kernels (third row). In the last column, the different notation for Zr, arises from the fact that this term

represents a fluctuation but not technically a noise source.

ODF ODF ODF ODrI ODF ODF
©X0JO) 0@ ©OX ) @O0 @O ()
EM ‘ IDF EM O IDF EM IDF EM O IDF EM IDF EM IDF
ITB ITB ITB ITB ITB ITB
Retarded propagator Gg [Eq. (C2)] Gg [Eq. (C9)] Gnp [Eq. (C8)] Gem [Eq. (D29)] Gq [Eq. (E3)] Gy [Eq. (F5)]
Hadamard propagator HY [Eq. (C3)]  Hy [Eq. (C6)] X Hgy [Eq. (D31)] X X
Compound Noise kernel X X Nxp [Eq. (C9)] X Neny [Eq. (EH)]  Zro [Eq. (F6)]

This tracing process corresponds to the first column of
Table II.

The second step is to trace out the IDF. Here, the form of
the involved free and interaction actions guarantees that the
integrals are Gaussian and thus analytically solvable. After
performing them, we obtain a second contribution to the
effective influence functional for the ODF, this time due to
the IDF:

it
Sielxq, X1 = / drd) 4mq Qg g*xg (L) - [Gg(x )
tin

xx§0!) + 5 HJ 0. - A’)x;(x’)}, (C4)
where Gg and Hé) are the retarded and Hadamard propagators
of the free IDF. Such propagators are more easily defined
through their Laplace transforms (expressed as functions of
the variable s from now on):

1
0 —
Gy(s) = [ +ai] (C5)
0 . 1 Bo s
Hy(s) = o coth (—2 wg> ) (C6)

It is worth noting that the influence action Eq. (C4) is analo-
gous to Eq. (C1) but for an environment composed of a single
oscillator (the IDF in this case).

The final step corresponds to the third column of Table II,
i.e., tracing out the ODF under the extra influence action
Soem[Xa, Xg] + Sir[Xq. Xg] [Eq. (C1) and (C4)]. Again, all
the actions involved in this step are quadratic and, therefore,
the functional integration can be performed exactly. After
carrying them out, we obtain the following influence action
for the EM field:

153 2
SE[A*, A™] :/ ddV LE-(r, z0) - [GNP(A — )
tin me

x ET(\, zp) + %NNP(A, AE" (M, zo)i|.
(C7)

Here, we define the retarded propagator of the NP as that of
the ODF obtained after tracing out the IDF and the ITB. This

function is defined through its Laplace transform as

Gy(s)

Grp(s) = |:sz +Q* — "

—2Qwpg* Gg(s)]. (C8)
In Eq. (C7), the noise kernel of the nanoparticle, NVyp, it does
not correspond to a Hadamard propagator of the ODF but to a
more complex structure involving both the Hadamard propa-
gators of the ITB and the IDF and their retarded propagators:

1 . .
Nyp(h, 1) = — coth 'B—QQ [Gnp(A — tin)GNp(A — fin)
2Q 2
+ Q?*Grp(A — £in)Grp(X — tin)] +

It
+ / d)\.”d)\,/”GNp()\. _ )\.”)GNP(A, _ )\,W)
tin

1
X |:2§2w9 SH)O — 1)+ EH;’(x - /\’)].
(C9)

Once the influence functional for the EM field under the
influence of the remaining subsystems [Eq. (C7)] has been
calculated, our goal is to obtain the effective equation of
motion of the EM field. In order to do this, it is useful to
rewrite Eq. (C7) as

153 153 q2
SiE[A*, AM] = /dx/ dxr S(X_ZO)Ei()\.,X)'\/‘ d) —
tin fin me

X |:GNP()" — )\,)E+()\,/, X) +

+ SN (2B, x)]. (C10)
We now follow Ref. [33] by introducing a gauge fixing action
for the EM field, where we specifically choose the temporal
gauge A =0 (such that E = —A). In this way, the four
equations of motion for each component of A* are reduced to
three equations for the components of the vector potential, A,
plus one residual condition provided by the fourth equation in
combination with the chosen gauge. Such a residual condition
is referred to as the generalized Coulomb gauge condition
[33]. The computation of the effective equation of motion
for the EM field, which in this gauge is particularly simple,
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is now carried out by extreming the CTP action Sgpm[A*] — or, after transforming to Laplace space,
Sem[A™*] + Sip[A*, A'*] according to Eq. (A6). Noting that 2 G
the condition A = A’ implies A~ =0 and A* = A, we can V x (VxA)+ S_2|:1 +8(x — zo)q—NP(s)j|A(S7 x) = F,.
obtain ¢ maqéo
(C12)

Here, the right-hand side of the equation contains all the terms

2 dependent on the initial conditions of the field, which we do

10
Vx(VxA+ — +5(x — z9)

2 di? not write explicitly since they are unnecessary for determining

d e ] the polarizability of our model. Noting that the propagators in

dt |:/ di s—Gne(t — MA(N, X)] =0, Eq. (C12) are causal, we can easily transform to Fourier space
maqc-€p

by substituting s = —iw and, after setting zo = 0, directly
(C11) obtain Eq. (16) of the main text.

|
APPENDIX D: TRACING OUT THE EM FIELD

The remaining appendices are devoted to the calculation of the internal energy u(¢) in the main text, by means of calculating
the generating functional [this functional is given in Eq. (F1)]. The first step in this procedure is to trace both the EM and the
ITB environments (first and fourth columns in Table II). Note that the latter trace has already been undertaken in Appendix C.
This appendix is thus devoted to taking the trace over the EM field, a procedure involving some delicate steps.

To trace out the EM field, we first separate all the factors and integrations involving the EM field on Eq. (F1), the resulting
object being the influence functional of the EM field over the rest of the system, given by

Af Af , . . " o
Fenldy, ] fd“‘”/dA“dA’“pEM Al A1) x/ Dar [ DAm IS 0L ) o iS4 S A"]).
A

" n
(D1)

In order to perform the path integrations, it is important to note that, due to the gauge symmetry of the EM theory, such
integrations must be taken over one class of paths for the EM field, i.e., redundant paths connected through gauge transformations
must be excluded from the integration. Formally, this is done by introducing the so-called Faddeev-Popov procedure in the
calculations [33]. Nevertheless, regardless on the chosen gauge, the CTP-integral is Gaussian, so we can perform it analytically
to obtain

FemlJ"™, JH ] =exp {i / d*y / d*y' J" (y) x [Dﬁ?(y, YO il 1 Dy, (v, Y7 (y )]} (D2)
where J'T = (J' + J")/2 and J"~ = J” — J"V. The tensors ID)Eit and ID)EV stand, respectively, for the retarded and Hadamard
propagators of the EM field in the chosen state, which we assume is a thermal state with temperature Tgy;. Note that, whereas
Eq. (D2) is valid for every gauge, the expression of the propagators is not. In our case, it is convenient to fix the Feynman gauge,
where ID)Eit and DEV can be expressed in terms of the massless scalar field propagators Gge, and Gy [35],

1
D) = i Gren (v ). (D3)
Such scalar field propagators are given by
d*p e iP=y) dp , sin[wy(t — 1')]
Gret(¥, ¥) = Gret(y — /=/ = f PO — )= 2 D4
Ret (Y, V') = Gret (Y = ¥') 21 (ot 10 — 2p? an (rt=1) o (D4)

and

N / d4p —ip(y—=y) s (2 2.2 BEM
Gy, Y)=Gu(y —y) = | ——=e PY78(p; — ¢*p°) coth = ol

2m)?
= (;:)3 P (Y) coth (lgETMa)p> —COS[wl;E; =4l ) (D5)

where € stands for the small parameter of Feynman prescription for propagators, yo = ct, and w, = c|p|.

It is important to note that gy is a functional of Xg, Xg, and also a function of z, through its dependence on the four-currents
J#. We can express this combined dependence as Fgm[Xg, xg, zy). Note that, in the forthcoming section, we will be interested
in tracing out the degrees of freedom of the ODF, xq and X,. Thus it is convenient to write the influence functional Eq. (D2)
in a form where the dependence with these variables is explicit. This is easily achieved by using the definition of the currents
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[Eq. (B10)] to write the influence functional as

}"Elv[[xg_z,xg,zo):exp{z’/f dkdx/xé(k)[ZGJM(k A zo)xé‘;'()\)—f- H M, A zo)xs2 (A ):H (D6)

The above recasting of the influence functional defines yet another set of retarded and noise propagators:

. i 2
Gl (M Vizo) = GIa (L — V) = %[( — 8430+ ¢849;) ( — 8{8; + 838 ) Dy (v, Y] o eyl (D7)
2
j j q v v
HIZN (L, 35 20) = Hig (A — A) = 7[( — 890 + c8 ;) (— 8790 + 85 9,) DI, (v, y)] N (D8)

Here, the simplification from the variables A, 1 to the difference A — A’ originates from the property DX"H(y, y') = DReH(y —
y") of the original propagators.

The propagators defined by Eqs. (D7) and (D8) can be analytically calculated. For the kernel associated to the retarded
propagator, we have

q° dp sinfwp(f — )]
ik ’
GJM()L A ) = |: 2 )3 [8030 ik — czpjpk]@(f —1 )p(,()—pi| .
2 i A—N
=—2—3,k5(x “/(2 5 " 5000~ “/(2 s w2 czpﬂW
P
7? [t dwy ® p 72 +00 g w:,
—T%O&‘k(s(l —A )/ P + = 3c3 3k (A — A )/ —? n[wp(2 — 1)1, (D9)

where in the second line we have used the fact that the off-diagonal terms are zero, and in the third line we have computed
the angular integrations in spherical coordinates. Note that the first term in the last line of Eq. (D9) is divergent and should
be included in a frequency renormalization of the ODF as detailed below. On the other hand, the second term represents the
causality kernel that generates dissipation on the ODF, and is given also by a divergent integral. Such a divergence originates
from the consideration of the body as a static point (i.e., with its center of mass being not in motion), the resulting interaction
with the EM field occurring at a single spatial point. In practice, the divergent behavior is prevented by introducing a frequency
cut-off function Z(wp) fulfilling Z(wp) — 0 for wp £ Apm, which accounts for the fact that the body does not interact with EM
modes above the cut-off frequency Agy. We can thus finally write the dissipation kernel as

4 2, % dowy T 2 9 dowy T
Gl — )= L2k f"a(x—)\’)/ dop o T(@p) | q ’ke()\ A)/ w” o ( L) Gnlwp = 2. (D10)
2c3¢ o 2m P &

In part of the literature, the cutoff function stems from the interpretation of the quantity q2I (wp) as the spectral density associated
to the EM field, since it characterizes its interaction properties as an environment.

Let us now focus on the kernel associated to the Hadamard propagator of the EM field. Introducing the same cutoff function
as above and assuming it is an even function of wy,, we can write such kernel as

. 2 400 d T
Hlja];a(k —A) = 3q— 8jk/ e w? (Twp) cot ('BETMa)p> cos[wp(r — A1)]

e 2r P
2 tood z : ,
=15, / 90 3 T oy (P, ) gionti), (DI11)
6c3¢ oo 2w P w 2

Importantly, both kernels G{E];,[ and H]’EI;,[ are diagonal and proportional to the identity operator, i.e., G]{:I;,[ = §;xGem, H]’EI;,[ =
8 jx Hem. This allows us to simplify the influence functional Eq. (D6) to

FemlXg, X5] = exp {i f " drdn Xg (1) - |:2GEM(A —A) x50 + %HEM(A -2 xQ(X)“. (D12)

It is clear that each cartesian component of the ODF degrees of freedom X, (A) is uncoupled from the others, a fact that will
simplify the following calculations.

Radiation reaction and (weak coupling) Markov approximation

So far, we have traced out the EM field, obtaining the influence functional, Eq. (D12), describing its effect on the ODF. Our
next step towards the calculation of the internal energy should be to trace out the ODF including both such influence functional
and the one corresponding to the ITB. However, as we will see below, the effect of the EM field on the ODF dynamics presents
mathematical problems that have to be taken into account first. In this appendix, we detail such problems and the weak-coupling
approximation that we use to solve them.
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Let us derive the equation of motion for the ODF under the influence of the EM field. Since, according to Eq. (D12), each
cartesian component of Xq is uncoupled from the rest, we can treat them separately. The CTP action for component j can thus

be written as

. . . . I . . i .
Seit[x%. xg | = Sa[x4] — Se[xa] + / drd) x}, (A)[ZGEM(A — bty + EHEM()\ —)xk, ()J):|. (D13)
tin
From here, the semiclassical equation of motion for the ODF can be obtained by extreming the effective action,
5Se xl , X
ff[j_sz o _o, (D14)
dxg (1) I =0
which yields
. . 2 .
XL+ szé(t) - — f drGpm(t — 1) x4,(0) = 0. (D15)
meq Ji

If we now introduce above the expression for the retarded kernel, Eq. (D10), we find that its first term results in a renormalization
of the frequency €2, while its second term acts as the radiation reaction kernel, i.e.,

L) + [92 + e

mocie

2 +oo g T . 2 t .
q_/ dwp > T(@p) xsjz(t)__/ dAGRR (t — Mxd(0) = 0.,
0 b g

(D16)
me

tin

Let us now rewrite the above equation in a more transparent way. Noting that the radiation reaction kernel, GRY,, is defined as

2

RR _
Gt — X)) = pp o

the convolution in Eq. (D16) can be recast as

2 [ - 2 d[ [ ‘ 242 [t*d 7 -
— = | @GR —n)xin) = __EU d) TRR (s — A)xgz(,\)] — L/ dop 2 L) ) )
tin 0 T

meq Ji, mg

The second term on the right-hand side above can be reab-
sorbed in the renormalization of the frequency 2. This would
result in two renormalization terms in Eq. (D16), which can
always be erased by including a counter-term in the initial
ODF actions with no repercussion in the dynamics. We will
thus omit these terms hereafter, so that the equation of motion
simplifies to

B0 + Qxb(1) — min%[f, drTRR(r — x)xé(x)} =0.

(D19)

The above equation contains the radiation reaction damping
kernel TRR  which can be analytically computed as

2 32
FRR r— )\ = q 9 t— )\4 ey
( ) 36360 ( )31‘2
+o0o d T
x f dep Z(wp) cos[wp(t — )]
0 2r =w
q2 ”
= Ot —A)8 (r—21), (D20)
6 cieq

where in the last term we take the cutoff function equal to 1
for simplicity, since this has no crucial impact on our final
argument.

Finally, introducing Eq. (D20) into the semi-classical equa-
tion of motion Eq. (D19), we simplify it to

i)+ Q2 xL (1) — e XL = 0, (D21)

q _ +oodﬂ 3 L(wp) _ _
3 o(t A)/(; 7 w - sinfwp(t — A)] =

2 3 400
q ad dowp L(wp)
0@t —A)— e —— t—M11,
3c3¢ ( )3t3 |:./0 21w cos{wp( )]

(D17)

(D18)

37’)15203 €0 21 P

(

where the radiation reaction coefficient is defined as yrr =
q?/(6mmgciey). This is the well-known radiation reaction
equation of motion, i.e., the equation describing a dipole inter-
acting with an EM field in for any value of the coupling [29].
The solutions of such equation, however, are known to present
several problems due to “runaways” and “preaccelerations”
which result in causality violations. These inconsistencies
originate from the punctual nature of the considered interac-
tion [29].

There are two ways in which one can get around the
runaway problem. First, including in our problem the non-
punctual nature of the dipole. The second is to perform a
weak coupling approximation (also labeled Markovian in the
literature). Given that our results in the main text show that
the coupling between the EM field and the ODF is indeed
weak, we will opt here for the latter. We start by noticing that
the radiation reaction kernel in Eq. (D20) is always a sharply
peaked function of its argument, since the cutoff function
Z(wp) is assumed to be very broad in frequencies. Thus, in
Eq. (D19), the integral in A is effectively restricted to a narrow
peak around A = ¢. In this small time window, if the coupling
between EM field and dipole is weak, we can approximate the
full time evolution of xg by its free evolution,

xé(k) A xsjz(tm)cos [ — )] + xé(tm)sm[g(:;—_tin)]

= cos [\ — D)]xL (1) + 0 xL,(1). (D22)
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The above free evolution is simply the one of a harmonic
oscillator of natural frequency €2, first expressed in terms of
its initial conditions and later in terms of its final conditions.
By introducing the latter form into the convolution term of
Eq. (D19), together with the expression for the radiation
reaction damping kernel Eq. (D20), we obtain

2 d[ (! : QF
_——U d)ITRR (¢ — k)xé(k):| A q—fcéz(t).
tin

mgo dt 6rmacie
(D23)

With this result, the final equation of motion in the (weak
coupling) Markov approximation yields

qZQZ

$L(t) + Q% xb(t) + —
Q

x5(1) =0, (D24)
0
which is equivalent to the equation of motion of a damped
harmonic oscillator of frequency Q% and damping constant
q*Q? /(6mmgciey). Equation (D24) presents no problems
with either causality, preaccelerations, or runaways.

Although we have undertaken the weak coupling approxi-

mation in the equation of motion, it is convenient for our cal-
culations to understand it in terms of the EM field propagators.
It is well known that such approximation acts effectively as a
change in the nature of the EM bath, from a supraohmic to
an ohmic environment. This can be observed in the effective
change suffered by the retarded kernel under the weak cou-
pling approximation. To see such change, we first note that
we can define an effective retarded kernel under the Markov
approximation, GM (¢ — 1), by writing the dissipation term
in Eq. (D24) as a convolution:

¢ e (1) 2 / DAGYA( — xk (v, (D25)
—x =—— — Vx5,
67‘[1’)’[96‘360 & meq Ji, EM &
with
292
GMAG — )y =222 5 — ). D26
EMm ( ) 6n i ( ) (D26)

In order to compare with the full propagator (i.e., without the
Markov approximation), it is convenient to write the above
equation in Fourier space as

202

—MA . q
Gem (0p) = iwp 6 c3en

= i Im[ Gy (p)].
€

(D27)

Note that we denote the Fourier transform by a bar over the

transformed function, i.e., G(w). On the other hand, from the

definition of the full propagator GRY on Eq. (D17), we can

directly express its Fourier transform as
34 2I((/Up) _

—RR . . —RR
Geylwp) =iy ———— =i Im[GEM(wp)],

D28
P 6rcle (D28)

J

where in the last step we have assumed that Z(wp) is real.
From the comparison of the above two equations it becomes
indeed evident that the effect of the weak coupling approxi-
mation is to change from a super-Ohmic to an Ohmic spectral
density in Fourier space, i.e.,

2 . 2032 —MA

—RR .
Gpm(@p) = i3 = Gy (@p).

P 61 c3e

P 61 c3e
(D29)
Importantly, the change in the retarded propagator de-
scribed above is not the only modification to take into
consideration. Indeed, the Hadamard propagator also has to
undergo a change under the weak coupling approximation,
since both are linked by a fluctuation-dissipation relation
(FDR). Specifically, by combining Eqs. (D11) and (D28), it
is straightforward to prove that such FDR reads

IBEwa

Hem(wp) = coth [ ]Im[ﬁgﬁ(wp)]. (D30)
In other words, for a thermal state of the EM field, its
Hadamard and retarded kernels are related in Fourier space
by the equation above. This is a general property of prop-
agator of the EM field in a thermal state, and thus has to
hold also within the weak coupling approximation. Hence we
enforce such relation by performing the substitution of the
retarded propagator by its Markovian version in the equation
above, i.e.,

Hpnm(wp) = coth ('BEI\;% )Im [Eg\{/l(wp)]

ﬁEwa

—> coth ( )m[ﬁﬁ“;}(wp)] = Hyay (@p). (D31)
The above equality defines the Hadamard propagator for the
EM field under the weak coupling approximation. These two
—MA —MA .

propagators, Gy and Hyy, are the ones we will use to cal-
culate the internal energy in the main text. The corresponding
influence action in the Markov approximation is obtained by
direct substitution of the EM propagators by their Markovian
counterparts in Eq. (D12), obtaining

- ot MA[ — +
fEM[ng XQ] — ]:EM [Xﬂs XQ]

tr
= exp {i / drd)'xg () - [2GR (h — A)xb ()
1

in

+ iHQﬁm -~ x’)xau/)] }

5 (D32)

after discarding the frequency renormalization terms.

APPENDIX E: TRACING OUT THE OPTICAL DEGREES OF FREEDOM

So far, we have undertaken the first two steps toward the computation of the internal energy, i.e., tracing out the ITB in
Appendix C, and the EM field in Appendix D. These processes correspond to the first and fourth columns of Table II. This
Appendix is devoted to the following step, namely tracing out the ODF under the influence of the environments already traced

(fifth column in Table II).

The two influence actions we have obtained for the ODF correspond to the effect of the ITB [Eq. (C1)] and the EM field
[Eq. (D32)]. Since these environments are independent of each other, their infuence functionals appear as a simple product in
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the trace over the ODF, i.e.,

Xq.f XQ.f

Folx), x; 1= /dXQ,f/dXQ,indxb,in,OQ(XQ,in,Xéz,in;lin) Dxq Dxq

XQ,in XQin

x ei(szlXQJJrSIm[XQ,XH]*Ssz[XbJ*SIm[X'Q,XQ])fQBM [Xq, X,Q]‘F]IEVIN‘?[XQ’ X/Q]a (E1)

where Fopm[Xq, Xg] = e'SasmlXe ol The above expression represents the influence functional modifying the free dynamics of
the IDF, due to the dynamics of the ODF which, in turn, evolves under the influence of both the EM field and the ITB.

It is clear that the expression for the influence functional Eq. (E1) is given in terms of a Gaussian CTP integral. It is worth
noting that, in this integral, the IDF’s variables appear as sources, resulting in Fy being a functional of these variables. Moreover,
given the form of the actions involved, each cartesian component of the ODF couples only to the same component of the IDF
and, as a consequence, the functional integration can be carried out for each component independently. Assuming an initial
thermal state for the ODF, the influence functional Eq. (E1) can be computed, yielding

& ,
Folx;},x, ] = exp {i / d)"d)"x,; (M) - |:—2m9S2a)9 g GaW' — X"y xf (V") + %NE,W(A”, A7 xg(,\”’)] } (E2)
fin
Here, Gg, is the retarded propagator for the ODF under the effective influence of the EM field and the ITB, and obtained from
the effective equation of motion of the ODF. In Laplace space, this propagator reads
1
[2 4+ Q2 + (22— +4y,)s]

6mmacie

Gals) = . (E3)

It is important to remark that it is at this precise point where the Markov approximation discussed above is crucial. Indeed,
in order to calculate Ggo(s), we have employed the Markovian equation of motion (D24). Contrary to the full equation, the
Markovian one, being of second order, has solutions which are fully determined by Ggq(#,) and Gq(#,), as required for
dynamical problems. Moreover, under such weak coupling approximation the poles of Eq. (E3) have negative real parts, ensuring
the causality property and excluding runaways or divergent behaviors.

While in Eq. (E2) the retarded propagator describes the effective dynamics of the ODF under the action of the EM+ITB
environments, the kernel Ng,, contains the information about the fluctuations of ODF, ITB, and EM field as an entire
environment, being written as the sum of three contributions,

New", XY = Na(W, M) 4+ Nem QS V") + N, (07, (E4)
each of which is given by
Na(, X") = 2mgwyg* coth (@)[GQ(A” — 1i)Ga(X" — tin) + QG — )GV — tin)], (ES)
Nem', A"y = % / ' drd) GO — MHpE (L — ) Ga(W” — ), (E6)
tin
N, Ay = 2’"%?“”2 [ ) drd) GE (O — MH) (L — 1) GO =), (E7)

where Tq is the temperature of the ODF. It is clear that N is related to the initial state of the ODF and its effective dynamics
under the influence of the EM+ITB baths, while Ngy and Ny, are the noises received by the IDF (through the ODF) from the
EM and the ITB environments, respectively.

Finally, note that, from Eq. (E2), we can define the influence action for the IDF as Fy [x{;r . X, | = exp{iSi [X;, x, 1}, e,

i .
Selx), x; 1= / drd)'x; (M) x |:—2m9§2a)9 g2 Gao(h — M)xF (W) + %NEM(A, A’)xg(k’):|. (E8)
5

in

This effective action, together with the above defined kernels, allows us to write an effective equation of motion for the IDF as
an open system. Indeed, by extreming the total SCP action of the ODF, Sy[x¢] — Sg[x;] + Sig [xg , X, |, we obtain

t
%, + @] Xg — 2Qw9g2/ dr Go(t — M) xy(M) =0, (E9)
tin

an equation we will use in the following sections in order to calculate the internal energy of the IDF.
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APPENDIX F: THE GENERATING FUNCTIONAL AND THE CORRELATION FUNCTION

This appendix is devoted to the final step in the calculation of the internal energy of the IDF. First, we will detail the calculation
of the generating functional for the IDF. Then, we will use it to calculate the correlations required for the determination of the
internal energy. The trace required in this step is schematically depicted in the last column of Table II.

The initial definition of the CTP generating functional for the IDF is the extension of Eq. (A4) to our system:

ZI3,J] = / dxg.¢ / dxXg indX) i, / dXg ¢ f dXg indXg ;, / dAl / dA“dA“‘]_[ / dX,. ¢ / A%, iwdX,, i
f

XQ.f Al Xp, X, f
/ Dxy / Dx, DXQ Dxg, DA” f DA™ f Dx, Dx),
l
Xg,in Xg XQ,in Qi Au Al X, in X,

in XSZ in in n,in
S[A* L J]—S[ A —J/xx,
X (X6,ins X s X Xy ins Al Al (Kin}o (X s fin ! 1" X0 bl 1=S[AY a0 0 o =Fox) ()
where the operation () is now extended to vector functions as A * B = f;‘f dtAj(t)B;(7), and the elements of the initial density
matrix are defined as

p(XG,il’ly X/O,in’ XQ,inv X/Qyiny Af:]v 1I1 k) {Xn 1n} {Xn ll’l} tln)
= <X0,in7 XQ,in» A,'L:p {Xn in}|p(tin)|xg in» XQ in» m s {Xn 1n}>
= PEM (Am, Am 5 fm),Osz(st ins XQ in?® tm)pQ (X9 ins Xa in?® tm)pl({xn m} {Xn m} tm) (Fz)

In the last step above, we have particularized to the case of interest, i.e., that of an uncorrelated initial state.

The functional integrations in Eq. (F1) can be, in principle, performed in any order. Since we are interested in the dynamics
of the IDF, in the previous appendices we have carried out the integrations along the remaining degrees of freedom, i.e., the ITB
(Appendix C), the EM field (Appendix D), and the ODF (Appendix E). After taking these traces, the generating functional is
reduced to

Xo.f Xo.f
Z[3.31 = / dxo ¢ f A% indXG 0 00 (Xo,ins Xoin3tn) | Dxo | Dxy el (WIS Foiet g, (F3)

’
X9.in Xy in

where it is evident that the unitary free evolution of the IDF is modified by the environment through its influence functional
Fo. Such influence functional, given in Eq. (E2), makes the evolution of the IDF nonunitary, an expected behavior for an open
quantum system.

We now proceed to trace out the IDF. Fortunately, the influence functional still conserves a Gaussian shape, with each cartesian
component of Xy uncoupled the others. Thus the integral has the same form as the CTP integrals performed in the previous
sections, and can be carried out analytically. Assuming a thermal state for the IDF, it is straightforward to show that

Z[J,J]=exp {z/ dtdt'J ™ (t) x [Ge(f — It + %ZTo[(t,t/)J‘(t’)“. (F4)

Here, Gy is the retarded Green function for the IDF under the influence of the composite environment, and is defined through its
Laplace transform as

1
(52 + @} — 2Qwpg2Gals))

Go(s) = (F5)

On the other hand, the noise kernel Z has the same structure as that of the ODF (Ngy), i.€., it is split into different contributions:
Zro(t, 1)) = Zo(t, 1) + Zpw (1, 1). (F6)

The first contribution is related to the initial state of the IDF,

coth(Bywy/2)

26{)91119

Zo(t, 1) = [Go(t — tw)Go(t' — tin) + 03 Go(t — 1:)Gp(t' — 1)), (F7)

with Tj the temperature of the IDF. The second contribution is related to the environment surrounding the IDF, i.e., the rest of
the system:

1 fr
Zew(t, 1) = 2—2/ drd) x Gg(t — MNgw (A, A)Go (' — 1)). (F8)

My Jtin
The internal structure of Zg,, is inherited from the number of noise kernels perceived by the IDF [see Eq. (E4)]. Note that,
whereas the propagator Gy has a clear interpretation as a retarded kernel, the kernel Zg,, here represents the contribution to the

correlations of the IDF originated in the fluctuations of the environment.
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Once we have calculated the generating functional Z, we can obtain any quantum correlation of the IDF by taking functional
derivatives [see Eq. (A5)]:

8’z

ok = — 22
(2 (x5 (1)) = SJI()8J* (") -

We are interested in the expected value of the bare energy of the IDF, i.e., A, = (By/2mg) + (mga)gf(g /2). Thus we need to
calculate two correlators, namely, (f(g) and (pﬁ). The former is straightforward to compute using the above equation, as

(&) = lim 5 wEorkah) = lim ‘%k(@{ (1FE() + Z5(2HR) (1)) (F10)
Using the final form of the generating functional Eq. (F4), the above quantum correlation of the IDF can be calculated in a
straightforward way [32], yielding
3 (! (%" (1) + 2" (1)Ko (1) = S Zraut, 7). (F11)
By substitution of the noise kernel Eq. (F6) in the above expression, we find

(85()) = 3Zrq(t, 1) = 3Z5(t, 1) + 3 Zpny (1, 1)

— iz (ﬁ coth (ﬁg“") ) {[Go(t — 1)) + w3[Go(t — t:))*} + / f drd) Gg(t — M Ngw (A, MV )Go(t — x’)). (F12)
2my \ wy 2

fin

We now focus on the correlator between momenta. Note that, since all the coupling terms related with the IDF contain only the
degree of freedom X, and not its time derivatives, the canonical momentum is defined as usual, Py = myRy. Thus the expected
value we seek is proportional to the correlation (X; (7)), which we can calculate as

A . Aj A .6 ~J A ko nad .3
(X5(0) = lim 8;4(%; (1)35(1")) = lim é"a,af(xé (D3 (1") + 25 ()2 (D) = Tim 20,0 Zroc(t, 1)

ﬂ [0 . 2 . 2 3 I ' f . ,
= S coth|: 92 9}[(69@ — )"+ @2(Golt — 1))*] + m/{ drd) Go(t — MNgny(h, A)Go(t — X)), (F13)

In the last line, we have taken into account the causal property of the retarded Green function, Gy o< 6(t — t’), that restricts the
integration interval, as well as the fact that 7, ¢’ > f;,.
Finally, combining Eq. (F12) and (F13), we can immediately determine the expected value of the internal energy as

mga)(%

. . S )
(Hy(1)) = %(ﬁg(r)) n (&) = lim %[a,a,, + w§]§<25 (OFE) + 2E% (@)

= 4i coth (’3 00 ) (IGo(t — tw)? + 203[Go(t — ti)]* + wy[Go(t — ti)]?)
wWe 2

t

+ 4i drd ) [Go(t — W Neny(h, M)Go(t — X)) + 0 Go(t — MNgw (A, V)G (t — 1)), (F14)

me Ji,

which corresponds to Eq.(25) after setting i, = 0. This expression describes the full time evolution of the energy of the IDF.
Note that due to the properties of the retarded propagators, the initial energy is (Hy(#n)) = (3/2)wy coth (Bywy/2). As expected
from our choice of initial state, this is the energy of a harmonic oscillator in a thermal state.

APPENDIX G: LIMITING BEHAVIORS OF THE IDF’S ENERGY

This appendix is devoted to deduce the short- and long-time asymptotic expressions of the internal energy Eq. (F14) or,
equivalently, of Eq. (25). Specifically, we aim at recovering Egs. (26) and (27).

1. Short-time behavior

Let us start by noticing that, from their Laplace transforms, both the time-domain Green function of the IDF and its time
derivatives can be calculated by residues through a Mellin formula:

I+ioco ds o I+ioco dv ) v
Go(r) = e Gyls) = S—e'Gy(~). G1)
1 1

—ico 2mi —ico 2mi t
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The convenient change of variable performed in the last step above will allow us to expand the internal energy for short times,
t Z 0. We start by expanding the first contribution in Eq. (F14), i.e., the terms associated to the initial state of the IDF:

4wy 2 2

Note that the above term is zero up to fourth order in time, a direct consequence of the initial thermal state commuting with the
free Hamiltonian of the IDF. The time evolution at short times will thus be generated only by the interaction terms, given by the
second line of Eq. (F14). In order to calculate such second term, we write the integrands as a two-times-coincidence limit (¢’ — t)
of a correlation function depending on ¢, ¢, i.e., Go(t — A)Ngw (A, A)Go(t — 1) = lim;_,» Go(t — MNew(A, A)Go(t' — 1).
Then, we double-Laplace transform in each variable 7, ¢, and perform the change of variables shown in Eq. (G1) in both Laplace
integrals. We then expand each integral for short times and, as a final step, take the limit # — ¢’ to obtain

3 o (5 02“’ 9){[690 — 1) + 205 [Go(t — 1)) + g [Go(t — ti)]*} ~ 39 oth (’39“’9) + 00t —ti)]. (G2)

3 ! . .
o= | drdX[Gott = N (h )Gt = 2) + 0 Go(t = MNew(h W)Golt —2)] ~
me tin
3, Ba ) q*Q? (t — tin)
A~ th | =2Q )t — )21 — (4 , G3
S @08” co ( > )( ) v+ FE———— 3 (G3)
up to third order. Finally, by combining Eqgs. (G2) and (G3), we can express the expectation value of the energy at short times as
N 3wy Bowa 3, Ba ) q*Q? (t —tin)
Hy(t)) ~ — coth — th{ —Q |t — ¢ 1—-(4 . G4
(Hy(1)) = =" co ( 5 )+2wag coth ( Q) (1 — fn) "t Grmecie )2 (G4)

Note that, in the equation above, at short times O((t — f;, )2), only the information of the ODF appears. On the other hand, the
fluctuations of both the EM field and the ITB only act on the IDF at a later step O((t — £in)?). This third order correction is
always negative, thus reverting the universal quadratic growth to a physically consistent decay of the internal energy. As a final
remark, note that by setting #;, = 0, Eq. (G4) can be easily cast in the form of Eq. (26) in the main text.

2. Long-time limit

In order to obtain the long-time limit of Eq. (F14), we take the limit #;, — —oo. For each of the terms appearing in Eq. (F14),
such limit is calculated in different ways. We start by the first line, related to the initial state of the IDF. Here, we use the final
value theorem, which states that the long-time limit of a given time-dependent function f(¢) is equal to lim,_,g sf(s), f(s) being
the Laplace transform of f(¢). Noting that the limit of each term as s — 0 is finite, we immediately find that

lim  ([Go(t — ti)]* + 205[Go(t — tin))* + w3[Go(t — tin)]*) = 0. (G5)

tin—>—00

In other words, the asymptotic state of the system for long times has no memory of the initial state of the IDF.
Regarding the second term in Eq. (F14), it is more convenient to take its long-time limit directly in the integral. Note that, by
the same argument given above, it is straightforward to show that N — 0 for t;;, — —o0. Thus we have

/ drd) [Go(t — M Ny Ok, W)Go(t — X) + @ Go(t — MNgw (A, 1)Go(t — 1]

in

+00
- / drd\ [Go(t — MINemO, M)+ Ny (A, A)Go(t — M) 4+ 03 Go(t — MINEm, X)) + Ny, (3, )]G (t — 1)),

(G6)

where we have used the causal property of the Green functions to extend the upper limit of the integral to +00. Moreover, such
causal behavior allows us to compute the above expression in Fourier space since, for any causal time-dependent function f'(z),
the Fourier and Laplace transforms are related by f(w) = f(s = —iw). Then, using the expressions of the Fourier transforms

ﬁﬁ“;} [Eq. (D31)] and ﬁy [Eg. (C3)], we can calculate the value on the right-hand side of the last equation as a single integral in
frequency space,

t
/ drd\ [Go(t — N (h, X)Go(t — 2') + 02 Go(t — )Ny (1, 1)Go(t — )]
fin
) /+w dow |: qZ Q2
— dmgwy g~ —w
0 2
Here, we have omitted the cutoff functions Z(w) and f(w) for simplicity, although we will introduce them when computing the
integral. From the equation above, it is straightforward to write the asymptotic long-time limit of the internal energy as

R +o0 d 292
(H;°)=3w9g29/ 2P » q—gcoth 'BE—Ma) + 4y, coth &a) (0* + @5)|Go(—iw)*|Ga(—iw)[*,  (GB)
0 21 6rmacie 2 2

F——— coth (ﬂETMw) + 4y, coth (%w)jl (0* + @5)|Go(—iw)Ga(—iw)*. (GT)
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which can easily be recast into the form of Eq. (27). In the above equation, it is clear that the only contributions stem from the

EM and ITB environments, which provide fluctuations to the IDF.
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