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Spin-related phenomena in the two-dimensional hopping regime in magnetic field

A. V. Shumilin, D. S. Smirnov, and L. E. Golub
loffe Institute, 194021 St. Petersburg, Russia

® (Received 14 May 2018; revised manuscript received 23 August 2018; published 5 October 2018)

The spin relaxation time of localized charge carriers is a few orders of magnitude larger than that of free
electrons and holes. Therefore, mutual conversion of spin polarization, charge current, and spin current turns out
to be underlined in the hopping conductivity regime. We reveal different regimes of the coupled spin and charge

dynamics depending on the relation between the spin relaxation time and the characteristic hopping time. We
derive kinetic equations to describe electrical spin orientation, dc spin Hall effect, and spin-galvanic effect in
the transverse magnetic field. The generalized macroscopic conductivities describing these effects are calculated
using percolation theory supported by numerical simulation. The conductivities change the sign at least once as
functions of magnetic field for all values of the spin relaxation time.
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I. INTRODUCTION

Spin is in the center of condensed-matter physics for al-
most two decades due to remarkable effects allowing for both
deeper understanding of fundamental physical processes and
some possible future applications [1]. One of the most inves-
tigated spin-related phenomena is the spin Hall effect (SHE)
which is a conversion of an electric current into spin cur-
rent [2-5]. There is also an inverse effect (inverse SHE) con-
sisting in the generation of the electric current under the spin
current flow [2,6-8]. The SHE is qualitatively similar to the
ordinary Hall effect: the electric current in the system is con-
verted into the spin current or spin-up and spin-down separa-
tion in the perpendicular direction. This means that the charge
carriers with opposite spins flow preferentially in opposite
directions. Microscopically, SHE arises due to spin-orbit in-
teraction, and it is symmetry allowed in any system. There
are some more subtle spin-dependent phenomena which take
place only in systems of low point symmetry. The first exam-
ple is the current-induced spin orientation (CISP) consisting
in the generation of a net spin polarization by electric current
[9-15]. The reciprocal phenomenon, the spin galvanic ef-
fect (SGE), is a generation of electrical current in the pro-
cess of nonequilibrium spin relaxation [16]. Both CISP and
SGE are symmetry allowed in gyrotropic (optically active)
systems. They have been investigated in gyrotropic bulk
semiconductors, for example, tellurium [9,10], strained zinc-
blende III-V crystals, and in various two-dimensional (2D)
heterostructures [17-20]. CISP and SGE can be viewed as
the consequences of SHE (or inverse SHE), so all three spin-
related phenomena are interconnected [21]. The microscopic
source for the conversion of the spin current into the net
spin polarization (CISP) and to electric current (SGE) is the
spin-momentum linear coupling caused by Rashba- and 2D
Dresselhaus spin-orbit interactions [22-25].

Aside from the spin-dependent effects related with the
electric current flow, there is a rich spin physics of carri-
ers localized at neutral dopants, interfaces of semiconductor
heterostructures, and in quantum dots. These systems attract
permanent interest due to long spin relaxation times which can
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be by orders of magnitude larger than for free carriers and vary
in a broad range [26]. The reason for long spin lifetimes is
that the major mechanisms of spin relaxation related with free
carrier momentum scattering are absent for localized carriers,
and spin relaxation is determined by a weak hyperfine interac-
tion with host lattice nuclei [27,28]. Long spin memory allows
for fast spin manipulation by optical pulses [29-31], resonant
spin amplification [32,33], electron spin precession mode
locking [34-38], nuclei-induced frequency focusing [39-43],
and measurement of spin fluctuations [44—47].

The two groups of the above-described spin-dependent ef-
fects, related with the electrical current flow and with the long-
lived localized spins, meet in systems with hopping conduc-
tivity. Indeed, if the localized carriers can migrate between the
localization sites, then one can study SHE, CISP, and SGE in
systems with slow spin relaxation. Recently, it has been shown
that all three effects take place in 2D systems with hopping
conductivity and pronounced spin-orbit interaction [21,48].
Impression of SHE, for example, is shown in Fig. 1. In this
work, we investigate the spin-related phenomena for localized
carriers, as functions of the nuclei-induced spin relaxation
time and external perpendicular magnetic field.

The paper is organized as follows. In Sec. II we derive
and analyze kinetic equations for the coupled charge and spin
dynamics. In Sec. III we solve these equations using both
numerical simulation and percolation analysis. The obtained
results and their generalizations are discussed in Sec. IV and
are summarized in Sec. V.

II. GENERAL THEORY

A. Phenomenology

In two-dimensional systems CISP, SGE and SHE are intro-
duced by the following phenomenological expressions [21]:

s=0cspE, Jj=06sces, J =6suck, (D

where s is the average spin polarization, E is the applied elec-
tric field, j is the current density, and J is the component of
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FIG. 1. Impression of SHE. The hopping of electrons (frogs) in
one direction is accompanied by separation of electrons (frogs) with
spins (arrows) up and down in perpendicular direction.

the spin current associated with the spin-z component (normal
to the plane of the structure). The generalized conductivities
G cisp, 0sGe, and Gsyg depend on structure parameters and
external magnetic field B.

We consider a semiconductor zinc-blende heterostructure
grown along the [001] direction. In this case, it is useful to
introduce the coordinate frame as z || [001], x || [110], and
y || [110]. In this coordinate frame the Hamiltonian describing
spin-orbit interaction has the form [25]

Hso = 6 « Bk = 6, Buyky + 6y Bk )
Here, 6, , are the Pauli matrices, k = —iV, and B.,, B, are

two spin-orbit constants caused by both bulk- and structure-
inversion asymmetry.

We assume that the external magnetic field is applied
perpendicular to the structure B = B.e,, where e, is the unit
vector along z direction. The asymmetric heterostructures are
described by C,, point symmetry group. In this case, the com-
ponents E, and s, transform according to I'; representation,
E, and s, belong to I'y representation, while B, transforms
according to I';. Importantly, the symmetry analysis shows
the following:

(i) the diagonal components of all the generalized suscep-
tibilities are odd in B;,

(i1) the off-diagonal components are even in B,.

In the particular cases of structure-inversion asymmetry
dominance (C., symmetry) and bulk-inversion asymmetry
dominance (D,; symmetry), the components of the tensors
o CISP.SGE are related by

Xy _ yx XX _ yy
OCispSGE = FOCIsPSGE:  OCISPSGE = TOCISPSGES 3)

where the upper (lower) sign should be taken for Coo, (D2y)

point symmetry. For the spin Hall effect, the following relation

takes place in both cases:
OsHE = —O%ues  OSHE = OSiE- @)

The structures grown along crystallographic directions other
than [001] are briefly discussed in Sec. I'V.

B. Derivation of the kinetic equation

In the hopping conductivity regime the electron ener-
gies are different for different localization sites. Therefore,
hopping between the sites involves emission or absorption
of phonons to ensure the energy conservation. The total
Hamiltonian of the system can be presented as

H="He+Hpn + Heph- S

Here, the term H, describes the Hamiltonian of the electronic
system, H p;, is the phonon Hamiltonian, and .., describes
the electron-phonon interaction.

The Hamiltonian describing the system of localized elec-
trons reads as

He=) eiclcio+y Y I clcio+Hz  (6)

ij oo’

Here, cja (ciy ) are the creation (annihilation) operators of an
electron at the site i with the spin projection o = :t% on the
normal to the 2D plane, z axis, and ¢; are the spin-independent
site energies. The second term in Eq. (6) describes the spin-
dependent hopping with the amplitudes Ji‘]’»"/. Hz is the
Zeeman Hamiltonian. In this and the next section we neglect
the electron g factor for the sake of simplicity, thus assuming
‘Hz = 0. The modification of kinetic equations accounting for
the Zeeman splitting is discussed in Sec. IV.

The hopping amplitude is determined by the transfer inte-
gral

IG5~ / dr¥;(r —roVWe(r—r), (D

where V(r) is the potential energy including the attraction
potential of sites i and j. The localized electron wave function
has the asymptotic form [26]

wo(r>~exp{% /0 [p(r’)—fﬁ(r/)]dr/}xa. ®)

Here, x, is the basis spinor, p(r) is the imaginary quasiclas-
sical momentum of electrons, and

A(r) = A(r) — %& B )

is the modified vector potential. It includes the vector potential
of the applied magnetic field and the term corresponding to
spin-orbit interaction. This allows us to obtain [49-52]

S A

Jij = JijUij, (10a)

where

Jij = Joe i,

A

Uij = exp(—id;; -6 +ig;). (10b)

Here, we neglected power-law terms in J; ; in comparison
to the exponential dependence e~'i#/%. The spin-orbit and
magnetic-field-induced phases are given by

Qi = ToBrys g =5 Grixrn, (100
respectively, where m is the electron effective mass, r; are the
coordinates of the sites in the 2D plane, r;; =r; —r;, a; is
the localization length [53], and we have used the Coulomb
gauge. Jy is a real constant of the order of the binding energy.
In general case Jy and a; are even functions of the magnetic
field [53].

The phonon Hamiltonian has the form

Hon =Y hblb,, (11)
q

where /12, is the energy of the phonon with the wave vector
q, and b, (bj,) is the corresponding annihilation (creation)
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operator. The Hamiltonian of the electron-phonon interaction
reads as

Hepn = 3 v(€1Riby + e Ripl)el c;p  (12)

i,oq

with v, being the electron-phonon interaction constants. The
spin dependence of electron-phonon interaction is negligible.

After the canonical transformation [54,55], the total Hamil-
tonian can be presented as

MW= Zecmc”,Jer bibg+ Y Viclcion,

i,j,o,0'
(13)
where Vi‘;(’/ = Ji‘;”'Qi_, with

0 =exp]— Z yq[(eiqr; _ eiqrj)bq + H.c]}, (14)
q

¥q = vq/(h2), and we have neglected the renormalization
of €;.

The aim of microscopic theory is to to derive the kinetic
equation. For the sake of simplicity, we limit ourselves to the
lowest orders of perturbation theory in the electron-phonon
and spin-orbit interactions. Provided the concentration of
charge carriers n is inferior by far than the concentration
of localization sites ng, one can neglect correlation effects.
Additionally, under assumption that the concentration of lo-
calization sites is much smaller than the inverse localization
length squared, ny < a, 2, we will use the onsite spin density
matrices p;. The master equation can be presented as

d p; dA(k)
o Z T (1s)

where the sum runs over the orders of perturbation theory in
the hopping amplitude.

The first nonvanishing term is the second-order
contribution
ﬁ<2> R R
L= Z (8CEn — Em)2Vump; Viun
- /31' Vnm an - ‘711m anﬁt» (16)

Here, n and m denote the states of the electron-phonon
system where the given electron is localized at sites i and j,
respectively, and the angular brackets denote averaging over
the phonon bath state. The contribution ﬁi(z) describes hopping
and spin rotations. Since

Vm Vi = J31Q1 Qi (17)

where 1 denotes the 2 x 2 unit matrix, the outgoing term in the
second order is the same for all spin orientations. Accordingly,
the second-order contribution can be presented as

dp” pi | Uiip;Ui
S AL (18)
dl 2]: Tji Tij

with U; ; being the unitary spin rotation operator (10) and t;
being the hopping time from the site i to j. In the lowest

(second) order in the electron-phonon interaction the hopping
time is given by

1 2,
_:_J 27/(1 D(|€,]|)[N|€,j|+0(€,j)] (]9)
Tji h
where €;; =¢; —¢€;, g;; is the phonon wave vector cor-
responding to this energy, ®(¢) is the Heaviside func-
tion, D(e) stands for the phonon density of states, and
Ne = 1/[exp(e/kpT) — 1] is the occupation of the phonon
state with kg and T being the Boltzmann constant and temper-
ature, respectively. This result can be conveniently obtained
using the hopping diagrams introduced in Ref. [21]. The mul-
tiplier 2 reflects the fact that the phonon can be emitted either
at site 7 or j. Note that, due to the energy difference, 7;; # 7;;.
As it is commonly accepted, we neglect simultaneous hops of
two and more electrons.

In what follows, we derive all the other terms of the
kinetic equation in the lowest nonvanishing order in spin-orbit
interaction. The effective frequency of spin precession during
the hop is accordingly given by £;; = 2d;;/t;; provided
12;7;] < L.

The third-order contribution to the master equation has the
form

d'\(z)
dr
4r A
=_7 S(E,— En) nlm(vnmpjvmlvln)(s(En_El)
m,l
R AiR ‘Zm‘?m Vn _VmA‘V Vn
n e[0i Re(Vun Viui Vin) — Vim0 Vit Vil ’ 20)
E,—E

where we have introduced the notations Re O = (0 + 01)/2
and Im O = (0 — OT)/(Zi). It can be rewritten in a form
similar to Eq. (18):

£-ghf

10, Ui Usi b Re(U;; U Uk)
Tikj Tjki

Im(05; 0 O
_ m( jp/j jk k) ’ (21)
Tikj
where
1 1 JieJii 1 1
I k,( + ) (22a)
Tikj Tij 2Jij € — € Gj — €k

1 _ h ( Jl] ij Jlk )
T A\Igdatutg  JijJatat o Jij D TiiTg ’
(22b)

These expressions can be also directly obtained from the
diagrammatic approach [21]. We note that the rate 1/t
describes emission/absorption of one phonon. These rates
contribute to the interference mechanism of magnetoresis-
tance [56,57]. The rate 1/7;;; describes interaction with at
least two phonons. The corresponding processes lead to the

hopping Hall effect [49,58]. For our purposes, it is important
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to keep both contributions because they have different
symmetry.

It is convenient to present the onsite density matrix in the
form

5 = %i+a~s;, (23)

where n; is the occupancy of site i, and S; is the corresponding
spin. Substitution of this expression into Egs. (15), (18), and
(21) yields a system of coupled kinetic equations:

np = Z lij + Z(Aij S = Aji - Si), (24a)
J J

. S;
Si + Z S;x @+ — = Z Ij; + Z(Gijnj + Gjin;).
j fo j

(24b)

Here,
A (25)
Tij Tji
is the particle flow between sites i and j. Assuming that spin
relaxation is mainly governed by the onsite hyperfine inter-
action, we phenomenologically introduced the spin relaxation
time 7,. We note that the hopping time 7;; as well as the spin
relaxation time t; can be anisotropic, which is disregarded in
Egs. (24). The spin current flowing from the site j to the site
i is a sum of two contributions
Iszi—i-i-wijnj—wj'ini. (26)
Tij Tji
The first two terms describe spin diffusion, while the latter
terms arise due to a difference in spin-conserving tunneling
rates for electrons with spins oriented along (1) and opposite
() to the axis «: Wi‘}‘. = (Wyy — W, )/2. Similarly, G;’;. =
(Wyy — W4)/2 describes spin generation, where W, and
W4+ denote the tunneling rates with the spin flips between
the corresponding orientations. The spin-galvanic coefficient
can be presented as A;’} =2(Wp + Wy — W — Wy)).
Therefore, we obtain a general relation

Ay =4W;; — Gyj). 27

The kinetic coefficients IC;; (KK = A, G, W) in Eq. (24)
are equal to sums over the auxiliary sites IC;; = Zk Kijk, and
the relation (27) holds for IC;j; as well. These expressions
demonstrate that CISP, SGE, and SHE arise only taking into
account hopping between three sites, i.e., triads should be
considered. From the ingoing contributions in Eq. (21) we
obtain that

2 .
i =Gy + Wiy = axyayx|:§Aikj X &(rij +rix)

COS @i SIn @i
—Aik,} Pity TSRO (28a)
Tikj Tikj
2 .
Aikj = dayoryy §Aikj X @Q(rjx+rji) — Aikj
COS @iri  SIn ki
x [ 2Pk 2RO ) (28b)
Tikj Tikj

where A;i; =ry; x r;j/2 is the oriented area of the triad,
& =mpB/h%, and

D
Qikj = Qij + Qjk + ori =2 —— (29)
0
with ®;;; = B - Ajj; being the magnetic flux through the triad
(see inset in Fig. 5) and &y = 27 hc/|e| being the magnetic
flux quantum. Using the relation (27) one finds

. COS @ix; | Sin @y
Gij = ayy0tyc Ajyj X 0”‘[,'( — + , (30a)

Tikj Tikj

Ay .
Wikj = oxyoryy = X &(rj +ri) — Ay

CoS @ir;  SIn@ix;
% - 12,9 + 129 .
Tikj Tikj

We see that the kinetic coefficients oscillate with magnetic
field, and the period of oscillations is determined by the triad
area A;y;.

We note that the phase related with the spin-orbit interac-
tion is equivalent to the dynamical phase factor:

(30b)

1 N
(’)\'d,‘j = g/é’ﬂkij(l)dl‘, (31
where the wave vector k;; () describes propagation of an elec-
tron from site j to i. In the same time, the Aharonov-Bohm
phase ¢;; is known to be geometric or Berry phase [59,60].

C. General properties of kinetic equation

Summation of Eq. (24b) over all sites yields the total spin
generation rate in the form

Z S = Z/Tikj + Z @i < §j— Z %’ (32)

ijk ij

where the prime denotes that each pair (j, k) should be taken
only once, and

n;
Yixj = Lijnj + Tijpng — Z(Ajki + Agii). (33)

Note that the terms with spin-conserving tunneling rates (W;;)
in I';; and A;; cancel each other, but we keep them for the
future convenience.

In thermal equilibrium the rate Y;;; vanishes, and the spin
polarization is absent. This can be explicitly shown with the
help of relations

n; n; n; n; n; ng

) ) - )

/
Tij Tji Tikj Tjki Tikj

ro_
Tikj = Tkij-

(34)

The first of these relations follows from Eq. (19) and rep-
resents the detailed balance equation /;; =0 in thermal
equilibrium, while the rest follow directly from Egs. (22).
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These expressions along with the definitions Eq. (28) yield

Ay + Ay =0, Tiynj+Tn =0,
/1’ 1 ! ! 1 1
Tnj = 3 Ajuni =0, Thm = Al =0, (35)

where one and two primes denote the even in B, contributions
proportional to 1/ r{kj and the odd in B, ones proportional to
1/7x;j, respectively [see Egs. (28)]. Combining all together
one finds Y;;; = 0 in thermal equilibrium, as expected. In
close to equilibrium conditions we obtain

Yirj = Ujy il + T i lij + Tt L (36)
This expression is similar to “Hall source” in the theory of
hopping Hall effect [58].

The average spin evolution follows from Eq. (32):

. 1 . 1
S=a2 Si:HZ(ZGu”jJFQUXSJ)_
i )

s
— (37
Ts

where A is the total area of the sample. This expression differs
from Eq. (32) by omission of spin-conserving tunneling terms.
It can be conveniently rewritten introducing the total spin
current

1 §,2
J:ﬂ E rijlij (38)
i
as follows [6,21]:
. s
§=——e,x&J — —, (39
n T,

with e, being a unit vector along the z axis. We remind
that we restrict ourselves only to the lowest (third) order in
spin-orbit interaction. Defined in this way the spin current
vanishes in thermodynamic equilibrium. One can separate two
qualitatively different contributions to the spin current: 7 gis
and J 4, as the two first and two latter terms in Eq. (26).
Provided the electric field is applied to the structure along x
direction the sum of the two contributions in the perpendicular
direction is related only to the spin relaxation:

Jv = TIAZ.VI'SL'Z-

i

(40)

The spin current in the longitudinal (x) direction can be
nonzero even without spin relaxation as a product of spin
polarization and electric current. We remind that, in accor-
dance with the symmetry analysis performed in Sec. IT A, the
odd and even in B, contributions to spin orientation and spin
current averaged over disorder are perpendicular to each other.

It follows from Eq. (37) in the steady state that the CISP
conductivity can be presented as

. A2 AT
O CISP = [f(nS7 Ts) + g(”s, Ts)er]Tr(ﬂ )ﬂ ,Pfs' (41)
Here,
’;
may \~ 2hngay
P=(—) —=, 42
<h2 ) enJotop 2

p is the resistivity, and tp is the characteristic time for the
distance ~a,.! The dimensionless functions f(ng, ty) and
g(ny, t5) are even and odd in B,, respectively, as follows from
the symmetry analysis presented in Sec. IT A.

The spin-galvanic current can be similarly obtained from
the kinetic equation (24a). The calculation yields the follow-
ing result for the SGE response:

R A2 AT
6sce = [ f(ng, 7y) — g(ng, 75)e; x4 Tr(B)B PksTn.
(43)
Here, the functions f and g coincide with those for CISP
[Eq. (41)] as follows from the Onsager relation [12,21,61].

The spin Hall conductivity can be deduced from Egs. (39)
and (41):

. ~ K*nP
GsuE = —[f (1. 7) + g(ny. 7)e-x 1B (e: x B)——.

m
(44)

We stress that, in the inhomogeneous system under study,
the drift and diffusion currents are always interconnected.
Therefore, the spin Hall conductivity describes the fotal spin
current induced by the applied electric field. The constant drift
spin current, leading to spin separation, can be found formally
from Eq. (44) in the limit t; — 0 when the diffusion spin
current vanishes.

III. DISORDER AVERAGING

The above analysis provides microscopic equations that
describe CISP, SGE, and SHE in the hopping regime. Ulti-
mately, we are interested in the macroscopic susceptibilities
introduced in Egs. (1). However, in the disordered system
the link between microscopic expressions and macroscopic
parameters is not straightforward due to an exponential dis-
tribution of the hopping times.

Equations (41)—(44) express macroscopic susceptibilities
through the dimensionless functions f(ng, 75) and g(ny, Ty).
In this section we study in detail the even in magnetic field
effects that are described by f(ny, t;). In what follows, for
brevity we call the function f(ny, t;) the spin susceptibility.
As it is shown in the previous section, the kinetic coeffi-
cients (28) and (30) oscillate with magnetic field. In this
section we demonstrate that these oscillations are strongly
modified in a macroscopic system due to the disorder.

We consider the system with dominant spatial disorder.
So, we assume that the energy disorder |e; — €;| is small or
comparable to the temperature. In this case, we can neglect the
dependence of hopping times 7;; on energies in comparison
to the strong dependence on site positions. Also we limit
ourselves to Ohmic regime. In the analysis of the magnetic-
field dependence of the spin susceptibility we neglect for
simplicity the dependencies of 7y and a, on B, as well as
magnetoresistance.

"Here we define P as a value two times larger than in Ref. [21].
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FIG. 2. The spin susceptibility f(n, 7,) calculated numerically
for n xa,f = 0.01 (black curve) and its analytical approximation (56)
(white dashed curve) with the parameters y =1 and D = 0.5 x
107842 /7. The background colors distinguish the four regimes (A),
(B), (C), and (D) discussed in the text. Yellow and green curves
show the two contributions (58) and (66) to the spin current in the
percolation model. The inset shows the same black solid curve and
the spin susceptibility calculated for nya? = 0.3 (red dashed curve)
and 0.1 (blue dotted curve).

A. Numerical simulation

We have performed a numerical simulation of coupled
charge and spin dynamics described by Egs. (24). As it is
mentioned above, we have assumed that the spatial disorder
dominates over energy disorder. In this case, the hopping time
in each pair (ij) has the form

T = Tji = o€’/ (45)

with 79 being a constant. The conductivity of the system
was analyzed using Miller-Abrahams random resistor network
where each pair is replaced by a resistor with the resistivity
Rij = nkp Tt,j/(ezns) [53]. In this model, a numerical solu-
tion of a set of Kirchhoff equations yielded the particle flows
I;; for each pair of sites. In the next step, the spin generation
rates Y;jx were calculated using Egs. (36). Then, the steady-
state spin density was found from Eqs. (24b). At this step we
neglected spin generation rate G;; and spin precession £;;
because they are proportional to the third power of spin-orbit
constants. And, finally, the spin current was calculated using
Eq. (40). Comparison of the result with Eq. (44) yielded the
spin susceptibility f(n, t;). We have performed numerical
simulations for N, = 512 x 103 localization sites with the
Poisson distribution, and we have checked that the differ-
ence between the three realizations of the disorder was less
than 1%.

The dependence of the spin susceptibility on the spin
relaxation time at zero magnetic field is shown in Fig. 2
by the black line for n;a} = 0.01. One can distinguish four
regimes in the dependence of the spin susceptibility on the
spin relaxation time which are shown by different background
colors in Fig. 2. For small t; we find that f tends to 1 [cyan
region, regime (A)]. When 7, increases, in the blue region,
the spin susceptibility decays approximately as 1/,/7, [regime
(B)]. This decrease stops at a certain value, and in the magenta
region of t; the spin susceptibility hardly changes [regime

(O)]. Finally, for large enough spin relaxation time, f decays
as 1/7, [red region, regime (D)]. As it is shown in the inset,
the second (blue) region narrows down with increase of the
concentration ;.

We show the numerically calculated distribution of gener-
ated spin in Fig. 3. Here the color scale is arbitrary. It can be
seen that in the regime (A) all the generated spin is localized
at close pairs with small separations. In the regime (B), the
spin is still localized on rare sites but the separation of the up
and down spins is larger. In the regime (C), the generated spin
covers entire regions of the sample indicating spin diffusion
with a finite length /. Finally, in the regime (D) the spin
polarization is distributed over the whole sample due to the
large spin diffusion length [y > L, with L = \/N;/n, being
the sample size.

Figure 4 demonstrates the magnetic-field dependence of
the normalized spin susceptibility as a function of two param-
eters 7, /79 and B,/By, where By = @0/(27‘[615). One can see
that the dependence f(B;) can have either one or multiple
changes of sign depending on the relation between the spin
relaxation and the hopping times.

B. Percolation analysis

In this section we develop an analytical theory to describe
the dependence of the spin susceptibility on the spin relaxation
time and magnetic field. This is possible in the limit of
strong disorder nsa,% <« 1, when the percolation theory can be
applied [53]. The presented results are qualitative, but they are
in a good agreement with numerical simulations.

First, let us briefly summarize the main facts of percolation
theory for system conductivity [53]. As mentioned in the
previous subsection, the ensemble of localization sites can be
mapped onto the Miller-Abrahams network of resistors with
the resistivities

Rij X Tj5. (46)

Due to the exponentially broad distribution of the hopping
times, the current mainly flows in a percolation cluster. It
includes only resistors with

kgT
PR exp(arefay), @7)
se

Rij ,S Rperc =
where r. = 2./5./7n; /* is the percolation distance. For the
2D system under study, the percolation threshold is 71, ~
1.128 [62]. We note that the system resistivity can be esti-
mated as p ~ Rpere. Despite the strong disorder, the system
can be considered as a homogeneous one with a usual diffu-
sive conductivity on the length scale exceeding the correlation
length

Lcor = H;I/z(rc/ab)v, (48)

with the critical exponent v &~ 1.3 [62].

Now, we turn to the analysis of the spin susceptibility.
Similarly to the numerical simulation discussed above, its
calculation consists of two steps. In the first step, a distribution
of electric currents in the system is determined. In the second
step, one can analyze the spin-related phenomena on the basis
of Eqgs. (24b) and (36) with the known particle fluxes I;;.
The analysis of the spin susceptibility can be conveniently
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@  mm=107 ()

1.46 - 10°
:-:ﬁ,;_m.«:-,-:g‘ %,

(S B

(c) 7s/To = 1.26 - 10° (d)

Ts/T0 = 1.09 - 107

FIG. 3. Spatial distribution of S; ; for different spin relaxation times in zero magnetic field. The four panels (a)-(d) correspond to the
regimes (A)—(D). The red color corresponds to S; ; > 0 and blue color to S; ; < 0. The color scale is arbitrary. The black lines show the particle
fluxes between the sites: the thicker is the line, the larger is the flux. Parameters of the calculation are nsa,f =0.1and N, = 10*.

done considering SHE, so we again reduce the kinetic equa-
tions (24) to the second order in spin-orbit interaction. The
corresponding equations for spin dynamics have the form

. S; S, —S; / Tix COS Qi
§ J z : Jjk ikj
Si + — + _ = axyayx Alk]/—ljk’
Ty 7 Tij I Tikj

(49)

where the prime after the sum indicates that each pair (jk)
should be taken only once. Note that only the z component
of these equations is nonzero, which corresponds to SHE
effect under study. Here, we have neglected the odd in B,
terms in the right-hand side because we are aimed only at the
description of the even in magnetic-field spin susceptibility
f(ng, 7).

The inhomogeneous part of Egs. (49) is related to the
triads of sites along the percolation cluster where the par-
ticle flux is nonzero. Since Eqs. (49) are linear, the triads
can be considered separately. Let us discuss one of these
triads (ijk). We separate the contributions to the total spin
current [Eq. (40)] from this particular triad, and from all the
others, which we model by a diffusive medium as S@% (r).
It is assumed that the spin polarization can escape the triad
with the rate 1/7,, and the income of spin polarization from
the diffusive medium to the triad under consideration is

0.3 od 101

B./By 0.5

FIG. 4. Dependence of the normalized spin susceptibility on T
and B, for n,a = 0.01.

negligible. The corresponding steady-state spins at the sites
satisfy the equations

S(ijk Slijk UL S@jk) _ glijk)
S[_(’J ) B SIEU ) Si(lj ) B Sj — Si

0)
= ijtkjl“.(‘k,
2 Tik Tij Y
k) SGjk) jk) Sjk) jk)
Sj S — Sj S — Sj ©)
= - = LixTikl s
Ts Tjk Tij
S(ijk) (ijk) (ijk) SGjk) gk
7§ -80S S N0
- o ' = —4ijTjl e
s ik Tjk
(50)
where T = oy, A%, cOS @i /T
ijk — Yxy@yxAijp Pikj/ Tijk
1 1 1

T] T, Ty
The diffusion equation in the medium has the form
560

Ts

— DASYO(r)
I [agi i iy
- r_d[s;”’”a(ri) + 8180+ 870sr0)] (51)
with D being the spin diffusion coefficient. We note that
30 4 505 4500 g (52)

since we limit ourselves to the study of spin separation and
neglect CISP here. The total contribution of the given triad to
the total spin current has the form

ik = iljr]i(ad +jir]pked’ (53)
where
T = tls(yi S0 4y 80 4y SN (54
and
Tt = ri f dry 890 ). (55)
The net spin current is presented as
7= %Z;’ka, (56)
ij
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where the prime after the sum indicates that each triad (ijk)
should be taken only once. These equations allow one to
describe the dependence of the spin susceptibility on the spin
relaxation time and magnetic field shown in Figs. 2 and 4.

1. Zero magnetic field

First, we analyze the spin susceptibility at zero magnetic
field. The particle flux in each branch of the percolation cluster
has the same order of magnitude lperc. In a 2D system it can
be estimated as Ipere ~ jLcor/e, Where we remind that j is
the current density. In a given triad, Ipere is divided between
the current in pairs I;;, I;, and Ij; in accordance with the
resistivities (46). This defines the right-hand side in Egs. (50).
The solution of these equations yields the contribution (54) of
the triad to the total spin current. It turns out that it has a very
strong dependence on the geometry of the triangle formed
by the three sites under study. The maximum value of this
contribution dominates the spin Hall effect.

At very short spin relaxation times 7, < Ty, in the regime
(A), the maximum is reached in the smallest triangles. In this
regime J giff can be neglected. Therefore, J = J 4, and the
spin susceptibility is independent of t, in this case.

For longer spin relaxation times t; > 1, regimes (B)—-(D),
the maximum is reached when the sites i, j, and k form an
equilateral triangle (see Appendix A). The contribution of the
triangle with 7;; = r;x = rjz = r to the spin current can be
expressed as follows:

3.7 r/ap
3hotyyory, T, e’
16JptoT, /% + 31’;/1'0

The side of triangle r is arbitrary in Eq. (57). The triad
contribution to the total spin current can be written in the form

\70(7) = _Iperc (57)

i — / Cdr p(NJo(r), (58)
0

where p(r) is proportional to the distribution function of the
triangles of the size r along the percolation cluster. We assume
that it has the form

pryoc1/r?, (59)

where y is a constant. This dependence with y > 0 reflects
the fact that the probability to find an equilateral triangle with
a side r < r. belonging to the percolation cluster drops with
r.

For moderately long spin relaxation times t; > 7 [regime
(B)], the maximum of Eq. (57) is reached at the optimal value
r = Fopt:

o2 = 210 22 (60)
where we neglect the contribution or® in Eq. (57) in compar-
ison with the fast exponents. The optimal side 7p is a result
of the interplay of two factors. On one hand, for very large
triangles the spin generation efficiency Fi((.)lz decreases expo-
nentially. On the other hand, for small triangles the diffusion
and the drift spin currents exponentially well compensate each
other [21]. In other words, the spin polarization in different
directions at different sites “recombines” due to fast hopping.
As a result, there is an exponentially sharp maximum for

optimal triangles: J triad Jo(ropt), and the exact value of y is
not very important in comparison with the strong exponential
dependence Jy(r).

The time 7, corresponding to start of diffusion is related to
hopping on the critical distance r,:

T4 & 19 exp(2re/ap).

The larger is the spin relaxation time t,, the larger is the
optimal triangle 7oy Provided rop; < 7, the diffusive medium
in our model does not play an essential role because the gen-
erated spin relaxes faster than 7;. Therefore, the contribution
J™ed can be neglected, and the total spin current 7 =~ J triad
As a result, we obtain for regime (B)

Ty o¢ Jolrop(t5)] oc 1//7. (61)

In the regimes (C) and (D), the size of the optimal triangle
Fopt(Ts) s larger than the critical distance r.. In this case, the
main contribution to 7" is given by the largest triads along
the percolation cluster. At the same time, the spin polarization
is partially transferred to the diffusive medium. It follows from
Eq. (51) that the contribution to the spin current from the
diffusive medium has the form

T = SO (y) + 8O P () + 5V F (). (62)

where
L2
F(y)= f K(y',y)y'dy (63)
TsTd J—L)2
with
ch (B2 4 ch (22
KO\ )= S B

I 2sh(L/1y)

being the Green’s function of the diffusion equation. Here,
|y| < L/2 with L being the sample length, and Iy = /Dt; is
the spin diffusion length. Substitution of this expression into
Eq. (63) yields

(65)

F(y)= o y - S eh(L/2L)

1 [ / Sh(y/ls):|

The sizes of triangles (ikj) are much smaller than I; in
regimes (C)'and (D). This allpws us to relate the contribution
Z‘}‘,fd to Ztﬁad: i‘;}fd =1 \Z?,‘{add F/dy, where we have taken
into account Eq. (52). The contribution J™¢ from all the

triads is
med triad Ts 2ls L
= —|1——th|{—]|. 66
J J Td [ L (215 ﬂ (66)

Here, the multiplier 7, /7, describes the ratio of the times spent
by the spin inside the triad and outside of it. In the regime
(C) one has 7, < L?/D (I; < L), so the mesoscopic effects
do not take place. In this case, the second terms in Eqgs. (65)
and (66) can be neglected, and J, ~ J med js independent
of t,. However, in the regime (D) the spin separation in the
sample is suppressed due to diffusion of spin polarization
from one boundary of the sample to the opposite one (Fig. 3).
In this regime for /; > L we obtain

Ty~ J™ o« 1/1,. (67)
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Vanishing of the spin current in the limit 7y, — oo has the
same origin as in the two-dimensional disordered systems
with spin-orbit interaction only [63].

2. Nonzero magnetic field

Now, we proceed to the analysis of the spin susceptibility
as a function of an external magnetic field. This dependence
is related to the factor cosg;r; in Eq. (49) which means
that the spin separation and spin generation rates in each
triad of sites oscillate as functions of B,. Hence, one can
expect the oscillations of the spin susceptibility similar to
Aharonov-Bohm oscillations. Numerical calculation indeed
demonstrates this effect, as shown in Fig. 4. The decay of
oscillations is determined by the spread of oscillations period
in optimal triads. If the spread of triad areas is much smaller
than the mean area, then the period of Aharonov-Bohm os-
cillations in a macroscopic system is well defined. Otherwise,
the oscillations are efficiently smeared.

In the regime (A) the optimal triads are the isosceles trian-
gles with one small side r, ~ a;, (see Appendix A). The long
sides of the triangle rgge can be arbitrarily large. However,
we assume that these long sides participate in the percolation
cluster rgge < r.. The contribution of such a triangle to the
spin current J; in the regime (A) is

3oty ayy Ipere
16.]01’()

Fsidel2 cos fe /%

s7iso =

(68)

Bzrsidera
x cos | 2m ——— ).

2P

Here, 0 is an angle between the long sides of the triangle and
the x axis and we have taken into account that r, < rgge. This
contribution exponentially drops with r,, therefore, the area
of the optimal triangle can be arbitrarily small. According to
Eq. (56), this expression should be averaged over different
optimal triangles to obtain the magnetic-field dependence of
spin susceptibility. Averaging over 6 yields a factor on order
of unity. The distribution of the short sides r, is related
to the probability to find a third site k participating in the
percolation cluster near one of the sites i or j. The third
site k should form an approximately isosceles triangle with
sites 7 and j, |r;; — rjx] S ap. The probability to find this site
can be estimated as n,a,dr,. Integration of Eq. (68) with this
probability yields the contribution to the spin current of the
isosceles triangles averaged over r, in the form

4
haxyayx Ipercn.r apTside

(Tisodr, ~

Jo‘L’()
y 1 — 3( B,aprsige/ Po)*
[1 + (7w B.aprsige/ Po)* 1P

(69)

The total spin current in the regime (A) is given by averaging
of this expression over rgg.. The distribution of distances
Fsige between sites in the percolation cluster is not uniform.
When 74 <K n;l/ 2 it can be estimated as Pa(Fside) = PoFside
where pg is a constant. This distribution reflects the fact
that the probability to find a small triangle with rg4. <K 7, in
the percolation cluster raises with rgq.. We extrapolate this
distribution up to the largest possible rgge = 7. It leads to the

following expression for the spin current in the regime (A):

3 x+2x3
(1 +x2)?

where x = B,r./(2Byay;). The function (70) does not oscillate
but it contains one change of sign.

In the regimes (B)-(D), as discussed above, the opti-
mal triads form equilateral triangles (see also Appendix A).
An exponentially sharp maximum exists in the dependence
Jo(r) meaning that the dominant contribution to SHE comes
from the triangles with the same area. With account for the
Aharonov-Bohm phase

(nBZr2ﬁ>
cos| —— |,

f(B;) = f(0) — arctan xi|, (70)

x3

20, a1

we evaluate the integral (58) by the stationary-phase method
and obtain the magnetic-field dependence of the spin suscep-
tibility in the form

B.)= f(0 B. 2B; 72
f(B) = f( )COS<Bopt>eXp(_BoptBo>' (72)

Here, the period of the oscillations is determined by the area
of the optimal triangle:

B 4hc

opt = T = 5 >
V3 lelr 02pt

and the rate of oscillations decay is related to the decrease of

the triad contribution to the spin current when its size deviates
from the optimal one. Qualitatively, the number of oscillations

is of the order of \/Bo/ Bopt.

IV. DISCUSSION

(73)

The results of the previous section indicate that the depen-
dence of the spin susceptibility on 7, as well as its oscillations
as a function of the magnetic field are closely related to the
spin transport in strongly disordered sample.

The sum of two contributions, Egs. (58) and (66), describe
the total spin current in the framework of the percolation
analysis at zero magnetic field for any ;. The corresponding
calculation of the spin susceptibility f(zy, ny) is shown by
the white line in Fig. 2. Reasonably good agreement of the
percolation analysis with the results of numerical calculations
is evident for all the regimes. Moreover, the analytical depen-
dencies 1/,/7, for regime (B) [Eq. (61)] and 1/7, for regime
(D) [Eq. (67)] as well as constants for regimes (A) and (C)
describe the numerical simulations with high accuracy. The
contributions to the spin current from triads and from the
diffusive media are shown in Fig. 2 by yellow and green lines,
respectively. Figure 2 demonstrates that the triads’ contribu-
tion dominates in the regimes (A) and (B). In contrast, triads
serve only as sources of the spin current in the regimes (C)
and (D) where the diffusive media contribution is the largest.

We note, however, that the diffusion coefficient D =
0.5 x 10‘8a§ /7o used in the analytical calculation in Fig. 2
is different from the charge diffusion coefficient, ob-
tained from the numerical simulation of system conductivity
5.6 x 1075a} /7y, and from the estimation L2 /74 ~ 2.9 x
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f(B:)/ £(0)

0.0 0.1 0.2 0.3 0.4 0.5
B./B,

FIG. 5. Magnetic-field dependencies of the normalized spin sus-
ceptibility for 7,/ty = 1073 (cyan curve), 3 x 107 (blue dashed
curve), and 4 x 10 (red dashed curve). Parameters of the cal-
culation are the same as in Fig. 2. The numerical results for the
susceptibility are compared with Eq. (70) (dashed black curve) and
with Eq. (72) (solid blue and red curves). The inset illustrates the
magnetic flux through a triad of localization sites responsible for
Aharonov-Bohm-type oscillations.

10’6a§ /To- This is most probably an artifact of our oversim-
plified model.

Figure 5 demonstrates the magnetic-field dependence of
the spin susceptibility for the regimes (A)—(D). The colors of
the curves correspond to the background colors in Fig. 2. We
note that the magenta curve in the figure is absent because it
coincides with the red one. The dependence (70) is shown by
the black dashed curve in Fig. 5. The very good agreement
between Eq. (70) and numerical simulation results in the
regime (A) is clearly seen. The numerical results for the
regimes (B)—(D) agree qualitatively with Eq. (72) as shown by
solid blue and red curves in Fig. 5. Moreover, the analytical
expression (73) for the oscillation period is in quantitative
agreement with numerical results in the regime (B). In the
regimes (C) and (D), the agreement is slightly less perfect: for
7,/To = 4 x 10" the numerical result for the period exceeds
the analytical estimate (73) by ~18%.

Because of suppression of spin polarization with increase
of magnetic field, we focused mainly on the even in magnetic
field effects which are described by the spin susceptibility
f(ng, 75). The odd in B, kinetic coefficients contain energy
differences between initial and intermediate states [Eq. (22a)].
Therefore, they can not be analyzed neglecting energy
disorder, as it is done in Sec. III. We note, however, that these
terms can vanish due to this averaging, which deserves a
separate study.

We note that the definitions of macroscopic susceptibilities
[Eqs. (41)—(44)] are valid for the particular form of spin-
orbit interaction [Eq. (2)], which is realized in zinc-blende
heterostructures grown along [001] direction. Nevertheless,
the presented results can be applied to a wider class of
systems, where one can choose the reference frame in the
spin space formally coinciding with Eq. (2). This can be
done, in particular, for asymmetric structures grown along
the [110] direction. Moreover, despite all three effects in
(001) heterostructures are related with the in-plane spin com-

100 |
B
=
E 107
o=
2 1.0
A
= 107423
wn
g 1/3
o
96l 00

10 102 100 10°
TL/T()

1074 10° 10* 108 1012 1016
Ts/ 7o, 1/((527'67'0)

FIG. 6. The dependencies f(t;/79) (black solid curve) and
fI1/(8t.79)] (red dashed curve) calculated in the models with a
single spin relaxation time [Eq. (56)] and in the model of nuclei-
induced spin relaxation, Appendix B, respectively. The parameters
of the calculation are the same, as in Fig. 2, and T} = oco. The inset
shows the dependence of f(T) in the regime (A) (T;8 = 10*), where
f = 11in the model with a single spin relaxation time.

ponents, in (110) quantum wells the electric current orients
the spin component normal to the 2D plane. If the (110)
system is structure asymmetric, then its point symmetry group
is C; with a reflection in the (yz) plane being only one
nontrivial symmetry element. Here, z || [110] is the normal
direction, and x || [110], y || [001] are the in-plane axes [25].
The symmetry analysis shows that the following even in B,
components are nonzero:

Xy, yX X Xz
OCISPSGE,SHE’ OcIsps OSGE» (74)
as well as the following odd in B, ones:
XX,yy 2y yz
OCISPSGE,SHE’ Icisps OSGE* (75)

Due to low symmetry, all these components are linearly
independent.

In this paper, we neglected Zeeman effect, which does not
affect the spin current. However, external magnetic field can
significantly suppress the in-plane spin polarization due to
Hanle effect as 1/[1 + (gupB.t,/h)?] with g being effective
electron g factor and g being Bohr magneton. Interestingly,
in the structures of crystallographic orientations other than
(110), the Hanle effect can manifest itself as only partial
suppression of spin polarization. Detailed analysis of these
effects is beyond the scope of this paper.

For localized charge carriers, the main source of spin
relaxation is the hyperfine interaction with the host lattice nu-
clei [27,28,64-68]. Since the spin relaxation time of nuclei is
very long, the electron spin relaxation is non-Markovian [66].
Generally, the spin relaxation can not be described by a single
time 7y, as it is assumed in our simplified model. Therefore,
we also study the generalized susceptibility in a more realistic
model of nuclei-induced spin relaxation. Details of the model
are given in Appendix B. The result is shown by a red dashed
line in Fig. 6 along with the dependence f(t,;/7y) calculated
in the simplified model after Eq. (56) (black solid line).
The nuclei-induced spin relaxation rate is determined by the
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typical value of the fluctuation of the Overhauser field at the
localization site § [Eq. (B4)].

Figure 6 demonstrates that the dependencies of f on /1
in a simple model and on 1/(8%t.79), where T, = Tpe</®
are similar: they both consist of the four distinct regimes.
Therefore, we conclude that our main model qualitatively
describes the spin-related phenomena even in the case of
nuclei-induced spin relaxation. The two models coincide in
the regimes (C) and (D) because in this case the electron spins
make many hops before relaxation, and one can introduce an
effective spin relaxation time (see, however, Refs. [67,68]). In
the regime (B), the dominant contribution to the generalized
spin susceptibility is given by equilateral triads, as discussed
in Sec. III B 1. The spin relaxation in the triads is determined
by the fluctuations of the Overhauser field at these three sites,
and to obtain the value of f one should average the diffusive
spin current over the distribution of the nuclear fields. Figure 6
shows that the total spin current in this case is smaller than
in the model with a single spin relaxation time 7, (details of
calculations are described in Appendix B). This explains the
quantitative difference between the two models in the regime
(B). With an increase of hyperfine interaction strength [in
the regime (A)] the generalized spin susceptibility saturates
at a value smaller than 1. This is related with the fact that,
on average, only % of the generated spin polarization decays
due to static nuclear spin fluctuations at a given site [27].
Therefore, we introduce an additional phenomenological slow
spin relaxation time 7 unrelated with the hyperfine interac-
tion which leads to complete relaxation of spin polarization
in the limit of very long hopping time. In the regime (A),
the generalized spin susceptibility depends on T; at T} < 7o.
The dependence f(7)/79) is shown in the inset in Fig. 6.
One can see, that in the limit 7] < 79, the generalized spin
susceptibility equals to 1 and agrees with the result of the
single spin relaxation time model.

V. CONCLUSION

Based on the derived kinetic equations describing the cou-
pled spin-charge dynamics, we have identified four regimes
of hopping spin transport where SHE, CISP, and SGE have
different behavior. The numerical simulation shows the map
of the spin distribution in the sample in all four regimes. The
spin susceptibility is shown to be governed by the ratio of the
spin relaxation and hopping times. The percolation analysis
being in a very good agreement with the numerical simula-
tions demonstrates how the contributions to the spin effects
from each triad in the percolation cluster average over disorder
realizations. Application of the perpendicular magnetic field
results in damped oscillations of the spin susceptibility where
the number of sign changes is also determined by the spin
relaxation time.
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FIG. 7. A part of the percolation cluster. The noncritical resistors
participating in the cluster are shown with blue color. The critical
resistors are shown with red color. The area of the optimal triangles in
different regimes is filled in accordance with the background colors
in Fig. 2.

APPENDIX A: OPTIMAL TRIADS

In our percolation analysis we discussed that the contribu-
tions of different triads of sites to SHE have an exponentially
broad distribution. The effect is dominated by the optimal
triads of sites ikj that are defined by optimal geometry of
the corresponding triangle (ikj). However, this geometry is
different in different regimes. Here, we discuss in details the
optimal geometry in all the regimes (A)—(D).

In the regime (A) all the hopping terms can be neglected in
Egs. (50). It allows to write the solution explicitly:

~iki e — P —
S = w Iy T o L exp (%) (AD
b

The similar expressions can be derived for SY%) and g,gikj ).
The exponential part of Eq. (A1) disappears in the isosceles
triangle with

Yij = Tkj, Fik ™~ dp. (AZ)
The long sides r;; and ry; are assumed to belong to the
percolation cluster (see a cyan triangle in Fig. 7). When
the geometry of the triangle deviates from the discussed
one, gj(.lkj ) exponentially decreases. It is clear from Eq. (A1)
that it decreases with increasing r;; as exp(—rix/ap). When
the triangle ikj deviates from Eq. (A2), the generated spin
decreases due to the redistribution of the currents. Let the
side r¢; be larger than r;;. The current I;; in this case can
be estimated as [yj = Iperc €Xp [—2(rkj — 7ij)/ap]. 1t leads to
the additional exponentially small term exp(—|rx; — 7;;|/ap)
in the expression for the generated spin. When r;; > ry; the
current I; is equal to Iper, but the term exp(—|ry; — 74j1/ap)
appears in Eq. (A1) directly.

The optimal triangle in the regime (B) is the equilateral
triangle with a side rop given by Eq. (60) (see a blue triangle
in Fig. 7). The triangle should participate in the percolation
cluster. As mentioned in the main text, the discussed geom-
etry is actually the optimal one. To prove this, we consider
the triangle with y; = y; = 0. The side ij of the triangle
is assumed to be included into the percolation cluster. Its
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contribution to spin current is directly related to g,gikj )

j(trlad) ]Eikj)

as
Yi/Ts. We remind that in the regime (B), 7, &~

7, < T4, and the contribution Zi’;ed) can be neglected.

We start with the comparison of the contributions to the
spin current of equilateral triangles with different length r
of the side. In this case, Ty = 7;; = Tjx = T9e>/*, T =
rée3’/ @, 1= (4/ SFZ)J()TOZ. The system of equations (50) in

this case can be analytically solved:

Z r/(lb
S(lkj) _ %I Ty Ty QayQyx A€

T - A3
3 pere 7y e¥/w 4+ 31 /79 (A3)

In our analysis we neglect the power-law dependence A;’j ()

in comparison to exponential dependence ~e'/* of the right-
hand side of Eq. (A3). This expression has a maximum at
r = rop[:

3/2_1/2
OxyQyx Aopt Iperc Ty Ts

3\/—7"0 '

S(Opt) (A4)

where Aqp = (\/5/4)r§pt.

Now, we should compare a contribution of nonequilateral
triangles with expression (A4). In this procedure we consider
rij = rop and displace the site k from its position correspond-
ing to the equilateral triangle. If we move the site along the x
axis, one of the sides r;x and r;; becomes larger than another.
Let us consider r;; < rj;. In the limit n,a} < 1, it means
that 73 < 7;; < 7. However, at least for relatively small
displacements we can still consider /,; = gge®*/“. Also,
the spin relaxation rate is comparable w1th 7;; because r;; is
still equal to rop: T, = 7;;/3. In this case, we can neglect the
term 7, /7¢; in the equation for S; and disregard spin diffusion
between sites j and k. Also, the spin generation at the site
j is exponentially smaller than at sites i and k and can be
neglected. It leads to the relation between the polarizations on
sites i and j: S(lk” S(lkj)/4 With Eq. (52) it allows us to

k).

give an explicit expression for S;"’:
g(ikj) _ 5 Iperctvfikaxyayonpttik

LT3

N S]Eopt) 2rik=rij)/ay &« §,E°pt).

T6€3r"”’/“
(AS5)

Now, we consider the displacement of the site k along the
y axis. For this displacement the triangle ikj stays isosceles.

Therefore, the relation of the spins Ei(ikj ), E(ikj ) and §(ikj )

the same as in the case of equilateral triangle S('k’ ) S('k’ y
SUED 12 Tt leads to the explicit expression for S\ /:
S(zk/) I axYayfokj Ts Tside
U Y 7:(/) Tside + 375
rii + 2rg
X exp (—”—SI(je). (A6)
a

Here, rix =7jx = rsge and Tsge = To €Xp(2rsige/ap). When
Tside = Tij, the current I;; = 21,ec/3, and Eq. (A6) is reduced
to Eq. (A3). When rgqe is larger than r;;, the last term in
Eq. (A6) exponentially decreases, leading to the exponentially

small spin polarization §,ﬁikj ). When Tside < 1ij the current [;;
becomes small, I;; ~ Ipere €Xp[—2(rij — Fsige)/ap], because
the resistor R;; is shunted by the resistors R;x and Ry;. It again

leads to the exponentially small spin generation g,ﬁ’k/ ).

The above arguments prove that, in the regime (B), the
dominant contribution to the spin Hall effect comes from
the equilateral triangles with sides rqp. 7op increases with
7, and becomes larger than r. at t; > 19 exp(2r./ap). This
spin relaxation time corresponds to the transition from regime
(B) to regime (C). In the above analysis we assumed that the
triangle ikj is included into the percolation cluster. It is not
possible when r;; > r., leading to the upper boundary for the
side of the optimal triangle. Therefore, in the regimes (C) and
(D) the dominant triangles have sides ~r..

The spin generation in the regimes (C) and (D) is controlled
not only by the processes inside the triangle ikj, but also by
the transition of the spin to the surrounding medium. It leads
to the additional restrictions for the position of the triangle
ikj. All the three sites of the triangle should be parts of
the percolation cluster, otherwise the effective transition of
spin from the triangle to the medium is impossible. However,
they should be included in different branches of the cluster,
otherwise the resistors of the triangle will be shunted by
the noncritical resistors of the cluster. The optimal triangle
in regimes (C) and (D) is shown in Fig. 7. It lies at the
intersection of three branches of the percolation cluster.

In the limit t; — oo, our theory of SHE can be mapped on
the theory of the ordinary hopping Hall effect. The optimal
triangles for the Hall effect are discussed in Ref. [55]. Our
predictions for the optimal triangles in regimes (C) and (D)
agree with this work.

APPENDIX B: HYPERFINE-INTERACTION-INDUCED
SPIN RELAXATION

The results of the main text were obtained in the framework
of the simplified model where spin relaxation is described by a
single time 7;,. When the dominant spin relaxation mechanism
is the hyperfine interaction with the host lattice nuclei, the
physics of the spin relaxation is more complicated. Although
the detailed analysis of the interplay of the realistic spin
relaxation and spin-orbit interaction is out of the framework
of this study, we show here that our main result, the existence
of the four fundamental regimes (A)—(D), is relevant for the
hyperfine-interaction-induced spin relaxation mechanism.

In the regimes (C) and (D), electrons make many hops
before the spin relaxes. In this case, the spin density decays
in time exponentially, and the spin relaxation time t; can
be introduced. Our results for these regimes are valid for
the hyperfine-interaction-induced spin relaxation mechanism.
However, it should be noted that the spin relaxation time de-
pends on both the spin precession frequency and the hopping
time.

In contrast, in the regimes (A) and (B), all important
processes take place inside the triads, and the Overhauser field
induced spin dynamics cannot be reduced to a single spin
relaxation time. However, the system of rate equations for the
electron spin with the spin precession can be readily solved
numerically. The results then are averaged over the hyperfine
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fields and the triads. We make these numerical calculations in
the following subsections. The provided results show that the
four above-discussed regimes are relevant when the realistic
spin dynamics in the hyperfine fields is considered despite that
the physics is different, especially in the regime (B).

J

1. Regimes (B), (C), and (D)

In the regimes (B), (C), and (D) we restrict ourselves with
the equilateral triangles that are known to control the effects
in the single 7, model. The spin dynamics inside the triangle
can be described by the equations [cf. Egs. (50)]

<ljk) Sk gljky  gaijk)
<(jk) S 28,7 =87 =8 1 o
S, xw + le + - = Slpmrr‘ukez, (B1)
ik ’S;;z]k) 2S(uk) S(l]k) S(Uk) {
Sj X @j+ o + . 3 Ipercrl“ljke (B2)
<jk) UL (V19 B (319
k S 2S - S —8S. 2
SO sy 2 ’ L (B3)
Td T 3

Here, S; 5% Stands for the vector of the spin polarization at the

site i of the triangle (ijk), T = 1;; = Tix = Tjx is the hopping
time between the sites of the triangle, 7; is the time of the spin
transition to the medium, and w;, ®;, @; are the frequencies
of the spin precession at the sites of the triangle. The vectors
®; jx are assumed to be independent and have the Gaussian
distribution characterized by a parameter §:

exp (—w?/8%).

Flw) = (B4)

(J_ 8)}
The triangle is assumed to be connected to the percolation
cluster as it is shown in Fig. 7. This defines the right-hand side
of the equations. The spin generation rate is multiplied by e, to
reflect the fact that the spin is generated along the z axis in the
lowest (second) order in the spin-orbit interaction. We assume
that only the z component of spin exists in the medium. Its
dynamics is described by Eq. (51) of the main text where the
spin relaxation time in the medium is introduced according to

1, = 1/(8°7,), (B5)

where 1. = T9e?</% is the characteristic time of the spin
diffusion.

In Fig. 6, we compare the results of the above-discussed
model with the results of the single spin relaxation time
model. In the regimes (C) and (D), the results coincide. In the
regime (B), the results are similar: both models demonstrate a
decrease of the spin susceptibility with the increase of the spin
relaxation rate.

2. Regime (A)

When 879 > 1, the spin precession is fast as compared
with the hopping rate and the system is in the regime (A).
Although the spin can not relax completely due to the regular
precession in the hyperfine fields (only % of the spin polariza-
tion decays on average [27]), the partial relaxation breaks the
detailed balance between the drift and diffusion spin currents.
As a result, in the limit §tg >> 1 the spin susceptibility tends
to a constant of the order of unity.

In the single spin relaxation time model, the spin current
in the regime (A) is associated only with the spin generation
(drift current). The dominant role is played by the isosceles
triangles with one short side r;; ~ a (Fig. 7). Spin generation

(

in the other triangles is exponentially smaller. Let us recon-
sider these triangles with the model of realistic spin dynamics
(spin precession in the local fields).

The spin generation in the triangle with r;x ~ a, rij, rjr >
a is most efficient at the sites i and k. The spin polarization at
the site j can be neglected. This leads to the following system
of equations:

Tk k) gk
0 o S ST S .
' l Tik T ik
<ljk) gk gjk)
U ST =8 S
Sy wp — — = —8ijk (B6)
Tik T

where 8ijk |z, gijx = Ipemt,-jFl.(](.],z/2. Here, we introduced a
long phenomenological spin relaxation time 7; unrelated with
the hyperfine interaction in order to describe the relaxation
of spin component parallel to w;; without hopping. Micro-
scopically, it can be caused by the two-phonon processes [69].
The z component of the spin current is expressed according
to Egs. (26) and (38) of the main text. We note that the spin
current is equal to zero when @; = @ = 0 and 7} — oo.

We solve these equations in the limit |@; x|7o > 1. In this

case, it is useful to divide S, 5% into the components oriented

along the local field w; x and perpendicular to it. The per-
pendicular component experiences fast precession. Its average
value is proportional to 1/|w; |, so it can be neglected. It
allows us to solve Eqgs. (B6) and obtain the following result
in the limit of fast spin precession and 7} — oo:

cos? 6;; — 2 cos 0;, cos B; cos Oy, + cos? ka

ik =1-—
fisk 1 — cos2 6y

B7)

Here, fiji is the spin susceptibility for the given orientations
of the vectors w; ; with 6;, . being the angles between w;
and the z axis, and 6;; being the angle between w; and wy.
Averaging f;;; over these angles yields

f(wix| = o0) =1/3. (B8)

The results of calculations for the regime (A) are shown in the
inset in Fig. 6. A transition from f = 1 to % given by Eq. (BS)
takes place when 7T} becomes longer than tp.
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