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Pancharatnam’s experimental findings on amplitude interferometry of polarized light during 1950’s was an
early example of the Berry phase. But a similar experimental realization of the geometric phase in the context
of solid-state electronic systems where the polarization state of the photon is replaced by spin-polarized states
of the electron remains unexplored. This is primarily due to the fact that the generation of Pancharatnam’s
geometric phase involves a discrete number of cyclic projective measurements on the polarized states of light,
and an equivalent cyclic operation on electron spin is much harder to implement in a solid-state setting. In
the present paper, we show that the edge states of the quantum spin Hall effect in conjunction with tunnel
coupled spin-polarized electrodes (SPEs) provide us with a unique opportunity to generate Pancharatnam’s type
of geometric phase locally in space, which can be detected via electronic current measurements. We show that
the controlled manipulation of the polarization directions of the SPEs results in coherent oscillations in the
cross-correlated current noise, which can be attributed to a multiparticle version of Pancharatnam’s geometric
phase, and is directly related to the phenomenon of intensity interferometry. We demonstrate that the interference
patterns produced due to the manipulation of the geometric phase in our proposed setup show a remarkable

immunity to orbital dephasing owing to their spatially local origin.
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I. INTRODUCTION

Soon after Berry’s seminal work [1] which generated
tremendous excitement, it was pointed out by Ramaseshan
and Nityananda [2] that the phase factor arising in cyclic
changes of the polarization states in Pancharatnam’s work [3]
on amplitude interferometry was in fact an early example of
the Berry phase. Berry translated Pancharatnam’s findings in a
quantum mechanical language and introduced the Aharonov-
Bohm (AB) effect [4] on the Poincaré sphere by exploiting
the fact that the polarization of light is isomorphic to a two-
level quantum system [5] (see also Ref. [6]). This led to a
wide appreciation of Pancharatnam’s work in the context of
geometric phases in quantum physics.

Concurrent to this, another exciting development occurred
due to Hanbury Brown and Twiss (HBT), who replaced
Michelson interferometry by intensity interferometry while
measuring the diameter of stars [7]. Intensity interferometry
essentially refers to processes in which a pair of particles
interferes with itself. In the context of optics, a generalization
of the HBT experiment was recently proposed [8] (a simpler
setup has been proposed recently in Ref. [9]) which was car-
ried out in Refs. [10,11]. It was shown that the vector nature
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of light introduces a nonlocal and multiparticle geometric
component in addition to the usual dynamical component in
the HBT correlation.

In the context of electronic charge transport, a nonlocal
and multiparticle AB effect has been observed in experi-
ments involving edge currents in quantum Hall systems [12]
(see Ref. [13] for pertinent theoretical developments). How-
ever, it should be noted that only the coupling to the orbital
degrees of freedom of electrons was exploited in Ref. [12]
and the spin remained frozen.

In the present proposal, we demonstrate a way to exploit
the spin degrees of freedom of the electrons in order to
generate the AB effect in spin space. To illustrate the idea of
the AB effect in spin space, let us consider a standard two-path
interferometer [14] as a prototype. Let us further assume that
the interferometer arms are endowed with the possibility of
rotating the electron spin [15] as it traverses through the
respective arms [see Fig. 1(a)] of the interferometer. Hence,
when an electron with its spin polarized along a given z axis
(call it | 1)) is incident on the interferometer, its amplitude of
propagation will split into two parts, with each part traversing
coherently along the respective arm. Finally, these two ampli-
tudes are made to interfere, producing a resulting intensity at
the other end of the interferometer. Now, if we assume that
the arms of the interferometer are of identical lengths with no
net magnetic flux being enclosed, one would expect a perfect
constructive interference.

However, the situation changes if we allow for a rotation
of the electron spin along each arm. It turns out that the
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FIG. 1. (a) Schematic of the setup to realize the one-particle spin
AB effect. The two interfering paths are depicted as T; and T, and
the yellow shades represent the region of rotation of spin. (b) The
trajectories T; and T, represent the evolution of spin on the Bloch
sphere. The geodesic G connects the end points, forming a closed
AB loop surrounding the red shaded region.

spin dynamics alone can generate a nontrivial interference
pattern which can be visualized as an AB effect on the
Bloch sphere [16]. Due to the spin-active interferometer arms,
the incident electron with spin | 1) evolves into |x;) (lower
arm) or |x») (upper arm) as it traverses the respective arm.
Hence, traversing through the lower or the upper arm actually
traces out two independent trajectories [labeled T; and T,
in Fig. 1(a)] starting from the same point corresponding
to the incident state | 1) on the Bloch sphere. Following
Ref. [5], the resulting interference pattern will depend on
an extra phase factor which is given by half the solid angle
subtended at the center by the closed area surrounded by
Ty, T, and the geodesic [17] G connecting |x;) and |x2) on
this Bloch sphere. This phase is the same as the AB phase
accumulated by an electron while traversing once around the
periphery of the above-defined area (A{T;, T,, G}) on the
surface of a unit sphere [see Fig. 1(b)]. This can be interpreted
as if a (hypothetical) monopole of half strength is sitting at the
center of this sphere [1]. Hence this is referred to as an AB
effect on the Bloch sphere and the tunability of spin results in a
modulation of the phase which can be observed as oscillations
when we change T or T, or both in a controlled manner.

A setup involving the two-path interferometer-type geome-
try which could produce such a type of geometric phase from
electronic spin dynamics has been explored extensively in the
past by Loss et al. [18] and Stern [19]. In their work, the
geometric phase was induced by an arbitrary smooth closed
loop evolution of the spin on the Bloch sphere. To this end, a
question that naturally arises in the first place is if one could
produce as well this type of geometric phase in a controlled
fashion resulting purely from the evolution of the electron
spin only along geodesic paths on the Bloch sphere, which
will be a step beyond Refs. [18,19]. This will be a proper
analog of Pancharatnam’s geometric phase [17], which can
be visualized by considering a closed loop evolution of spins
on the Bloch sphere discretized in a set of n (n > 2) number
of points on the Bloch sphere connected via geodesics, hence
forming a spherical polygon.

In view of the above discussion, the questions that we
address in this paper are as follows: (a) Can we produce such

a geometric phase locally in space and control it in a desired
fashion without introducing an interferometer type setup, (b)
if (a) is a success, will there be any observable consequences,
and finally, (c¢) can we produce a multielectron (in our case
a two-electron HBT-type [7]) analog (where the loop on the
Bloch sphere is closed by spin evolution of not one but two
electrons simultaneously) of a Pancharatnam-type geometric
phase which is generated locally in space and measurable
via standard protocols that are routinely used in electrical
transport experiments in mesoscopic systems.

The organization of the paper is as follows. In Sec. II, we
introduce the model for amplitude interferometry and answer
questions (a) and (b) raised above. Here, we illustrate how the
Pancharatnam phase manifests as oscillations in measurable
physical quantities. In Sec. III, we discuss its multielectron
realization in the context of intensity interferometry as framed
in question (c) above. We also remark on the robust nature of
the oscillations and their immunity against orbital dephasing
by including an extended tunnel junction in the intensity
interferometer where phase averaging is introduced to mimic
orbital dephasing. We finally conclude in Sec. IV, summariz-
ing all the results.

II. PANCHARATNAM PHASE IN
AMPLITUDE INTERFEROMETRY

First, in order to address questions (a) and (b), we study
a setup comprising helical edge states (HESs) of a quantum
spin Hall state (QSHS) [20-23] locally tunnel coupled to a
single spin-polarized electrode (SPE) which facilitates spin
injection on the edges as well as supports their reflection back
[see Fig. 2(a)]. Here, the QSHS is hosted on the x-y plane, and
the spins of the helical edge states are assumed to be polarized
along the z axis with S, being conserved [24]. In order to
realize the Pancharatnam phase in this setup, the time-reversal
symmetry must be broken on the edges. We will illustrate this
point further when we calculate measurable quantities such as
current and noise in the setup.

In the presence of an in-plane magnetic field, the HES
spectrum gets gapped. We sustain electronic transport in the
system when we place the chemical potential (1) in the
conduction band [25] (see Fig. 2). The dynamics of the new
edge states is then effectively described by the Hamiltonian
(assuming an intrinsic coordinate x along the edge), which is
valid within a linearization bandwidth about w, given by

Ho = —thivy / dx(Whacwr —ylow, (D)

where vp is the renormalized Fermi velocity decided by u
and the magnetic field, and the operators W]Te and wz create
electrons, respectively, for the right (R) and the left (L) prop-
agating electron states with the spinor part of the normalized
wave function given by |ng) and |n.). Note that (n;|ng) # 0
(see Fig. 2) as time-reversal symmetry is broken.

For simplicity, we model the SPE as a one-dimensional
system on a half line (extended from —oo to 0) whose spec-
trum is linearized about its Fermi energy, and an unfolding
trick [26] is used to describe it as a right moving chiral
mode (R’) extended from (—oo to oo) with a specific spin
polarization given by the spinor |ng/). The corresponding
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FIG. 2. The cartoon picture of the energy spectrum for the helical
edge state, when exposed to an external magnetic field, is presented
on the right-hand side of the figure. Here, the red and blue arrows
represent the spin polarization directions of left and right movers.
(a) A cartoon picture of the setup for amplitude interferometry in
which the HES (which has a dispersion as shown on the right-hand
side of the figure) is tunnel coupled to a SPE that facilitates injection
of a fully polarized electron onto the helical edges. Here, ¢ is the
intraedge scattering amplitude while ¢’ is the tunneling amplitude
between the SPE and the helical edge states. (b) The cartoon picture
of the setup for intensity interferometry where tunneling of electrons
happens simultaneously between the helical edge state and the two
SPEs. The (single-headed) black arrows on the edges represent the
direction of motion of the electrons with a given spin.
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Hamiltonian is then given by

Hepe = —thvy / dx oy P

—00

We further allow for weak tunneling of electrons between the
SPE and the edges.

A finite but small backscattering within the edges is as-
sumed to exist essentially because of the possible presence of
a fringing field due to the proximity of the ferromagnetic lead.
We consider a situation where the tunneling between the SPE
and the edges is local in space and it is taking place at x = 0
[Fig. 2(a)]. Hence, the tunneling Hamiltonian is given by

’HT:/ dx8(x)y > tyy¥lvy +He p. (3)

o n n#En

where n,n" € {R, L, R’} and t,, is the tunneling strength
between 1 and 7/, further expressed as t,,y = fy,, with y,, =
(ny|n,). We take the choice f = for n, n’ € {R, L} (i.e., the
backscattering) and 7 = ¢’ otherwise (i.e., tunneling between
the SPE and the edges). Later, we will consider the case of
an extended tunnel junction in the presence of dephasing and
show that our results are robust to such a consideration.

We now introduce the scattering matrix (or S matrix) that
describes the junction between the HES and the SPE with the

total Hamiltonian
H =Ho+ Hspe + Hr. 4)

The incident wave function from either the left contact or
right contact or the SPE on the tunnel junction at x =0 is
transmitted and reflected as an outgoing wave function. If the
wave functions associated with the incoming and the outgoing
channels are given by 1/f,i]“ and ¢¥°", respectively, then the
corresponding S-matrix elements are defined through

Ut = s U )
"

We shall show below that in the presence of finite backscat-
tering (¢ # 0), both the current and the cross-correlated noise
would feature oscillations arising purely from tuning the
geometric phase associated with the area of the Pancharatnam
loops on the Bloch sphere, which were absent for = 0. For
an explicit calculation of the S-matrix elements, refer to the
Appendices A and B and Ref. [27].

We consider a situation where the HES of QSHS is con-
nected to left and right contacts which are grounded, i.e.,
Vr = VL =0 (Vg are the voltages applied on the left and
right contacts) while the SPE is maintained at a bias volt-
age Vg = V. In this situation the part of the total injected
current into HES moving towards the left or right becomes
(I,;"“) = “’vals”erz, where n = L/R. In the weak tunneling
limit between the SPE and the edge states (¢’ < hvg) we
expand the current (I,""“) perturbatively up to leading order
in ¢’ to obtain
e’V
(I = TtQA{IZWRL|2|V(L/R)R’|2 + 4 vE YRR P

+4¢r.1ytzhvr sin(R2/2)}, (6)

in the zero-temperature limit, where A =4/ (47121)% +
Plyer?)?. yeL = (nrlnL),  yre = (nglng),  yeL =
(npling),¢r = 1,6, = —1,and Z = yrrygrryrr = ze” Y2,
with z being the amplitude and €2/2 being the phase of
the complex number Z which is the quantity of central
focus. It essentially represents a series of cyclic projections
L —- R — R’ — L forming a spherical triangle connected
by three geodesics on the Bloch sphere [Fig. 3(b)]. The
quantity €2 represents the solid angle subtended by this
triangle at the center of the Bloch sphere and can be identified
with Pancharatnam’s geometric phase [17]. It should be noted
that this phase can be tuned by altering the magnetization
direction of the SPE leading to coherent oscillations in the
current.

Now, we will discuss our protocol for observing these os-
cillations arising due to the Pancharatnam phase of geometric
type which includes two measurable quantities: (a) the total
average current injected into the edge states from the SPE,
denoted as I, and (b) the current asymmetry (lqi) defined
by the difference between the fractions of I, which flows
to the left and right of the injection point (see Fig. 2). We
can further assume a situation in which the SPE spinor |ng/)
lies on the x-y plane such that it is making an equal angle
with that of the spin of right and left moving edge states, i.e.,
|Yrr'l = |YLr'| = . Such a situation remarkably simplifies
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FIG. 3. (a) A triangular Pancharatnam loop formed by the
geodesics connecting three spin states |ng), |n.), and |ng/) on the
Bloch sphere with orientation L — R — R’ — L. (b) A quadrilat-
eral Pancharatnam loop formed by the geodesics connecting four
spin states |ng), |n.), |ng), and |n;) on the Bloch sphere with
orientation R - R’ — L — L’ — R. The solid angle subtended by
the triangle or the quadrilateral loop at the center of the sphere is
represented by 2.

the expressions of [ and Igi and brings out a dependence of
current on the Pancharatnam phase. The expression for current
in this situation is given by

Lot = (12m> + (1,3“‘)

eV 204522 2 2\1,72
= TA{2oc (4r°vy + lyrl®) }17, @)

and

L = (1) — (13")
%

2 .: Q 72
ZTA 2thvp|yLr|o smE te. 8)

Note that the expression of /i, in Eq. (7) reduces to [, =

EZTVI/Z for the case when the in-plane magnetic field acting
on the edge is switched off and time-reversal symmetry is
restored in the edge state leading to |nz) = [1 0]” and |n.) =
[0 1]7. Hence, the total current becomes independent of the
magnetization angle of the SPE [28]. The ratio of the two
directly measurable quantities I in Eq. (7) to Iy in Eq. (8)
is given by

_ hvrt|yrr| .
= (LR ) in =, )
an UF+I |)/LR|

2

The current asymmetry parameter R is a particularly inter-
esting quantity as it has no dependence on « or A and it
only depends on y; g and 2. This implies that we can induce
oscillations in this quantity only by changing Q2 by rotating
the magnetization direction of the SPE while keeping y,r
fixed. Hence this oscillation can be attributed purely to the
variation of Pancharatnam’s phase. At this point, it is apparent
why, in order to detect Pancharatnam-type oscillations in in-
terferometry, it is crucial to break the time-reversal symmetry
on the edges of the QSHS, which renders |y g| # 0. Also,
these oscillations can be visualized as stretching the area of
triangular Pancharatnam loops by tuning the magnetization
direction of the tip alone [see Fig. 3(a)].

Similarly, the cross-correlated noise between the left and
the right contact, which has the following expression [29]

3
e . .
SrL = ﬁ{(SITeRSRLS'LLSLR +H.c.)|Vr — Vi|

+ (SITQRSRR/SIRHYLR +H.c)|Vg — Vr/|

+ (ShySkrS) psiL + He)|Ve — Vel},  (10)

under the same condition as mentioned above reduces to
3
e’V Q
Sk = 4—ht’4a4<A — A??R*v% |y g|? sin? 3> (11)
T

to the leading order in ¢’ [the expression of the quantity A
is given right below Eq. (6)], and it evidently features oscil-
lations via Pancharatnam’s geometric phase as the currents
in Eq. (6). This setup thus exemplifies an elegant noninter-
ferometric platform where a Pancharatnam-type geometric
phase is arising from one-particle interference (amplitude
interferometry), that can be experimentally detected by simple
mesoscopic measurements of current or noise. Hence, this
completes addressing questions (a) and (b) raised in the In-
troduction by posting a physical situation which not only sup-
ports the local and controlled production of Pancharatnam’s
phase but also its manifestation in physical observables such
as average current and dc current noise.

Finally, we note that 7 and |y g| always appear together as
a product in the expressions of both current and noise. This is
expected as a finite value of either of these implies breaking
of the time-reversal invariance on the edges. Additionally, this
product will continue to be a single parameter in our setup as
long as the interedge bias V;, — Vg = 0 since it preserves the
symmetry between the left and the right moving edges.

III. PANCHARATNAM PHASE IN
INTENSITY INTERFEROMETRY

With this backdrop, we now address question (c) men-
tioned above. We study a setup comprising HES which is
simultaneously coupled to two SPEs at the same spatial point
on the edges [see Fig. 2(b)] such that it provides a two-
source two-detector setup essential for observing intensity
interferometry [13]. In this case, the current and noise would
feature two-particle quadrilateral Pancharatnam loops unlike
the triangular loops in the previous case as discussed below.
We start with two SPEs with distinct polarization labeled R’
and L’ tunnel coupled with the QSHS, and their respective
spin states are represented by |ng/) and |n; ). The tunneling
Hamiltonian has the same form as Eq. (3) except that n, ' €
{R, L, R, L'}. We further assume the tunneling strength for
both the SPEs to be the same (¢'). The average currents and
the noise are calculated with a voltage bias V applied to both
the SPEs while the edge states are kept grounded. The current

. 2
expressions (I") =S¥ 3" |s,,|*, where 7 can be R or L

and n’ € {R’, L'}, when explicitly written by substituting the
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corresponding S-matrix elements, take the forms
t
(IZ)r)
2 n
eV [ t ) 5
=1 %+ )
A {EQU% (Ivw/mrl” + 1Yw/rul®)
" 2 2 2 2 2
+ 7 Uver lyre " + lyee I lvre 1™ + (Vw/ri|
20" v,

+ |V(L/R)R’|2)2 + YRRYRLYLL VLR + H.C.)} + 0",
(12)

where we have considered time-reversal symmetric edge
states, i.e., (ny|ng) = 0. It should be noted that the presence
of local backscattering (¢ # 0) is of no consequence for cur-
rent (I("L“}R)) as long as (ny|ng) = 0 on the edges and V; —
Vg = 0 1s maintained. Also from Eq. (12), we observe that
Pancharatnam loops appear only in t** order unlike the case
of single SPE taking the form of geodesic quadrilaterals on
the Bloch sphere with the four states in the order R — R’ —
L — L' — R [see Fig. 3(b)]. Similarly, the cross-correlated
noise between R and L obtained to t"* order (which is the
leading order) reads as
av ot B 2

———{|VR'R|2|VLR' + |)/L'R|2|VLL'

S =
RE h nm* vh

+YrrYrRLYLL YR +Hoc). (13)

In this equation, the last term (and its H.c.), which represents a
quadrilateral Pancharatnam loop, has a clear interpretation in
terms of two-electron interference [29] where the two-particle
amplitude for “SPE R’ shooting an electron at the edge
R and SPE L’ shooting another electron at the edge L
simultaneously” is interfering with the two-particle amplitude
for “SPE R’ shooting an electron at the edge L and SPE L’
shooting another electron at the edge R simultaneously.” This
is precisely the reason why the leading-order contribution to
cross-correlated noise comes at fourth order in .

Now, to observe manifestations of the Pancharatnam
phase in currents and noise we start by considering an
explicit choice for the spinors involved, |ng) =[1 01" and
[ny) = [0 1]7, which can be represented by the north and
south pole of the Bloch sphere [see Fig. 3(b)]. Next, we
consider one of the SPEs’ magnetization to be directed along
the x axis so that |ng) =1 l]T/ﬁ and the other SPE’s
magnetization is kept tunable in the x-y plane, which could
give rise to oscillations in current and noise via the variation

of Pancharatnam’s geometric phase. We represent its spin
state as |n/) = [1 €?]7 /+/2. Then the expressions for the
currents and noise reduce to

eV t? 1" Q
qouty _ (pouty _ & _+—(1+C082—>},
) =) h{h%% ntvg 4
(14)

and

cos” —, (15)

where Q' = 2¢ is the solid angle subtended by the geodesic
quadrilateral formed by the spin states |ng), |n.), |ng), and
[ny/) at the center of the Bloch sphere. Hence, by tuning ¢,
one can induce oscillations in the noise whose origin lies
purely in the two-particle-type Pancharatnam’s geometric
phase as shown in Fig. 4. These oscillations have mild effects
in current as the leading-order contribution appears in order
t> while the Q'-dependent terms appear in the subleading
order. On the other hand, in the case of cross-correlated noise
they have dominant effects as they appear in the leading order
itself, yielding oscillations in noise as a function of ¢, as
shown in Fig. 4.

Effects of orbital dephasing

As the mechanism to produce the interference pattern is
local, it is expected to be robust and immune to the spatial de-
phasing in the system which we have explicitly verified in the
two-SPE setup corresponding to the intensity interferometry.
We include multiple tunneling points into the two-SPE setup
and account for the dynamical phases picked up randomly by
the electrons while traversing between consecutive tunneling
points. Absorbing the phase factors appropriately requires
converting the scattering matrices to transfer matrices (see the
Appendix C) and multiply them in a path ordered fashion. The
product is converted back to construct the scattering matrix
corresponding to these multiple tunneling events. Averaging
over the random phases then provides the model for an
extended junction with a built-in orbital dephasing [30].

The results are presented in Fig. 5 in which we plot the
noise in Eq. (15) as a function of the tuning parameter ¢
for the extended junction involving two SPEs and a cer-
tain number of tunneling points (1 < n < 5). The necessary
calculations to include the dephasing effects are detailed
in the Appendix C. The plot evinces the robustness of the
oscillations against orbital dephasing. This fact can be of

Srr/So

FIG. 4. (a)—(e) show the evolution of the quadrilateral Pancharatnam loop of Fig. 3(b) as ¢ varies for zero to 2. The plot shows the
variation of Sk, as a function of ¢ with Sy = (—e®V/h)(t"*/i*v?.) being the prefactor in Eq. (15).
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FIG. 5. The noise [scaled by a factor of #~* to compare with
Eq. (15)] in the intensity interferometry setup measured as a function
of the Pancharatnam phase ¢ as mentioned in Eq. (15) (with ¢ =
©'/2) by including multiple tunneling points (the number shown
in the legend), which reveals that these oscillations indeed survive
orbital dephasing.

great importance as it can serve as a boon while exploring
entanglement generation in such a setup by postselection [31]
in the context of two-particle interferometers.

IV. DISCUSSION AND CONCLUSION

In the present paper, we explore the possibility of gener-
ating cyclic projective measurements on the spin-polarized
states of the electron in a solid-state setting. We show that
the quantum mechanical amplitude for tunneling an electron
from a spin-polarized lead into a helical edge state depends
naturally on the amplitudes [Z define below Eq. (6)] for
cyclic projective measurements on the spin-polarized states of
the electron. Hence the Pancharatnam-type geometric phase,
which is the phase of the complex number Z, directly influ-
ences the tunneling current flowing from the spin-polarized
lead into a helical edge state. In general, it will be rather
difficult to perform a series of projective measurements via ap-
plication of successive magnetic fields leading to the desired
cyclic projective measurement on the electron spin and then
perform interferometric measurements to read off the geomet-
ric phase. On the contrary, our setup leads to the generation
of such a geometric phase via spatially local tunneling and
also provides a possibility of detection via a tunneling current
measurement. This is one of the important findings of this
paper. As a next step, we consider a situation consisting of two
such spin-polarized leads which are tunnel coupled to the he-
lical edge state locally. Our motivation for considering such a
scenario is to explore the possibilities of generating and mea-
suring the HBT-type intensity-intensity correlations where the
Pancharatnam-type geometric phase plays an essential role.
With the HBT effect intrinsically being a two-electron effect,
a connection to a Pancharatnam-type two-electron geometric
phase is expected. This is precisely what has been elucidated
in this paper. The cross-correlated current noise between the
two SPEs in our setup features coherent oscillations only
due to its direct dependence on a Pancharatnam-type two-
electron geometric phase. The oscillations, which are found

remarkably robust against orbital dephasing, are not expected
to appear unless the HBT correlations dominate the signal.

Lastly, it is worth noting that the HBT effect has to
do with the interference between independent two-electron
processes which are indistinguishable. Our setup uses a spin-
polarized lead with distinct polarization direction as a source
of electrons and hence might give an apparent impression that
this fact will lead to distinguishability of different interfering
amplitudes leading to suppression of the HBT effect. This
is not the case for us because the tunneling process in our
proposed setup does break spin rotational symmetry about all
axes. When the electron tunnels into the helical edge from any
of the two spin-polarized leads, the only choice it is left with
is to become spin polarized along the |ng) or |n,) direction
depending on if it tunneled into the left moving edge state or
the right moving one. Hence the electron’s initial polarization
becomes irrelevant as far as distinguishability of the electron
based on its initial spin polarization is concerned.
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APPENDIX A: SCATTERING MATRIX FOR
AMPLITUDE INTERFEROMETRY

The scattering amplitude for a wave function v, with
n € {R, L, R’} across the point contact can be obtained by
studying its equation of motion (EOM) [27]

lhvlfr] = [Wna Hl,

where H is given in Eq. (4). Integrating the EOM over a region
from —e and € with the limit ¢ — 0, one obtains the following
set of equations,

Yr(0F) = Yr(07) = =t Trr {Yr (07) + Y (07)}/2
—1Tre{¥(07) + ¥.(07)}/2,
Yr(0%) = ¥L(07) = 1T (Yr (0F) + Y& (07)}/2
+ 1Tk (Wr(07) + Y2 (07))/2,
Yr(0F) = Yr(07) = 1T e {¥r(0) + Y& (07)}/2
— 1T p YL (07) +9L(07)}/2, (A2)

(AD)
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where we have used ¥, = {,,(0%) + ¥,(07)}/2 and T,
is a dimensionless parameter defined as I',, =t /live
[see Eq. (3) for the definition of 7,,/]. We can now define the
S-matrix elements for each of the modes which can be explic-
itly calculated from a set of three equations for each of them.
For example, an electron on the right moving edge (R) can
either scatter to the left edge (L) or to the SPE (R’), or reflect
along the same edge. Accordingly, we define the respective
amplitudes s, g = ¥ (07)/Yr(07), spr = Y (01)/Yr(07),
and sgr = ¥z (07)/v¥(07) which satisfy the following equa-
tions [derived from Eq. (A2)],

l l
sgr — 1 = —EFRR’SR/R - EFRLSLRv
l [
st = —zTrpsrr — TR Grr + 1),
2 2
l 1
SRR = _EFzR’sLR - EFZR’(SRR + l) (A3)
Similarly, scattering from a left mover (L) would have
l 1
SRL = —EFRRAS'R/L - EFRL(SLL + l)v
l 1
spr — 1= —=Trrsrr — T RiSRLS (AD)
2 2
- s
SR'L = —EFLR/(SLL +1)— EFRR’SRL’

where sgr, = Yr(07)/YL(0F), sgr = Y (07)/¥L(07), and
s = ¥ (07)/¥(07), and for the SPE (R’) we get

1 1
SRR = —EFRRr(stR/ +1)— EFRLSLR”
1 l
SLR = _EFLR’(SR/R/ +1)— EFZLSRR’» (AS)
I . U,
SR'R — 1= —EFLR/SLR’ - EFRR’SRR,’

where spp = ¥(07)/Yr(07), srr = Yr(07)/Yr(07),
and spr = Yr(01)/¥r(07). Solving Egs. (A3)—(A5) to-
gether, we can obtain an explicit expression for each of the
Syy (0, can be R, L, or R’) defined above which constitute
the full S matrix in Eq. (5) as

Yr(0F) SRR SRL SRR Yr(07)
Yr07) | =] sk szr sir Y (07) (A6)
Ve (0) SRR SRL SRR /) \Yp(07)

ne S-matrix in

The explicit expressions for the S-matrix elements are given
by

SRR = [8 +L(FRLF;R/FLR’ + F;LFRR/FzRf)

—2(ITrel> + ITre > = ITerP}1/D. - (AD)
sgr = [-8tTgr — 4T g T p1/D, (A8)
sprr = [—8tlrpr — 4T R Lr]/ D, (A9)
sip = [~8uT%, — 4T% e Trrl/D, (A10)

SLL = [8 + L(FRLF;RfFLR’ + FZLFRR’FIR’)

—2{ITgel> — [Tk )* + [Ter P)/D,  (AlD)
spr =[-8 g — 4T3, Trr1/D, (A12)
spr = [—8Tfp — 4T%, T p1/D, (A13)
spr = [—8T g — 4T R Tip1/ D, (A14)

ser = [8 + (TR Trp TR + TR Trr T )
—2{—|Tgel* + ITre|* + T2}/ D, (A15)

where the common denominator D is

D =8— L(FRLF;R’FLR’ + F;LFRR/FIR’)

+2{|Trel* + [T > + [Trr ). (A16)
APPENDIX B: SCATTERING MATRIX FOR
INTENSITY INTERFEROMETRY
The S matrix for this case is given by
o+ 0~
v _) SRR SRR SRL SRL Vr( +)
WR’(O ) _ SR'R SR'R’ SR'L SR'L’ ’»”R’(O )
Y (0h) SLR  SLR SLL  SLL Y (07) |
_ Sr S7/R S7/ Sriyps
Y (07) LR T PR \ywoh)
—_— S—matrix hv_’
1/,0\1[ lp-lﬂ
(B1)

where expressions for the individual elements are obtained by
solving the following set of equations,

!
sgr— 1 = _E[FRR’SR’R +Trespr + Treser],
!
SLR = _E[FLR’SR’R +Trpspr +Trr(srr + D],

} (B2)
SRR = _E[FR’LSLR + Trr(spr + D],

!
SR = _E[FL’LSLR + Tpr(sgr + D],
!
spp—1= _E[FLR’SR’L +Trpspr +Trrseels

!
SRL = _E[FRR’SR’L +Tryspr +Tre(spr + D],

) (B3)
SR = _E[FR/RSRL +Trr(spr + 1],

!
Sy = _E[FL’RSRL +Tpp(spr + 1],

!
SRR = _E[FRL’SL’R’ + Treser + Trr(sprr + 1],

1
SLR = _E[FLL’SL’R’ + Trrsgrr +Tp(spr + D],
(B4)

i
spp — 1= _E[FR’RSRR’ + Trrsprl,

!
SpR = _E[FL/RSRR’ +Trrsirl,
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1

SRL = _E[FRR/SR’L/ + Tresey + Try (s + D,
1

Spp = _E[FLR’SR’L’ +Trrspy + Ty Gy + 1),
!

SRL = _E[FR’RSRL’ +Trrscrl,

1
spp— 1= _E[FL’RSRL’ +Trrserl. (BS)

The explicit forms are too complicated to write here.

APPENDIX C: MODELING THE EXTENDED JUNCTION

An extended junction in the interferometer geometry fea-
tures multiple tunneling events, each of which is described by
the S matrix in Eq. (B1) for the two-SPE setup. However, to
construct the composite S matrix including all such processes,
one needs to resort to the transfer matrix (M) approach which
involves the following steps:

(1) Convert the S matrix to a M matrix defined through

Yot =Dy vyt €
-

where Yt = [yrr(07), Y (07), Y2.(07), ¥ (07)]T  and
Yt — [ 2 (0F), Y (01), ¥ (01), ¥ (07)]”. In this basis,
one can write

u v/
s={, ) (C2)
and define the transfer matrix as
P !
M = <Q i/) , (C3)

where U, U’, V, V', P, P’, and Q, Q' are all 2 x 2 blocks.
The transformation relation from § to M is straightforward to

calculate, which reads

P:U—V/'U/il'v,

Q=-U".v,
P/ — U/—l (C4)
Q/ — V/ . U/fl’

which provide the explicit expression for m,, in Eq. (C1).

(2) Account for the random dynamical phases (6p) picked
up by the wave functions between two consecutive tunneling
events. This is encoded in the scattering matrix

117
r_ (€ I 0
SF = < . el%hﬂ). (C5)

Construct the composite transfer matrix for the extended
junction as

M=M -M My, -MF.-..M,, (C6)

where n consecutive tunneling events are considered to take
place during the scattering process through the extended
junction and M¥ is the transfer matrix obtained from S” in
Eq. (CS).

Finally, the composite scattering matrix (S) for the ex-
tended junction can be constructed back following

U=pP-0-P7".0

V=-pP"1.0,
U/ — P/—l’
vV =0 .-pP~. (C7)

To observe the effects of orbital dephasing on the measur-
able quantities calculated from S for this extended junction,
one needs to average over all the random phases given by
{6p} [30]. The results obtained following this procedure in
regard to calculating the noise in the intensity interferometer
setup are presented in Fig. 5.
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