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Adiabatic perturbation theory of nonequilibrium light-controlled superconductivity

Andrea Secchi” and Marco Polini
Istituto Italiano di Tecnologia, Graphene Labs, Via Morego 30, I-16163 Genova, Italy

® (Received 7 June 2018; published 17 October 2018)

Recent experiments, in which terahertz (THz) light has been used to induce nonequilibrium superconducting
states, have raised a number of intriguing fundamental questions. Theoretically, these experiments are most
often described within the Floquet formalism, which suffers a number of well-known limitations (e.g., Floquet
heating). Alternative approaches rely on heavy numerical methods. In this paper, we develop an analytical theory
of nonequilibrium superconductivity that combines path integrals on the Kostantinov-Perel’ time contour with
adiabatic perturbation theory [G. Rigolin, G. Ortiz, and V. H. Ponce, Phys. Rev. A 78, 052508 (2008)]. We
consider a general system of electrons and Raman phonons coupled by the Frohlich interaction, in the presence
of a time-dependent external field which acts on the phonon subsystem. The latter is supposed to model the
THz light-induced excitation of nonlinear interactions between infrared and Raman phonons. Assuming that
the external field has a slow dependence on time, we derive equations for the dynamical superconducting gap,
calculating the leading adiabatic term and the first nonadiabatic correction. Our nonequilibrium formulas can be
solved numerically with a minimal increase of computational complexity with respect to that needed to calculate

the superconducting gap at equilibrium.
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I. INTRODUCTION

Discovering or engineering materials displaying supercon-
ductivity at room temperature represents an extraordinary
challenge, with obvious disruptive technological implications.
Since the critical temperature 7. for conventional BCS su-
perconductors is typically as low [1] as ~10° ~ 10! K, large
theoretical and experimental efforts are being devoted to the
search for high-temperature superconductors [2,3] and gen-
eralizations of the equilibrium theory beyond the Eliashberg
equations [4,5].

On the other hand, recent advances in the production and
manipulation of intense terahertz (THz) light sources have
triggered a very interesting question. Is it possible to turn a
normal material into a superconducting one, at least temporar-
ily, by applying an appropriately designed time-dependent
electromagnetic field? More precisely, recent experiments
indicate that stimulation by light of a superconducting mate-
rial at temperatures above T, even up to room temperature,
may induce in the otherwise normal state at least some of
the properties of the superconducting phase (e.g., coherent
transport), avoiding the need to cool the material down to very
low temperatures [6-9]. Of course, this approach costs energy.
For any technological application one should therefore assess
whether the pros of operating a room-temperature nonequi-
librium superconducting phase overcome the cons linked to
sustaining the electromagnetic field over a certain time win-
dow. Ignoring such practical considerations, this fascinating
question challenges our understanding of the mechanisms of
interaction between THz light, phonons, and electrons.
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From the point of view of theory, the main goal is to quan-
tify how the superconducting gap (A) changes in time due
to the presence of an external time-dependent field. General
integrodifferential equations have been derived, e.g., within
the formalism of Keldysh nonequilibrium Green’s func-
tions [10,11], for the Bardeen-Cooper-Schrieffer (BCS) time-
dependent gap. Despite their generality, their solutions rely on
approximations or assumptions that limit their applicability
(see, e.g., the case of a dirty superconductor [10,12—14]). One
can group different theoretical approaches to nonequilibrium
superconductivity on the basis of the time dependence of
the external field. Three cases occur: (1) the field changes
slowly, or (2) quickly, on the characteristic timescales set by
the equilibrium parameters of the system (a condition that
can be specified in different ways [11,15]), and/or (3) the
field is periodic in time. In our case, we say that the external
field is slow if the transition amplitude between instantaneous
eigenstates of the Hamiltonian #{(r) induced by its time
derivative is much smaller than the ratio between the energy
gap between those states and the timescale over which the
system is observed (7). This requirement on the smallness
of the time derivative of the external field will remind the
reader of the conditions of validity of the adiabatic theorem in
quantum mechanics [16]. Below, we will see that we actually
need a more powerful formalism. With this definition of the
rapidity of variation of the external field, the approach that we
pursue in this work deals with problems belonging to group
(1). Let us briefly comment on other approaches first.

In relation to problems of type (2), many theoretical works
have focused on the nonadiabatic regime, which often re-
quires a fully numerical treatment. Typical problems that have
been investigated in the literature involve (i) an instantaneous
switching-on of the field [17,18]; (ii) a quench of the attractive
interaction between antiparallel spin electrons [19-23]; (iii)
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an ultrafast but noninstantaneous (e.g., Gaussian) external
field acting on the electron subsystem [24,25]; (iv) simula-
tions of ultrafast pump-probe experiments in superconduc-
tors [26]; (v) preparation of the system in a nonequilibrium
state and study of its evolution under a time-independent
Hamiltonian [27]. The motivation to study this regime is given
by new experimental techniques for the ultrafast optical ma-
nipulation of superconductivity, including real-time tracking
of the evolution of A [28,29].

When the external field is periodic in time, as in the
case of problems of type (3), the Floquet formalism provides
the simplest way to compute time-dependent observables.
In Ref. [30], this approach was applied to the Hubbard
model, showing that the superexchange interaction can be
modulated to become the dominant energy scale of the sys-
tem, switching-on pair correlations that are responsible for
superconductivity. In Ref. [31], Floquet theory was used to
analyze Cooper-pair instabilities in nonequilibrium electron-
phonon systems. The effective electron-electron interaction
resulting from the electron-phonon coupling was treated in the
Hubbard approximation and a quartic time-periodic phonon
driving effectively modified the interaction parameter in time.
During the transient, at low driving frequencies, a competition
takes place between Cooper-pair enhancement due to the
driving and Cooper-pair breaking due to the nonequilibrium
distribution of phonons. The critical temperature T, defined
with respect to the time-averaged Hamiltonian, was found
to increase in a broad region of parameter space, with a
complicated dependence on the driving frequency.

Despite its usefulness, the Floquet formalism can be
strictly applied only when the driving is perfectly periodic,
which is not consistent with realistic experimental situations.
Establishing a field that can be modeled as periodic requires a
switching-on procedure occurring on a long timescale, which
may cost a significant amount of energy. For a rigorous ap-
plication of Floquet theory, the field should then last forever.
Moreover, a well-known problem with Floquet theory is the
phenomenon of Floguet heating, by which an interacting
system heats up to an infinite temperature at infinite times.
Although in some situations heating is slow enough in the time
interval of interest [31,32], it is nevertheless a nonphysical
effect whose impact needs to be carefully addressed. Recently,
the authors of Ref. [33] have demonstrated that, under rather
general conditions, the transient dynamics of Floquet systems,
on a finite timescale ¥, can be accurately described by means
of the high-frequency Floquet-Magnus expansion truncated at
a certain optimal order, which depends on 7*.

The limitations of Floquet theory can be overcome via
fully numerical approaches. For example, the authors of
Ref. [34] investigated the nonequilibrium dynamics of a
phonon-mediated superconductor induced by a transiently
modified electronic structure through nonlinear phonon cou-
pling. The system was modeled by a Frohlich Hamiltonian
with a dynamical electronic band structure (i.e., a two-
dimensional square-lattice tight-binding model with time-
dependent hopping). The time-dependent hopping amplitude
was taken to evolve linearly with time from an initial value
Jo = 0.25 eV to a final value J; = 0.20 eV (reached after a
time 7) and stayed equal to J; afterwards. For this model,
the Kadanoff-Baym equations for the nonequilibrium Green’s

functions were solved numerically. The authors demonstrated
an enhancement of the superconducting gap and discussed
mechanisms and timescales of relaxation through phononic
channels. This approach, which represents the state of the
art of the level of numerical accuracy that can be currently
reached, is computationally very demanding. Also, our under-
standing is that it allows little flexibility on the choice of the
external time-dependent modulation.

A different approach was pursued in Ref. [35]. Here, the
external field was taken care of through a time-dependent
electronic band dispersion resulting from the direct action
of the electromagnetic field on electronic subsystem. Two
scenarios were discussed. In the first case (weak-field regime),
the interaction was taken to be of the standard BCS form, and
the equations of motion for the Anderson pseudospins [36]
were solved analytically up to second order in the vector
potential describing the external field. In the second case, the
interaction was taken to be of the Hubbard form and the dy-
namics of the superconducting order parameter was calculated
numerically by using a dynamical mean-field-theory approach
in a one-dimensional system and in infinite dimensions, as-
suming a monochromatic oscillating time-dependent field, as
in the Floquet formalism.

The purpose of this work is to lay down a nonequilibrium
theory of superconductivity that allows us to bypass the
aforementioned limitations. More precisely, we neither want
to rely on a smallness assumption for the amplitude of the
external field nor assume that the external field is periodic in
time. The only assumption we want to make is that the field
is slowly varying in time, in the sense discussed above and as
will be rigorously formalized below. In this adiabatic regime,
we can employ the recently developed adiabatic perturbation
theory (APT) [37]. This is a very general procedure that
allows to deal with systems whose Hamiltonians have a slow
dependence on time, while going systematically beyond the
conventional adiabatic theorem of quantum mechanics, which
represents the “zeroth order” of APT. Applying APT to our
nonequilibrium superconducting problem, we are able to lay
down a theory which falls into the category (1) of our previous
list.

Of course, several theoretical treatments of superconduc-
tivity in the adiabatic regime are available. For example, in
Ref. [11] one can find a microscopic derivation of the time-
dependent gap A(w) in the frequency representation and in
a small-w expansion. This derivation is heavily based on the
strong assumption that the energy spectrum and quasiparticle
distribution function remain the same as at equilibrium. More
accurately, the phenomenological Ginzburg-Landau theory,
which is applicable at equilibrium for temperatures ~7T, can
be extended to nonequilibrium systems, yielding the time-
dependent Ginzburg-Landau (TDGL) theory [15,38,39]. The
latter is designed to describe systems with temperature close
to T, and subject to small deviations from equilibrium. Ap-
proximate differential equations for the time-dependent gap
are obtained from the general ones upon expanding in a Taylor
series the time and space variations of A with respect to
the equilibrium value [15]. As such, this framework cannot
describe large variations of the gap parameter.

Our main results are summarized into two equations, which
determine the leading contributions to the nonequilibrium

144513-2



ADIABATIC PERTURBATION THEORY OF ...

PHYSICAL REVIEW B 98, 144513 (2018)

gap parameter within the framework of APT [Egs. (88)
and (90)]. These can be easily solved by elementary nu-
merical approaches. Such equations require the external field
to be slowly varying in time (as specified above), but are
neither restricted to small variations of the gap nor to pe-
riodic external drivings. The derivation will be reported in
great detail and can be summarized as follows. We start
by describing our system by means of a Hamiltonian that
includes electrons and phonons, a Frohlich-type electron-
phonon interaction, and a time-dependent external field act-
ing on the phonon subsystem (Sec. II). We then apply the
nonequilibrium path-integral formalism on the Kostantinov-
Perel’ (KP) time contour [40] to derive an effective electronic
action, which is obtained after integrating out the phononic
degrees of freedom (Sec. III). The equilibrium version of this
approach is standard for stationary superconductivity [41,42].
Several notable differences, however, appear in the nonequi-
librium case. In particular, one directly obtains the effective
retarded electron-electron interaction in the real-time rep-
resentation [43] (Sec. IIIC) and, obviously, an action term
accounting for the external field (Sec. IIID). We then in-
troduce sources that enable the calculation of the Cooper
parameters by functional differentiation (Sec. IIIE). At this
stage, we proceed by approximating the effective electron-
phonon interaction in the manner of Hubbard (Sec. IV).
This allows us to perform a Hubbard-Stratonovich decou-
pling and to integrate out the fermionic degrees of freedom
(Sec. IV A). This procedure yields path-integral expressions
for the time-dependent Cooper parameters and, in principle,
other observables (Sec. IV B). In practice, these expressions
should be evaluated under the nonequilibrium saddle-point
approximation (Sec. IV C), which yields the nonequilibrium
version of Gor’kov equations [44]. We finally proceed to
determine the self-consistent equation for the nonequilibrium
superconducting gap, in the case of a spatially uniform ex-
ternal field (Sec. V). It is exactly at this step that we utilize
APT. The main results of this work are presented in Sec. V D,
in Egs. (88) and (90), in a form that is easily tractable
numerically. In Sec. VF we show that, at equilibrium, our
nonequilibrium formulas reduce to the BCS result. In Sec. VI
we discuss why the APT approach was necessary and how
to assess its validity. In Sec. VII we derive the analytical,
closed-form solution of Egs. (88) and (90) at zero initial
temperature, and we report a summary of our main numerical
results. A summary and a set of conclusions is reported in
Sec. VIII. A number of relevant technical details can be found
in Appendices A-G.

II. HAMILTONIAN OF THE COUPLED
ELECTRON-PHONON SYSTEM

A. Electronic representation

We consider a system of electrons and phonons described
by the following time-dependent Hamiltonian:

) = Z [El(co()r - MU]Ck oCho T+ qu /\bq sbys
k,o q.x

+ Hep + Hext (1) (1)

In Eq. (1), the first term is the free-electron Hamiltonian,
where 0 =1, | = £1, e,(‘?; is the single-electron energy dis-
persion, and p, is the (possibly spin-dependent) chemical
potential. The second term is the free-phonon Hamiltonian,
where A labels the phonon branches. The third term

?:[ep = Z Mq,)»(gq,)» + Eiq,)h) Z 6;+k,06k,a 2

q.A k,o

is the electron-phonon interaction Hamiltonian [45]. Finally,
the fourth term,

Fo) =D Fya() by + 5L, ), 3)

q.x

describes a time-dependent external field displacing the ions
from their equilibrium positions. For H(¢) to be Hermitian, it
must be

Mq,)L - qu Al q A(t) - A([) (4)

A mechanism that generates ’Hext(t) in the form of Eq. (3)
could be a nonlinear coupling between infrared-active (IRA)
and Raman-active (RA) phonons [31,34,46,47], the latter
being responsible for conventional superconductivity via their
interaction with the conduction electrons, while IRA phonons
at zero momentum can be coherently excited by a laser.

Several types of nonlinearities have been recently dis-
cussed in great detail in Refs. [31,47]. For example, the
phonon Hamiltonians responsible for so-called type-I and
type-1II nonlinearities can be written, in first quantization, as

(QIRA) Q()RA (5)

and

A=Y Ani(QRY) 0RO, 6)

k

respectively, where QIRA R4 is the IRA (RA) phonon dis-
placement operator at wave vector ¢ (we have neglected
the band index for simplicity). Reference [31] mostly fo-
cuses on type-II nonlinearities. Here, instead, we concentrate
on a type-I phonon nonlinearity. If the IRA phonon field
is treated classically and driven coherently by an external
electromagnetic field [46], while the RA phonon field is
treated quantum mechanically, i.e., QR o¢ (bpra + 53,“),
Eq. (5) coincides with the ¢ = 0 term in Eq. (3). Later in
our derivation (Sec. V), we will take phonon modes at ¢ = 0
(which is justified by the smallness of the photon momentum
with respect to the reciprocal-lattice vector [31]), although we
develop the first part of the theory in full generality.

To establish a relationship with previous works, we note
the following. As shown in Appendix A of Ref. [31], if
the feedback of the electrons on the phonon subsystem is
neglected, one can treat the nonlinear term given in Eq. (5)
classically, i.e., by replacing Of* — OR*(t) where Q§*(1)
is determined by a pumped oscillator equation of motion
(EOM), pumping being provided by the coherently excited
IRA mode. If the analytical solution of this EOM is inserted
in our Eq. (2) in place of the second-quantized phonon op-
erators, one obtains a replacement of 7:lep with an effective
time-dependent single-electron Hamiltonian. Leaving aside
the specific choice of the time dependence of this term, this

144513-3



ANDREA SECCHI AND MARCO POLINI

PHYSICAL REVIEW B 98, 144513 (2018)

approach is equivalent to that of Ref. [34]. Here, however, we
treat the RA phonons as quantum fields [see Eq. (2)], and we
do not fix a priori the time dependence of the external field.

B. Nambu representation

We now apply the Nambu transformation on the fermionic
fields [41]

) o ™
Cr,y = d—k,y 5k,¢ =d_,,
and we redefine the boson fields as [43]

b 8q.0N Mo / @01, (8)

bqy L= &q, A
where A is the number of k points in the first Brillouin zone.
After this substitution, the Hamiltonian in Eq. (1) becomes

7:[([) = Zaeak,aa]i,adAk,a + qu,xfl;;ﬁq,/\

k.o q.:
+ 3 Mgy + Fpalags +al, ). (9
q,r

In writing Eq. (9), we have (i) introduced

laq = Zaa;_k’gdAk,av (10)
k,o

(ii) defined the renormalized single-electron band energies by

€ok,o = 6(()'013’0 — Ho — 2NZ (M(i)\ /w0,k)7 (11)
A

and (iii) discarded a time-dependent quantity which involves
no operators and, hence, can be gauged away via a common
time-dependent phase factor for all wave functions, giving no
contribution to the calculations of observables.

III. NONEQUILIBRIUM SUPERCONDUCTIVITY
IN THE PATH-INTEGRAL FORMALISM

A. Partition function and action

Rather than solving numerically [34] the EOMs for the
nonequilibrium Green’s functions (GFs) for a chosen time-
dependent external field, we here develop a semianalytical
approach that allows us to derive an easily solvable equation
for the time-dependent gap parameter.

In order to do so, we need to make some simplifying
assumptions, without losing certain essential nonequilibrium
features. We use the nonequilibrium path-integral formalism
on the KP time contour, which enables us to choose initial
states of arbitrary nature, to integrate away the phononic
degrees of freedom. While nonequilibrium path integrals on
the Schwinger-Keldysh contour are thoroughly discussed in
Ref. [13], their version on the KP time contour has not been
studied with the same level of rigor. All necessary technical
details can, however, be found in Ref. [40], whose formalism
is employed also in this work. We take 2 = 1 throughout this
paper.

At the initial time t =ty the system is described by a
known state or statistical mixture, specified by the inverse
temperature § and the density matrix operator 7ig(8). The

physical time domain is ¢ € [fy, 00). The KP time contour y is
then given by the union of three branches: y = y; U y_ U ym.
The forward (y,) and backward (y_) branches result from
doubling the real-time degrees of freedom along [7y, 00). For
a given physical time value ¢, we denote by the symbols 7,
and ¢_ the two corresponding contour variables on y, and y_,
respectively. The initial density matrix is written as 71g(8) =
Uy, /TrU,,, ), where U, is the evolution operator along the
imaginary-time (Matsubara) branch yy = [fo, fo — i8). In the
path-integral formalism, the nonequilibrium partition function
is written as

Z[V]l= /D(a’ d)/D(a a)e!SVddatal (1)

TrU

which is a functional of a fermionic source potential V(2),
which depends on the contour variable z. If V(t+) = V),
then Z = 1. The functional integration runs over the Grass-
mann numbers dy ,(z), di.,(z), and the complex numbers
aq,3(2), ay;(z), corresponding to the fermionic and the
bosonic operators of the system (in the Nambu representa-
tion), respectively.

The nonequilibrium action S [V:d,d;a*, a]is a functional
of the source potential, as well as of the field variables
(in the following, we will not denote the latter dependence
explicitly). For the Hamiltonian (9), the action is given by

S[V] = Se[V] + Sep, (13)

where

S.[V]= // dzd? Y dio(2) Gy (2.2 dio (2)
v k,o

_ / dz V[d(:), d(2); 7] (14)
Y

involves only electronic fields, while S, involves the phonon
fields and their coupling to the electronic fields, i.e.,

Sep = Z Sepiq.. (15)
q,A
with

ep“—// dzdzal,(2) G (2, 2) aga(@)
- / A2l My0(2) + Fy(2)lag(2)
Y
- f dz[M_g 30-4(2) +F-g1(2)]ag ; (2).  (16)
Y

The operators G;e X '(z,7/) and GP 0 "(z.7) appearing in
Egs. (14) and (16) are the inverse free electron (fe) and free-
phonon (fp) GFs, respectively, defined on the contour y . Their
features are discussed in full generality in Ref. [40]. In the
case at hand, they are diagonal in the single-particle quantum
labels. In Eq. (16), the symbol p,4(z) denotes the Grassmann
representation of the density operator given by Eq. (10), i.e.,

= ZO'Eq+k,g(Z)dk.U(Z)~ (17)

k,o

Pq(2)
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B. Effective electronic action

Since the action (16) is quadratic in the phonon fields, we
can integrate them away. The Gaussian functional integral is
carried out in Appendix A. After the integration, Eq. (12)
reduces to

1
Z|V] = =
[Vl Tr (ueff)

w

f D(d, d)e' V], (18)

where we have introduced the following effective electronic
action:

Seff[v] = Se[V] + Sim + Sext~ (19)

This consists of three terms: the electronic action S.[V],
given by Eq. (14), and two terms coming from the bosonic
integration (as detailed in Appendix A), i.e., the effective
electron-electron interaction Sj,; and the phonon-mediated
coupling between electrons and the external field Sex. The
last two contributions are expressed in terms of the direct
free-phonon GF, which inverts the operator G;lf; '(z.7/) on
the y contour, and is given by [40]

GP, (2, 2) = i e [0z, ) +nP)].

Pl @

Here, ¢ and ¢’ are complex time coordinates corresponding to
the contour coordinates z and 7/, respectively, O(z, z’) is the
step function on y, with ©(z, z) = 1, and

ny) = (P — 1)~ @1
is the bosonic occupation number.

J

The two phonon-mediated contributions to the effective
action in Eq. (19) are

Sw= =3 1M, ;2 / / d2dZ pg(2)GP, (2, )pg@)  (22)
Y

q,Ar
and
S ==Y / dz f3(2)pg(2), (23)
q Y
where )
f1) =) Mg / dZ/[GP,(z.7)
A Y
+ G® (@ D] F_gi@). (24)

In Eq. (18), we have also introduced the effective evolu-
tion operator Z/A{;g along v for the electrons only, which
originates from the bosonic integration in the path-integral
representation of the quantity Tr(Z/AIJ,M). Details are given in
Appendix A. In our main derivation, we will not need its
explicit expression. It is enough to recall that it is a constant
that ensures the normalization Z[V = 0] = 1.

In the next two sections, we discuss the additional terms of
the effective electronic action.

C. Effective electron-electron interactions

The effective action given in Eq. (22) describes a phonon-
mediated interaction between electrons. To show the corre-
spondence with the well-known BCS retarded interaction,
we use Eq. (20) and transform p4(z) [as given in Eq. (17),
specified to the cases z = t,,z = 7_, and z =ty — it] via the
Keldysh rotation, i.e.,

pg(t£)=2"""[pg (1) £ pd ()], pglto—iT)=py'(x). (25)

Equation (25) defines the classical [pqc(t)], quantum [qu )1,

and Matsubara [,0}1\4(1)] components of the electronic density
operator expressed in Grassmann variables. We obtain

o0
Sin = —22|M‘M|2//t dtdi'®@ — 1) sin[wq,x(t—/)]pg(t)pgl(z/)
0

q,x

o0 o0
+i Y Mg (20 + 1) / dr e~ pQ(1) / dr'e s pQ (1)
q.\ Iy )

B oo
+«/§Z|M,M|2f dr/ dt[(1+ng)
q.: 0 I

B
—1i Z M, ;) //0 dr dt'e”(t ”)[(9(1: -1+ nf;]pg[(r)py[q(r/).
q,A

The effective time-dependent (retarded) interaction between
the electrons is given by the coefficient which couples the real-
time densities ,o;:(t) and pgq(t/), ie.,

Vot =)= =2 [My 2O — 1) sin[ewg 5 (t — 1)].
A

27)

. L B) _i L M
)e g, (to—itT t)_i_n;’))he iwg (1 to-‘rtt)]pq (r)pgq(t)

(26)

(

Its Fourier transform is

Wy, 5

V,(0) = —2Z|M,M|2 lim . (28)
A

(=0 (0 — i) — o,

which correctly reproduces the BCS retarded interaction (see,
e.g., Ref. [43], where g, = \/2wq,, Mg 3).
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D. Effective action for the coupling with the external field

The action in Eq. (23) expresses the indirect effect of the
external field on the electron subsystem, which is mediated
by the phonons. We now discuss the effective field defined in
Eq. (24). Using Eq. (20) and the properties

Foaty) = Fa,(t-) = Fg (1),  Fg,(t —it)=0, (29)
we obtain
oo
fo@) =—i ) Mys ) v / di'{e” 70Oz, 1))
A ==+ fo
+ TR, DV F_y (1), (30)

If z belongs to any of the real-time branches, i.e., z = ¢, or
z = t_, we obtain

fa(t1) = fq(1-) = fg(®)
= —ZZMq A/ dt’ sinfwg ;(t — t')]F_g..(1).

(31)
On the other hand, if z belongs to the Matsubara branch,
fq(to —it) =0. (32)
The action term (23) then becomes
o0
Sw=—V2Y [ dtfonge. 69
q 1l

This action has the correct causal structure in the sense that
the field F, ,(¢') has an effect on ,o,?(t) only if ¢ > ¢'. This
retarded effect on the electron subsystem is qualitatively
different from the instantaneous effect that would be obtained
by coupling a field directly to the electron rather than the
phonon subsystem.

E. Cooper parameters and fermionic sources

We now focus on the Cooper parameters, which are, in
general, matrices in wave vector space:

COw = (Coy () x4 (1) = (df [ () dp 1 (1)),
Clitnw = (e, 0, ) =1(d} O dy (). (34

These quantities can be calculated from the partition function
via functional differentiation. To this end, we write the source
term in the action (14) as

[ dz VId(z),d(2);z]
Y

= / dz) Y Vi @dro(@de 5 (), (35)
Y

kk o=1.1

and the Cooper parameters are obtained as

i[ szivi  szIv)
C S = — 36
Der =3 {wlj,j(m SV )} . G0

CT(t)qu/ has an analogous expression, except for the re-
placements t—| and |— 1. Calculations of the Cooper
parameters require an explicit expression for Z, which we
now proceed to derive within the well-known “Hubbard-BCS”
approximation.

IV. HUBBARD-BCS APPROXIMATION
A. Final effective action

To simplify the partition function, we need to perform the
integral over the fermionic fields, which requires to decouple
the interaction term by introducing suitable (complex) bosonic
fields [13,42,45]. The simplest possibility is to adopt the
local approximation [13] on the effective electron-electron
interaction appearing in Eq. (22), i.e.,

U
=Y IMg PG, () = =28 =) (3T)
A

for all values of ¢, where U is a Hubbard-type parameter ex-
pressing the effective strength of the interaction, which is local
in space and acts only between electrons with effective band
energies in a range E| < €,1, < E,. Detailed comments on
E| » are reported below in Sec. V E. The corresponding action
term becomes

Sw— Su=-UY. [B@e0.  G8)
q Y

where we have introduced the Cooper pair fields

D) =Y diy () diig. (2,
k

Dy(2) =Y diyq. (2) i1 (2). (39)
k

We now perform a Hubbard-Stratonovich transformation, in-
troducing auxiliary complex fields A,(z) and A; (z), which
allow to decouple the fermionic interaction term. We then
integrate out the fermionic variables, and we are left with an
action involving the auxiliary fields only. We refer the reader
to Appendix B for all the details, and give here the resulting
partition function after the fermionic integration:

c A A .
Z[Vl=———— | D ' SeestVl 40
vl Tr(u;g)/ [U u] (“0)

where the constant ¢ includes the integration measure [48],
and the effective BCS nonequilibrium action is

/dzZIA @F, @)

iSpes[V1= tr[ln(—i G~ [V]]+

where we have introduced the inverse BCS electronic GF on y
(in the presence of sources), denoted as G~'[V], whose matrix
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elements are

A /[V]E(«Sk,kléff,ﬁ(z,z/)—a(z,wfkkf<z) 8(z. 2 Ar_1(z) = V1 (2)] ) @@

kzik 2 8(z, A () = VL (2)] S G (2 2) +8(2, ) fimw (2)

This is a matrix in the spaces of wave vectors, spins, and contour coordinates. The matrix on the right-hand side of Eq. (42)

is written explicitly in spin space. In what follows, its individual elements will be denoted by G;L & .o V] For the sake
of simplicity, we will use the shorthand G;Lz'k’.v’ p [0] = G;L ko The Dirac deltas in Eq. (42) should be interpreted as

8(z,7") = 8(z, 7 + 0) (see Appendix B).

Using functional differentiation, we now calculate the following: (1) the Cooper parameters in Eq. (36) and (2) the values of
the nonequilibrium gap parameters at the saddle point of the action. A general note about functional derivatives in this formalism
is reported in Appendix C.

B. Path-integral expressions for the Cooper parameters

We now derive explicit expressions for the nonequilibrium Cooper parameters. Applying Eq. (36) to the partition function in
the form of Eq. (40), we find

Clnp =——S [ p|2 2] isstoig, + Gy ) 43)
kk' — 2 Tr(LA{;\fAf) U'U K Atk ), (640) 4 KAk, (t—0)_T>

where ¢ £ 0 denotes an instant of time infinitesimally after/before ¢. Therefore, the coordinate (¢ 4 0) is reached infinitesimally

later than 7z, while walking on the forward branch of the contour, and (¢ — 0)_ is reached infinitesimally later than z_ while

walking on the backward branch. Equation (43) is exact within the Hubbard-BCS approximation, but it cannot be evaluated

without resorting to further approximations.

C. Nonequilibrium saddle point

In order to compute Eq. (43) and its Hermitian conjugate, we use the saddle-point (SP) approximation, in full analogy to
what is done in the framework of nonequilibrium many-body theory on the Schwinger-Keldysh contour [13] and standard
field-theoretical procedures at equilibrium [42].

The nonequilibrium saddle points of the action are obtained by finding extrema of Eq. (41) with respect to variations in the
fields Ag4(z) and AZ (z). Recalling that Eq. (43) requires V = 0, we write the SP equations

8iSpcs[0] sp 81Spcs[0] sp

] (44)
8A;(2) A4 (2)
Performing the functional derivatives (see Appendix C) we find
SP .
Aq (z)=iU Z Gk,T,z;k+q,l,z+Ov
k
(45)

SP .
A;(Z) =iU E Gk,i,z;k—q,T,z+Ov
k

where z 4 0 is a contour coordinate occurring infinitesimally later than z, for any z € y. In particular, on the Matsubara branch,
ie,forz=1t —ir,

M . SP .
Af, Nty —it) = iU Z Gt to—it:k4q, 4, 10—i (z40)5
k
(46)

. * SP .
[A,(,W(fo —in)] =iU Z G| tg—it:k—q,},10—i(T+0)-
k

For z belonging to one of the real-time branches (y or y_), we introduce the classical (C) and quantum (Q) combinations

Ayt )£ Ay(t2) sp iU
AFO = == = Y HGktukig Lovoy, £ it kg La-0) ] (47)
k

Ag(t) £ A1) sp iU

[a7% 0] = > >

D Gk i kg 1,040 £ Gy kg t0-0) }- (48)
k
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From Eq. (42) we see that, if A, (t;) = A (t-) = A;MF)(I) at all times ¢ and A;M)(to —iT) = A;MF)(to) for all values of t, then
G becomes a standard nonequilibrium GF corresponding to the following effective mean-field (MF) Hamiltonian:

N A N Srx €y + fro—w (@)
Tve(t) =Y _(d} d’iﬂ( k.k kg(MF)fk k

kK

Here, A,(IMF)(t) acts as a classical time-dependent field (since
the values of the field are the same, at a given ¢, on both
branches of the real-time part of the KP contour). In this
situation, one has

Gt+;(t+0)+ = Gr,;(t—O), = G;,» (50)
and we conclude that a self-consistent solution of the SP
equations is given by

SP SP
AP =AM, AP @) =0,

. S
AM 1y — it) ZAM (19). (51)

Equation (48) should then be solved under the conditions (51)
to determine the MF values AfIMF)(Z) corresponding to the
saddle points of the BCS action, i.e.,

AMO() = iU Z Gitrikagii- (52)
k

The solution of Eq. (52) automatically satisfies the analogous
. (MF)%
equation for Ay 7 (¥).
In the SP approximation, the Cooper-parameter matrix in
Eq. (43) and its Hermitian conjugate are given by
SP . o
C(t)k,k’ = _le’,T,f;kmL,t’

s SP .
Cl(l‘)k’k’ = _le',i,t;k,T,t' (53)

Corrections to Egs. (53) beyond the SP approximation can be
included by considering Gaussian fluctuations of the action
around the mean-field point(s). For the application of this
procedure to a nonequilibrium problem, we refer the reader
to Ref. [49]. This is beyond the scope of this paper.

V. CASE OF A SPATTIALLY UNIFORM TIME-DEPENDENT
EXTERNAL FIELD

We now consider the case of a uniform time-dependent
external field

Ja(t) =38g.0f (), (54)
and look for spatially uniform solutions of the MF equations,
1.e.,

AMI(t) = 84.0A(1). (55)
We also assume no magnetic fields acting on the electron
subsystem, as well as spatial inversion symmetry, so that
€okoc = €k and €_; = €.
In this case, the MF Hamiltonian (49) simplifies to (sup-
pressing in what follows all “MF” labels)

N st oAt e+ (D) —A@) (ks
H(t) = Xk:(dk'T dk,¢)( —A*(1) —€p — f(”)(dAki)
(56)

_[ k—k’(t)]* =Sk w €k, — Jrw (1)

(MF) 5
~ A ) ) (‘fkw), (49)
A,

(

Equation (52) becomes

A =—UY" > We (¥@)ld} | dis V@), (57)

kY

where it is intended that the right-hand side depends func-
tionally on A(#) and A*(¢). The quantities Wy, in the second
line of Eq. (57) are the statistical weights of the states |Wy),
which are eigenstates of ’}:[(t = ty). The MF states satisfy the
time-dependent Schrodinger equation

P9, 1W()) = HOIW@), W) = [Wo).  (58)

The explicit evaluation of A(#) requires an approximate
solution of Eq. (58). To make analytical progress, we limit
our attention to slowly varying external fields. This suggests
the application of the adiabatic theorem of quantum mechan-
ics [16]. However, as detailed in Sec. VI A, the strict appli-
cation of the adiabatic theorem generates an inconsistency.
On the one hand, it yields a self-consistent equation for A(¢).
On the other hand, the evaluation of the time derivative A ()
via another independent equation yields a vanishing result
under the assumptions of the adiabatic theorem. This means
that, for the problem at hand, the adiabatic theorem yields a
meaningful result only at equilibrium and is therefore useless
for our scope.

We now proceed to present a derivation of a time-
dependent gap equation in the quasiadiabatic limit, which
bypasses the limitations of the adiabatic theorem.

A. Adiabatic perturbation theory

The appropriate tool to deal with systems close to the
adiabatic regime is adiabatic perturbation theory (APT) [37].
We here summarize the main results of Ref. [37].

We rescale the time coordinate ¢ by T, which is the
timescale over which the system is under observation, intro-
ducing the dimensionless quantity s = ¢/ T . In the adiabatic
regime, the external field (and, therefore, the full Hamiltonian)
is assumed to vary slowly on the scale 7. The time-dependent
Schrodinger equation becomes

’Tasmf(s» = A(s)|W(s)). (59)

We introduce the instantaneous eigenstates |n(s)) of the
Hamiltonian:

H(s)In(s)) = Eu(s)In(s)),
(n(s)ln’(s)) = 8}’!,}’1/1

for all s, where n is the set of quantum numbers specifying
|n(s)). For every s, we expand the exact states |¥(s)) solving
Eq. (59) on the basis of the complete set of states |n(s)):

(W(s)) = D by u()e! OO n(sy), (61

(60)
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where we have introduced the geometrical phase factor

Ya(s) =i / ds'(n(s")| 9y In(s")) (62)

S0
and the dynamical phase factor
oy (s) = / AS'EN(s)). 63)
So

The coefficients by ,(s) are determined by inserting Eq. (61)
into the time-dependent Schrodinger equation. We obtain the
differential equation

Bibuu(s) = — Y &/ lmamemsOTIpg, L (5) by u(s). (64)
m#n
where
Wy (8) = 0y (s) — w,(s),
()3 H(s)1lm(s))
gm (S) - gn (S)
= —M} (5). (65)

ym,n(s) = ym(s) - Vn(s)a

My (s) = (n(s)9;|m(s)) =

The initial condition is

by n(50) = Swyn- (66)

The adiabatic theorem applies exactly if d;by ,(s) = 0. If
the right-hand side of Eq. (64) is “small” (see below), but
nonzero, we are in the regime of applicability of APT. This
means that the quantities M,, ,, (s) must be much smaller than
unity. This is the requirement of “slowness” of the external
field mentioned in Sec. I. A more rigorous assessment of the
validity of APT in our case will be given in Sec. VI B.
Following Ref. [37], we make the following ansatz:

(W(s) =Y T |wP(s)), (67)
p=0
where
|"IJ([))(S)> = Zel.[yn(s)*w,l(‘Y)T]bEL[:)n(S)|n(s)> (68)
and

(P oy = —i[Vam ()= ()T ] 1, (P)
b (s) =Y e o OTIp0 (5). (69)
m
Note that this is equivalent to setting

bua(s) =Y _ T"by) (s)

p=0
[o.¢]

T el . o)
p=0

m

After inserting this expansion into the time-dependent
Schrodinger equation, one obtains equations for the coeffi-

cients b7 (s), which can be solved order by order. This

Wn,m
. . (p) . .
is because the equation for by, , at any given p involves

only derivatives of these coefficients corresponding to orders
p’ < p. The initial condition is determined from

[W(s0)) = W (sp)), (71)

which follows from Eq. (66), and by requiring that |W© (s))
coincides with the strong adiabatic solution, which is obtained
from Eq. (64) with the right-hand side = 0. One obtains

|\I/(0)(S)> — ei[}/wo(s)*wwo(s)T]|\IJ0(S)> (72)
and
Doy — i i[yag ()—wuy )7] _ Mnwe(8)
e ln;;u {e En(s) — Eyy(s)
_ilnerener]_ Mnw(s0) }
‘ Ents0) — Sy o))"

+i Y @Iy )l Wo(s)), (73)
n#\[’()

where |W(s)) is the instantaneous eigenstate of 7{(s) that
coincides with |Wy) at s = 59, and

K Mm N2
Jm,n(s) = / dS/ | ’n(s )|
S

0 5m(sl) _gn(sl). (74)

We now proceed to calculate Egs. (72) and (73) for our
problem. Then, using the resulting expressions, we will derive
the leading APT terms of Eq. (57).

B. Instantaneous eigenstates
The diagonalization of the uniform mean-field Hamilto-
nian H(¢) in Eq. (56) at each time ¢ yields
A1) =Y Y aE)D} () Dia(t).  (75)
k a=%1

where

Ev) = Jlex + FOF + 1AOP (76)

is the gapped spectrum of the instantaneous quasiparticles
(IQPs) corresponding to the time-dependent fermionic fields

Dio(t) = af ,()diy + b} o (Ddky, a=%1. (77

In Eq. (77),
—aA(t)
ak,ot(t) = ?
V2ErO{Ec(t) — alex + F(O])
bra(t) =~ — ek + JO) (78)

V2E(O{Ex(t) — alex + FOI}
At all times, it holds that

ag o (k.o (1) + by o (b o (1) = S0 (79)
and the inverse of Eq. (77) is

diy = Zak,a(l)Dk,a(f), dv.) = Zbk,a(t)bk,a(t)-
o o

(80)
The instantaneous eigenstates of HL(t) are then
n(0)) = [ [1D} (1" 10p). 81)
ko
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where the occupation numbers ny, = 1 or 0, and |0p) is the
vacuum of all the D operators, i.e.,

Dy« (1)10p) =0 (82)

for all values of k, «, and s. Note that |0p) is also the vacuum
of all the d operators. As such, it is independent of time. The
instantaneous energy eigenvalues are

E(t) = ankoEx(t). (83)
k.o
In the following, we will put
Als) = |A(s)]e?). (84)

We then have to derive the APT quantities required in
Egs. (72) and (73), specialized to our problem. This involves
some lengthy but straightforward algebraic manipulations,
whose details are given in Appendix D.

C. APT expansion of the dynamical gap parameter

After inserting the APT expansion (67) of the time-
dependent states into Eq. (57), one directly obtains an expan-
sion of A(s) having the form

A(s) =Y TT(s) (85)

p=0
with
e = U Y W
k Y

4
X Y (WD) df iy [WPD(s)). (86)
q=0

We observe that F(Ap)(s) is a functional of A(s’) through the
dependence of the states |\W(s)) on such quantity. Therefore,
F(Ap )(s) itself has a complicated dependence on all powers
T74,q > 0, as follows from Eq. (85). In turn, this means that
truncating the sum in Eq. (85) with respect to p would be
incorrect within the framework of APT. What we need is a
perturbative expansion of the dynamical gap parameter of the

J

form

A(s) = Z T-PAP(s), (87)

p=0

where the coefficients A”)(s) do not depend on powers of
T~!. To determine them, we must (1) explicitly derive a
sufficiently large set of quantities F(Ap) (s); (2) insert in these
expressions the expansion (87); (3) in Eq. (85), insert the
resulting expressions in the right-hand side, and replace the
left-hand side with the expansion (87); (4) identify the terms
with the same dependence on 7~7 on both sides.

In this paper, we determine the coefficients A”)(s) cor-
responding to the lowest values of p, i.e., p =0 (strictly
adiabatic term) and p = 1 (first nonadiabatic correction). For
this purpose, we only need the quantities F(Ao)(s) and F(Al) (s),
whose derivation is given in Appendix E. The end result of
this procedure is reported in the following section.

D. Equations for the dynamical gap parameter
within first-order APT

We now write explicit equations for A®(s) and AM(s).
With a minimal abuse of notation, we restore t = 7's and
replace AP (s) - AQ() and T-'AD(s) — AD(¢). The
gap parameter is then obtained as A(t) ~ AD @) + AD(r).
From now on, we use the dot to denote d;, i.e., f(t) =0, f(1).
We also attach the subscript A® to the quantities which
depend functionally on A ().

We find that the self-consistent equation for A (¢) reads
as following:

U Wi
AV = —AO(H)— _, 88
) 0% ; Froa® (88)
where
we = Wa(ne— —niy). (89)

Once A®(t) has been computed, A" (¢) can be obtained
from the following equation:

A(l)(t) —

41 + X po(1)] .

L at SO
EA(U),k(l‘)

€+ f(1)
Epro (1)

+ A(O)(t)|:i sin[Oa0 4 (1)]

—A(O)(t)|:i cos[Bp0 x(1)] +

where
U AO ()21 1)
Xaolny= 2y |y 1200 o1
2 T EA(O)yk(t) EA(O),k(t)
and

Oas(t) = / dr’[% ay¢<ﬂ)—2EA,k(t’>}. 92)

COS[@A(O)’k(l‘)]:|

Sin[@A(m!k (t )]J

U AODF(0) — [e + FOIAQ1)
E Wiyl 3
EA(O)’k(t)

Im[AQ(19)/ AO(1y)]
Ei(ol.k(Z‘O)

1/ (t0) = ek + £ (10)IRe[A©(19)/ AV (19)] } 00)

3
EA(O)’k(to)

It should be noted that Eq. (90) exhibits a typical feature of
APT in that the corrections of higher order can be calculated
from the knowledge of terms of lower orders only. So, once
A©(t) is known, the calculation of A" (¢) is numerically triv-
ial. Concerning the determination of A®(¢), we see that the
complexity of Eq. (88) is comparable to that of the equilibrium
BCS gap equation, except that the calculation should be done
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at each instant of time (on a grid). This is a minimal increase
of computational complexity, which was expected in going
from an equilibrium problem to the corresponding nonequi-
librium one. A simplification of the equations is obtained by
noticing that Eq. (88) only determines the modulus of A©(z).
This quantity can be therefore chosen to be real. This sets the
second line of Eq. (90) to zero. However, A()(¢) develops an
imaginary part.

Because 60 4 (ty) = 0, one can verify that AM(z5) = 0.
Therefore, A®(ty) coincides with the total superconducting
gap of the system at equilibrium, A(#y)) = Ay. Finally, we
also notice that A®(¢) = 0 V ¢ [which implies A®V(z) = 0 as
well], corresponding to the normal state, is a possible solution.

E. Constraints on the instantaneous range of variation
of the zero-order APT gap

Discarding the normal-state solution, Eq. (88) can be writ-
ten as

2 _ Wy
_U B Xk: EA(‘]),k(t)' ©3)

This condition must be satisfied at all times ¢. Let us take
Eq. (93) and subtract the same equation taken at t = t;, using
the fact that f(zp) = 0. We obtain

0 Z - Epyk(t0) — Epo (1)
p Epo g (t) Eng x(to)

_ Z Wi Eio’k(to) - Ei(()),k(I)
= Eaox(®) Eagk(t0)En, k(70) + Eno i (1)]

= c(O[|Aol* — f2(1) — 1A DO 1 =21 @) et), (94)

where we have defined

= Zk: Epo k(1) Eng k(1) E agk (f0)+Eno k()]

Wk€k
_ . (95
e(t) Xk: EA(O)’k(t) EAO,k(fo)[EAo,k(t0)+EA(O),k(t)] ©>

Equation (94) would look like a very simple relation between
the quantities f(z), A©(¢), and Ay, if it were not for the
fact that c(¢) and e(¢) depend on those quantities as well.
However, their ratio is a weighted sum of the quantities ¢,
which satisfies

'S o S Ey Vi, (96)

where E| and E; are the end points of the energy range intro-
duced above in Sec. III D in the Hubbard-BCS approximation.
Setting E, = Ep — C and E; = —Ep — C, it follows that, for
a given field f(¢), the following chain of inequalities must be
satisfied:

|Aol? + | £(OI[2C sign[ f(1)] — | ()| — 2Ep] < |AQ (1))
< |Aol* + [ F(OI2C sign[ £ ()] — | £ ()] + 2Ep]. (97)

This gives an exact (albeit not tight) constraint on how much
A©(t) can vary with respect to the equilibrium value A, at
each time 1.

For example, Eq. (97) puts a restriction on the possibility
to turn a normal material (Ao = 0) into a superconductor. In
fact, for Ay = 0, Eq. (97) reduces to

| F(OI2C sign[ £ ()] — | £ ()] — 2Ep] < |[AD(1)]?
< | fOI2C sign[ f()] — | f(£)] + 2Ep]. (98)

Now, if 2C sign[f(¢)] — | f(t)| + 2Ep < 0, Eq. (98) admits
no solutions or, in the case in which the equality applies, the
solution is A () = 0, implying that the system remains in
the normal state, i.e., the trivial solution of Eq. (88) that was
discarded in writing Eq. (93). This scenario cannot be altered
by considering the additional term A (¢) contributing to the
dynamical gap for, as discussed earlier, A©(¢) = 0 implies
AD (@) =0.

So, in order to turn a normal material into a supercon-
ducting one, it is necessary (although not sufficient) that
2Csign[ f ()] — | f ()] + 2Ep > 0. The quantities

Ep=(E,—E)/2 >0, =—(E,+ E/2, 99)

which we have just introduced, depend on the specific system
under consideration.

F. The particular case of initial thermal equilibrium,
and recovery of the equilibrium gap equation

The present formulation, based on the KP contour, allows
for a great flexibility in the choice of initial conditions [40].
In this section we check that the gap equation, in the case
of an initial thermal superposition, reduces to the usual BCS
gap equation at equilibrium. An initial thermal superposition
corresponds to

W, =2~ e BE0) — 71 1_[e—ﬁ(":«.+—'lk,f)Ek(lo)7
k

Z=Y W, =[[12+e 0 4 L) (100)
n k

so that
we =Y Wa(nk,— — ng ) = tanh [BEx(t9)/2],

which should then be used to compute Eqs. (88) and (90).
For an initial thermal state and excluding the normal-state
solution, Eq. (88) reduces to

(101)

| U tanh [B,/€? + |Aol*/2]
T 2 Jla+ fOF + 1800

In deriving the previous equation, we assumed that f(7y) = 0.
If f() = 0,then AQ(t) = Agand A (¢) = 0, and Eq. (102)
reduces to the standard BCS equation for the superconducting
gap at equilibrium. In particular, it admits solutions only for
U < 0 (attractive Hubbard model).

(102)

VI. NECESSITY AND VALIDITY OF ADIABATIC
PERTURBATION THEORY

A. Inadequacy of the adiabatic theorem

We now discuss the problem that was anticipated in
Sec. V, namely, the inconsistency that emerges when using the
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adiabatic theorem of quantum mechanics, rather than the APT
approach that we have pursued here.

Consider, in all generality, the case of a spatially nonuni-
form modulation of the gap parameter. This changes in time if
Ag4(t) # 0. From Eq. (52) and using the Schrddinger equation
satisfied by the states |n(t)), we obtain

Ag(t) = —iU Y Waln (] Y (A ).}, dislin(®))
n k

=iU) Wn)] ) { Ap_e®)Y odl, . i,

KK
+ 2 fr—iw (@) + O p(€r,s + E—k—q,¢)]3£+q,¢6?k’.¢}

X |n(t)).

Let us restrict the analysis to the uniform case discussed
above, with f,(t) = 84,0 f(¢) and €,¢, - = €, and assume that
Ag(t) = 84,0A(t). We first need to check whether these two
assumptions are consistent. If we assume so, the gap equation
becomes

AWy =iUY Waln(®) Y {A(t) Y od) di.
n k [

+ 201 (1) + ] | dicr } In(0)).

(103)

(104)

while the condition

0= Wan®] > {A(t) Y odl,, ko
n k o

+ 2F(0) + e + ek+q]c?,i+,,,lc?k,¢}|n(r)>, Vg#0
(105)

must be satisfied if the hypothesis that A, (1) = 84,0A(?) is
valid. Using Eqs. (80) we write these relations in terms of the
D operators. Equation (105) becomes

0= " {AWla; ,(ag o (t) = b} o ()b o ()]
k'#k oo
+ [2f(t) + ek + ex1by o (Day o (1)}

X Y Waln(@)| D} () Dy o (DIn(1)). (106)

Under our assumptions, the total crystal momentum is a good
quantum number, SO
(n()|D}, (VD o (DIn() =0 if K' £k, (107

and therefore Eq. (105) is satisfied. Therefore, the assump-
tions that Ay () = 84,0A(¢) and f,(t) = 84,0 f (¢) are consis-
tent. The same treatment applied to Eq. (104) yields

A()=iUe"D Y " " falex + f()] — Ex())
k o

X Y Wauln()|D}, ,()Di o (DIn(@)).  (108)

In the case of the adiabatic theorem, the states |n(t)) appearing
in Eq. (108) would be approximated, apart from phase factors,
with the instantaneous eigenstates of H(t) [see Eq. (8D)].
Since these states have well-defined occupation numbers in
the representation of the IQP fields, the bra-kets in the second
line of Eq. (108) would vanish, yielding A(t) =0Vt This
is in contradiction with the time-dependent solution of the
dynamical gap equation coming from the adiabatic theorem.
This shows why we could not have applied the adiabatic
theorem for the treatment of our nonequilibrium problem.
First-order APT gives a more accurate approximation of
[n(t)), including terms that do not conserve the IQP occu-
pation numbers. This yields A(r) # 0, thereby removing the
inconsistency.

B. Applicability of first-order APT

We now give a criterion to evaluate the accuracy of first-
order APT, which we have used in this work. As mentioned
in Sec. VA, in general one should require |M, ,(s)| < 1.
However, the most accurate condition obviously depends on
the order of truncation of the APT expressions. In our case,
we have approximated the time-dependent state as

[W(s)) ~ W) + THWD(s)). (109)

Let us compute the norm of this state using Egs. (72) and (73).
We observe that

(WO s) =1, (110)
(WOSWD() =i Y Juw(s)
n#Wy
= — (WP ()W), (111)
so that
(W()W(s)) ~ 1+ T WD ()W (s)). (112)
We then see that the condition
T2V () (s) <« 1 (113)

is a good test of the validity of first-order APT. In fact,
this ensures an (approximate) instantaneous normalization of
the time-dependent state, as well as it states that quantities
which are formally of order 72 must be negligible. Some
algebra is required in order to write Eq. (113) explicitly.
Specifically, one needs to use Eq. (73) and the explicit for-
mulas for all the quantities appearing therein, which are given
in Appendix D. It is convenient to introduce the set Sy, =
{(k,a) : ngo = 1, ng_o = 0}, where the quantities ny , are
the quasiparticle occupation numbers characterizing the initial
state |Wq) (see Sec. V B). The result for the left-hand side of
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Eq. (113) then reads as
D) (s))

_ 1 Z Ak(s)fa a€
— aT2
ar? | e Ex(s)

. ¢ 2
—iabi(s) Ak(SO)*Otva

E(s0)

2

1 |Ak(s")—g.al?
+m Z / ds'——————— |,

(k,0)€Su, Exe

(114)

where we have also used Eq. (92), and the quantity
Ak($)—ao=[0sar _o()ako(s) + [0sby _(5)]bro(s) (115)

(see Appendix D 1 for more details). It is intended that
Eq. (114) should be evaluated with A(t) — A©(¢). Impor-
tantly, since d; = T9,, one can easily see, after plugging
Eq. (115) into Eq. (114), that the quantity (114) is independent
of T.

The check of whether the right-hand side of Eq. (114) is
«1 should be carried out numerically, case by case. However,
some simplifications occur in some relevant cases. First, if the
initial state |\W,) is the ground state, from Eq. (83) we see
that it must have ng _; = 1 and ng 41 = 0, V k. Therefore,
in this case Sy, = {(k, —)}, and in Eq. (114), Z(k,a)e&po —
Zk Za 60&"

Then, under the assumptions that AO(s) is real and #0,
one can obtain a relatively simple expression for Eq. (115)
evaluated at A — A (see Appendix F):

o 05 f (s)
2|A(0)(S)|Ei(0).k(s)
where

+ [Jao(s) + f()]lex + f()1}
Jao(s) = (Z

Wk€k Wik
— — . 117
k A‘O)k(s)>/(2k: E3A<o>’k(5)) am

{1AQ(s)?

AA(O),k (s )—ot,ot =

(116)

Equation (116) can then be inserted into Eq. (114) before
numerical evaluation. Since this is system dependent, such
numerical analysis is well beyond the scope of the general
theoretical framework that we are formulating here.

VII. ANALYTICAL RESULTS AT ZERO TEMPERATURE

In this section, we obtain the analytical expressions for
solutions of the problem at hand, i.e., for the zero- and first-
order APT components of the nonequilibrium gap, in the case
of initial equilibrium and zero temperature (8 — 00).

As mentioned in Sec. II, we suppose that the supercon-
ducting mechanism is due to the interaction between electrons
and one branch of RA phonons. The applied electromagnetic
field activates a ¢ = 0 IRA phonon, which is coupled to
the ¢ = 0 RA phonon through a type-I phonon nonlinearity.
So, the phonons involved in our considerations are optical.
We will not specify a particular material, but rather consider
general trends at zero temperature, leaving the study of the
case of finite temperature, as well as the application to specific
systems, to future works.

A. Adiabatic term of the superconducting gap

The adiabatic term A®(¢) is obtained from Eq. (102),
which we write in terms of an integral on the electronic
effective energies

2 B tanh [£/€2 + | Ao
——:/ de o(€) [2 |20l ] ,

v Je Vie+ fOF +1a00)
where o (€) is the density of states, and the integration limits
E| and E, have been introduced in Sec. IV A. It is customary

in BCS theory to assume that o (¢) =~ const = oy in the range
of integration. Adopting the same approximation, we can put

E>
S Fe~a [ dere
k 2

for all functions F (e ) that depend on k only through €.
If we replace o(¢) ~ oy and let § — oo, the remaining
integral in Eq. (118) can be performed analytically:

118)

(119)

Ey
/ de !
B e+ fFOF +|AO@)?

—n (Ez 10+ VIE TP+ |A<°><z)|2>
Ei+ f(O)+VIE + f(OF + |AO(1)P2

(120)
and Eq. (118) becomes
E+fO+VIE+OF+IACOP )
Ei+ fO)+VIE+ fOF +[AO@R
where
xzexp( 2 ) (122)
—Uoy

Since U < 0, we have x > 1.

B. Gap as a function of the applied field

We now solve Eq. (121) for |A@(¢)|. It is convenient
to express the result in terms of the quantities C and Ep
introduced in Eq. (99). We find

AQ@)] = \/ | Aol + = 1)2 ——=[2Cf (1) = f2(1)],  (123)
where the equilibrium gap |Ay] is
C2
|Aol = 2«/_ 1)2 G (124)

It should be noted that Ep is not the Debye energy, but rather
the bandwidth of the branch of RA phonons in our model,
and it is equal to half the width of the integration range
in Eq. (118) (independently of C). Moreover, we note that
conventional (equilibrium) BCS theory postulates C = 0. In
this case, the range of integration in Eq. (118) is centered
on € = (0, where € — ¢, = e,((o) — n. However, this assump-
tion has been criticized [50] because the electron-phonon
interaction is a microscopic feature of the system and, as
such, it should not be so directly tied to the value of the
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electronic chemical potential @, which can be changed by
applied pressure or doping. Therefore, the authors of Ref. [50]
considered the possibility of centering the integration range
on a different effective chemical potential than the electronic
one, an approach that is equivalent to taking C # 0 in our
formalism. It was shown there that, at equilibrium, C # 0
gives remarkable differences with respect to the C = 0 case
postulated in standard BCS, including the fact that the phase
transition becomes of the first order (while being of the second
order only if C = 0).

In our case, we recall that, after the Nambu transformation,
we had obtained [compare with Eq. (11)]

=€ —u—2NY (Mg, /o). (125
A

The last constant in the right-hand side of this expression
(which might be 0 for optical phonons) comes from merely
algebraic steps after the Nambu substitution, so it should not
alter the physical considerations on which BCS is based. If we
accept the BCS assumption, the quantity e,({o) — u is restricted
to

0)
k

—Ep <€ (126)

However, the integration variable in Eq. (118) is not e,(co) — W,

but €, which in our case lies instead in the interval

—un < Ep.

M3, M3,
—Ep 2N <e < Ep—2N)y —2 (127)
o @0 PR
This suggests the identification
M2
C=2N 92 -0 (128)
2o

A

(the sum over X is actually restricted to the single RA branch
under consideration).

So, in the following we take C > 0 as a material-specific
parameter. We immediately see that C # 0 leads to a number
of remarkably interesting features:

(1) The equilibrium gap at § — oo [see Eq. (124)] exists
only if

x+1

x—1
(we recall that Ep > 0, C > 0, x > 1), so it is not guaranteed
that the superconducting phase exists at zero temperature
(which would be the case for C = 0). Considering |Ag| as a
function of C, its maximum value is achieved at C = 0, in
agreement with the result of Ref. [50].

(2) The nonequilibrium gap [see Eq. (123)] exists only if

x+1 x+1

Ep < f(t)<C+
x—1 x—1

C < Ep (129)

= CHIB.X

C - Ep, (130)
where we have used Eq. (124). If f(¢) falls out of this range
at a given ¢, the superconducting phase is destroyed.
(3) The nonequilibrium gap at time ¢ is enhanced with
respect to the equilibrium gap if
2Cf(t) — fA(1)>0=0 < f(t) < 2C, (131)

which is valid for C > 0 [otherwise, if C < 0, the condition
would be 2C < f(t) < 0]. Note that, if C =0, it is not

possible to increase the superconducting gap with respect to
the equilibrium value (at least, at zero temperature and with
the proposed mechanism), although it is possible to modulate
it in time. Therefore, C plays a crucial role in our model.

(4) Provided that 2Cf(t) — fz(t) > 0, it is possible to
have |Ag| =0 and |A©(¢)] > 0, i.e., to trigger a transient
superconducting state starting from a normal state at equilib-
rium.

(5) After rewriting Eq. (123), combined with (124), as

O — Ef  lfo)-crP
1A <r>|—2ﬁ/(x_1)2 TER

we immediately see that |A©)(¢)| takes it maximum possible
value when f(¢) = C. The maximum value is

‘:ﬁED.
x—1

(132)

|A(0)

max

(133)

Therefore the applied field can, at most, cancel the lowering
effect of C ## 0 on the equilibrium gap [see Eq. (124)]. If
|Ap| # O (therefore, C < Cpax), the maximum relative in-
crease of the gap is

Al _ (1 o ) v
| Aol C? '

max

(134)

C. Applied field needed to obtain the desired gap

We now consider the inverse problem. Imagine one desires
that |[A©©(¢)] is a specific function of time and we have to find
the applied field f(¢) that generates it. To obtain the desired
expression, we solve Eq. (123) for f(¢), obtaining the two
solutions

2

=
fr@)=Cxx+1D

1
— D _ | AOp2
G 1P 1 AT OF. 35

Since f(¢) € R, the condition for the solutions to exist is
that [AQ(1)| < |A§g§x |, consistently with the discussion in the
previous section.

D. Effective external field: Explicit expression

Keeping only the ¢ = 0 term, we rewrite the Hamiltonian
for the external field, Eq. (3), as

Hext(1) = F(1)/ 208 O™, (136)

where we have specified a RA phonon branch. For the sake
of brevity, we write wp* = w. Identifying Eq. (136) with the

nonlinear coupling of type I between RA and IRA phonons
[see Eq. (5)], we set it equal to AI[Q},RA(z‘)]2 AORA, obtaining

A
Anloror
IRA

Following Ref. [31] we now assume that Q¢**(¢) is a trigono-
metric function of time and, in order to simulate the switch on
of the field, we put

O™ (1) = 0(t — 10)Qssin [Q(t — 1o)],

where €2 is the pumping frequency of the applied field. We do
not switch the field off since we are interested in the transient

F() =

(137)

(138)
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dynamics and the leading APT term of the gap closely follows
the time dependence of f(¢).
Inserting Eq. (137) into Eq. (31), we obtain

2MIA A

\/ﬁ

Using Eq. (138), the integral (139) can be carried out analyti-
cally. Introducing the quantity

f=- / dr' sin[wR* =) |[OR* )], (139)

MRAA O2
A= —"—IQ, (140)
wvV2Mw
the result (for ¢ > £y) is
49?2
f(t) =A{l— m COS[Q)([ — t())]
w2
+4S22——a)2 COS[ZQ([ —[())]}. (141)
The first time derivative is
. Qo .
f@)y=A o2 {2Q sin[w(t — 1y)]
— wsin[2Q2(t — 1y)]}. (142)

We have that f(z) = 0, as required in the derivation, and
f(ty) = 0, which will lead to a significant simplification in
the analytical expression for A(V(¢) (see Sec. VIIE).

E. First-order APT correction to the gap

We now simplify Eq. (90) for the case of zero temperature,
i.e., for B — oco. Assuming that A (¢) is real and positive,
we replace IAQ@) — AD(1) in Eq. (123) and notice that
the whole second line of Eq. (90) vanishes. Then, we notice
that the whole third line of Eq. (90) vanishes as well because it
is proportional to f(ty) [since A (#y) oc f(#y)] and we have
seen in Sec. VII D that we can take f (t9) = 0. Then, we con-
vert the summations over k into integrals over de according to
Eq. (119) and, using the fact that wy = tanh [8Ex(%p)/2] —
1, we can carry out all the integrals analytically. We have
presented the most significant steps of the algebraic manip-
ulations in Appendix G. We here state only the final result:

f@ Ly 16 [f()—CP
200)(7) (x+ D* [AO@)]?

Since AV(¢) is purely imaginary, while A®(¢) is real, the
square modulus of the total gap

AP~ IAD @) + ADOP=1AQ @)+ 1AV @) (144)

AV@) = —i

] (143)

is always larger or equal with respect to the adiabatic term
alone (within first-order APT).

We notice that AV(z) o f(¢), so the first-order term of
the gap vanishes at the stationary points of A©(¢) since
A(O)(t) x f (¢). Therefore, in correspondence of those points
(and in sufficiently small neighborhoods enclosing them), the
adiabatic term reliably accounts for the whole gap.

F. Numerical examples

We now report illustrative numerical results related to two
relevant cases. In the following, we put fy = 0, and choose

Ay as our unit of energy [see Eq. (124)]. We plot the di-
mensionless quantities f(t)/Ag, AD(¢)/Ag, and |A(1)]/Ag
as functions of the variable wt/(27), for selected values of
the input parameters x and C/Ep, and two different values of
the pumping frequency 2.

1. Intrinsic parameters of the superconducting system

Having taken A as unit of energy, the only other parame-
ters related to the superconducting system are x and the ratio
C/Ep. The quantity x is extremely sensitive to the model
parameters U and oy [see Eq. (122)]. According to Ref. [1],
—Uoy < 0.3 for most classic superconductors. However, in
our case, the superconducting behavior is dictated by optical
RA phonons, whose coupling strength with the electronic
system (—U) is generally larger than the coupling between
electrons and acoustic phonons. Note that a small change in
U has a huge repercussion on x. For example, in the weak-
coupling regime (—Uoy < 1), taking, e.g., —Uo ~ 0.2, we
get

x =e'9~2.2x10% (145)

while in the intermediate regime, taking, e.g., —Uoy =~ 0.96,
we get

x = ¥%% ~ 8.0. (146)

We target the ideal situation in which the nonequilibrium
superconducting gap is significantly increased with respect to
the equilibrium one and, at the same time, the first-order APT
contribution to the gap is relatively small with respect to the
adiabatic term. Within the parameter space where this occurs,
we here focus for the sake of definiteness on the following
specific choice: x = 8 and C/Ep = 0.9.

2. Parameters of the external field

With respect to the pumping frequency €2, we consider two
relevant cases: 2 = 4w and w/4. Choosing w and 2 to be
commensurate makes all the functions periodic, with period
equal to 277/ min(w, €2), which simplifies the visualization.

The motivation to study the case 2 = 4w comes from the
parameters of PMO, a paradigmatic material displaying type-I
nonlinearity. In Ref. [46], it is found that w§* = 155 cm™!,
while off* = 622 cm™!, so Wf* & 4wf” (we have retained
their units). If the IRA phonon is pumped resonantly, i.e., 2 =

o™, then we have almost exactly  ~ 4.

The opposite case 2 = w/4, representing a pumping well
below resonance, turns out to be more suitable for an APT
treatment and, therefore, for the optimal control of the gap
modulation. In fact, it is easy to see from Eq. (142) that, when
there is a large difference between 22 and w, one has

max | £(t)] ~ |A| min(w, 2%). (147)

This value dictates the maximum absolute value of AW(r),
which should be small in view of APT. Therefore, the second
case, where min(w, 22) = w/2, is better, from this point of
view, than the first case, where min(w, 2Q2) = w.

We then consider the amplitude A in Eq. (140). Since f(¢)
must lie in the interval given by Eq. (130), otherwise the gap
is destroyed, we fix A in both cases to 0.25Aax, Where Apax
is the critical value at which f(¢) periodically touches one of
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FIG. 1. Plots of the dimensionless quantities f(z)/A, [red
(dashed-dotted) curve], A®(z)/A, [blue (dashed) curve], and
|A(t)]/ Ay [black (solid) curve], as functions of wt /(27 ). Numerical
results in this plot have been obtained by setting C = 0.9Ep, x = 8§,
o = 1.2Ep, and Q2 = 4w. The equilibrium gap A, can be easily
calculated from Eq. (124). All the rescaled quantities displayed in
this figure do not depend separately on C and Ep but only on the
ratio C/Ep.

the boundaries of the interval given in Eq. (130). In this way,
we are well below the critical amplitude, and the gap is well
defined at all times.

3. Numerical results

Figure 1 displays our main findings for a pumping fre-
quency Q = 4w. We see that the adiabatic component A ()
of the gap [blue (dashed) curve] closely follows the time
dependence of f(¢) [red (dashed-dotted) curve]. The modulus
of the total gap [black (solid) line], |A(?)|, is slightly altered
by the enhancing effect of the first-order APT term. Note that
the value of |A(?)] at times t = (2n + 1)7/w is &35% larger
than the equilibrium value Ag, which is repeatedly reached
periodically at times t = 2nm /w.

Figure 2 is related, instead, to the case Q2 = w/4. We see
that, qualitatively, the scenario is similar to that occurring in
the high-pumping-frequency case. However, the correction to
the total gap due to the first-order APT term is smaller, as well
as much smoother, than in the high-pumping-frequency case.

14
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FIG. 2. Same as in Fig. 1, but for Q = w/4.

Of course, choosing a lower pumping frequency is much more
in line with the idea underlying APT and, at the same time, it
produces a gap enhancement that lasts for longer times (note
that the timescale on the horizontal axes in Figs. 1 and 2 is the
same).

VIII. SUMMARY AND CONCLUSIONS

In this paper we have presented a theoretical framework
to compute the nonequilibrium superconducting gap for a
coupled electron-phonon system subject to an external time-
dependent electromagnetic field acting on the phonon subsys-
tem. Since our main objective was to transcend the limitations
of Floquet theory and/or heavy numerical methods, we had to
make an assumption of slow time dependence of the external
field.

As it happens with any approximate scheme, our formu-
lation has both advantages and drawbacks with respect to
previous works. From the point of view of the model, our
approach has the advantage that it does not restrict the external
field to be periodic (contrarily to Floquet theory), nor to have
a small amplitude. The only restriction is that APT must
be valid, which should be assessed case by case from the
numerical evaluation of Eq. (114). One of the advantages
of APT is that, in principle, further, higher-order corrections
can be included, although the formulas get more involved.
However, each additional correction can be computed from
the knowledge of the lower-order terms contributing to A(?).
Therefore, the most numerically demanding task is the solu-
tion of Eq. (93).

From the computational point of view, our formulas exhibit
the minimal increase of computational complexity that can be
expected in going from an equilibrium to a nonequilibrium
problem. The nonequilibrium problem is mapped onto a set of
equilibriumlike problems to be solved at every instant of time
on a grid. The required computation, being analogous to an
equilibrium BCS one, does not exhibit numerical difficulties
such as the determination of huge two-times Green’s functions
and self-energy matrices, which would require to adopt simple
expressions for the time-dependent field. The drawback of our
approach is that it is based on mean-field theory, which can be
transcended if a full numerical Keldysh calculation is done as,
e.g., in Ref. [34] (some effects that are not captured within
mean-field theory are discussed there). It should be noted that
the mean-field theory proposed in the Appendix of Ref. [34]
is still to be intended as a numerical approximation, i.e., as a
way to compare the full numerical calculation with a simpler
one, but it is not equivalent to the semianalytical formulas
presented here [Eqgs. (88) and (90)].

One of the earliest discussions on nonequilibrium super-
conductivity can be found in Ref. [15]. It treats the case of
a time- and space-dependent gap parameter, and it derives
differential equations for it under several conditions, by means
of second-order Taylor expansions in space and time gradi-
ents. Such an approach presents several difficulties, which are
thoroughly discussed in Ref. [15]. The resulting equations,
depending on the various situations discussed, either assume
smallness in the size variation of A, or are valid on short
time intervals due to use of a Taylor expansion. Moreover, the
results are differential equations whose numerical solution is
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demanding. The advantage of our APT-based approach is that
it reduces the problem to the solution of algebraic equations,
whose validity is not restricted to small variations of A nor to
small time intervals, provided that the external field is slow.

Our analytical theory can be used to answer several intrigu-
ing questions. For example, one may consider the problem
of whether a nonsuperconducting material, with A(#y) = 0,
can be driven into a nonequilibrium superconducting state,
with A(#) # 0, by applying an external time-dependent elec-
tromagnetic field. From Eq. (102) one sees that these two
requirements are compatible, and with Eq. (98) we have
provided a necessary (but not sufficient) condition for the tran-
sition to occur, which is aimed to guide computational studies.
Since the normal-state solution is always possible, it should be
noted that the study of the normal-superconducting transition
driven by the application of an external field requires a further
stability analysis [51].

Importantly, an explicit analytical solution of Eqs. (88) and
(90) at zero initial temperature is reported in Sec. VII, together
with some illustrative numerical results (see Figs. 1 and 2).
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APPENDIX A: BOSONIC GAUSSIAN INTEGRATION
ON THE KP TIME CONTOUR

We simplify Eq. (12) by carrying out the bosonic integral

/D(a*,a)eiSeP = 1_[/D(a;)\,aq,x)ei&l’i‘”. (A1)
q,A
We rewrite Eq. (Al) as
H/D(a;"x,aq,x)
q.Ar
X exp{i// dzdz’a;x(z)égjl(z,Z/)aq,x(z/)
y

— i/dZ[-};,A(Z)aq,A(Z)+aZ,A(Z)Jq,A(Z)]}
v

exp{ —i ffy dz dz’:f;,)\(z)G;p_;\(Z, g (2)}
det(—iégjl)

-1l

q,A

(A2)
where

Jq,)L(Z) = M—q,Ap—q(Z) + F—q,/\(Z):

Tg1(2) = My 504(2) + Fy 1(2). (A3)

In the last step of Eq. (A2) we have applied to the y contour
the standard rules of bosonic Gaussian integration on a con-
tinuous time domain, and we have used the direct free-phonon
GF given by Eq. (20). The functional determinant appearing

in Eq. (A2) is given by [13,40]
det(—iGPy") =1 — e Pour, (A4)

By using Eqgs. (A2) and (A4), and the definitions in (A3), we
find

/D(a*, a)e'Se

= Tr(e—ﬂﬁp)exp{_iz / / dzdz7
qx Y

x [Mga[GP (2. 2)+ G® (2 )] Fgi(2)pg (2)

+ Mg, PGP, (2, z/)pq(z)p_q(z@]}, (AS)

where we have used

Z / / dzdz’Fq,,\(z)fofA(z,Z')F_q,k(z') =0. (A6)
qx Y

The latter can be derived by using Eq. (29).
Equation (A5) reduces to

_ Tr(e )

Z[V] = = A7
V=7 (A7)

/ D(g, d)eiseff[v] ,

where Set[V] is given by Eq. (19). In the right-hand side of
Eq. (A7) we find the quantity

1
1 — gflgwq,k :

Tr(e Py = T

q.x

(A8)

A further simplification can be obtained by performing the
bosonic path integral in the denominator of Eq. (A7). Since
the free-phonon and the phonon-electron interaction Hamilto-
nians have the same form on the Matsubara branch and on the
real-time branches, we have

Tr(U,y,) = Tr(e #™) exp {isg‘“[ﬁ, d]
- ’Z// dzdz'|Mg,’GY, (2. 2)
q.1 m

X pg(2)p—q (z/)}

= Tr(e PP Tr (L), (A9)

where SM)[d, d] is the quadratic electronic action on the Mat-
subara branch, and it should be noted that the time integrations
run only on yy;. We then obtain Eq. (18).
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APPENDIX B: HUBBARD-STRATONOVICH DECOUPLING
AND FERMIONIC INTEGRATION ON THE KP
TIME CONTOUR

The Hubbard-Stratonovich transformation is based on the
following exact identity:

exp{—i/dzUZEq(Z)qu(Z)}
Y q
A A _
:c/D[E, 7} exp{i; ydz|:d>q(z)Aq(Z)
1
+ ¢q(z)A;(z)+5|Aq(z)|2”. (B1)

After replacing Siy in Eq. (19) with Eq. (38), we use Eq. (B1)
to simplify Eq. (18) into

Z[V] = ¢ fp[é A_*} /D[Z .
- Tr(en) T |
- {i '// dzdz' ) (di4(2), diy(2)
7 kk'
x G Ly VI (dk/.¢(z’))

dy (2)

i 2
+ Xq:/ydzlAq(z)l } (B2)

In Eq. (B2) we have introduced the inverse BCS electronic
GF on y (in the presence of sources) [see Eq. (42) in the
main text]. The Dirac deltas §(z, z’) appearing in Eq. (42)
are shorthands: they connect the d and d Grassmann fields
appearing in Eq. (B2) whose time arguments are infinitesi-
mally shifted along the contour, i.e., d(z) is connected with
d(z — 0). This has consequences on the determination of the
GFs [see Eq. (43)].

We proceed by integrating away the Grassmann variables
appearing in Eq. (B2). To this aim, we use the general formula
for a discrete-time action

/D(E, d)exp(="d-X-d)=detX=¢""%_ (B3)

Performing the fermionic Gaussian integration, we obtain
Eq. (40) for the Hubbard-BCS partition function Z[V].

Note that the first term on the right-hand side of Eq. (41)
is a formal shorthand: the operator G~ should be replaced by
its discrete-time [13,40] version G~!. The latter is a matrix
defined on discrete contour coordinates (as well as on the
other indexes), whose elements we denote by GZ_; IfG,is
the direct GF on the contour, we have the following properties:
(i) if the time coordinates are taken on a discrete grid I", then

Y G LGry =60, (B4)

7’ell

where 8, .» is the Kronecker delta; (ii) if the contour coordi-
nates are taken on the continuous contour y, then

_/ dz'G ,Goor = 82,2, (BS)
14

where 8(z, 7”) is the Dirac delta on the contour. When the
discrete-time form is used, the quantity

tr[In(—iG~'[V])]

is well defined, with the understanding that the trace should
be taken also with respect to the z coordinates on the grid I'.
The continuum limit can always be taken at the end of the
derivation. This is exactly what we do in Appendix C [see
Eq. (CD)].

APPENDIX C: FUNCTIONAL DERIVATIVES

In the main text, we have used the functional derivatives of
Eq. (41) with respect to V¥, VTV A A*. The first step can
be done in general. If x is the field with respect to which we
differentiate, then

) 1 { 5 }
—tr{ln(—iG™ [V])} =tr{ G[V]—G '[V]
5x Sx

/ J
= Z Z // dzdz Gk,(f,z;k',a’,z’[v]_Gkrla, ko Z[V]
Y 5x 2t T

k. k' o0’
(C1)

From Eq. (42), specifying the fields that we need, we get

Ste{ln(—iG~'[V])}
SA(2)

= GrpzkiqlorolV], (€2
k

and

Str{ln(—iG™'[

1%
D = Z Gi,),z:k—g.1,2+0[V], (C3)
k

8A4(2)
str{ln(—iG~[V])}
— =-G ' —0,2:k,0,2 [V] (C4)
Ve (@) Koskeao

APPENDIX D: APPLICATION OF APT TO
NONEQUILIBRIUM SUPERCONDUCTIVITY

1. Time derivatives of the quasiparticle fields
The time derivatives of the IQP fields are expressed in
terms of the IQP fields themselves as

as bk.a (S) = Z Ak(s)ot,u/bk,a/ (S),

o

(D1)

where
Ak(s )a,ot’ = [8sa]>:’a (S )]ak,a’(s) + [asb;a(s)]bk,a’(s)- (D2)
Because of Eq. (79), one has

Ak(s )zx,a’ = —A;;(S )a’,a- (D3)
Using Eqgs. (78) and (84), we obtain
—i 2

A )a = I|A(s)|79,p(s) (D4)

2Ex(s){Ek(s) — alex + f ()]}
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and

Ak(s)—a,a = |A(S)|

[aVi(s) + T Wir(s)]. (D5)

Here, the real quantities Vi (s) and Wy (s) are given by

__ _ &t f(s)
Vi(s) = Ei(s)[avf(s) A as|A(s)|}
_ A6 =l FORAGY AN
Ek(s)
and
C0,6(s)  Im[3,A(s)/A(s)]
W) =5 ) = Ee PP

2. Geometrical and dynamical phase factors

Using Eq. (83) and the results in Appendix D 1, we can
calculate the dynamical and geometrical factors. We find

i) = = Ve [ame oy

and

ms)—zana/ ds'(0p| Dio(s") 8y D}, ,(")|0p)

—lana/ ds’ Ak(s .

—Z" / —1AG) Py (s)
ke O B Er(s) — alex + fGO)
(D9)

3. Components of the adiabatic parameter
From Eq. (65) at m # n and using Eq. (75) we have

1 N
> a(n($)|{0s Ex(s)Neols)

M) = g =) 4

+ Ex($)[8,D} () Dra(s)

+ D} ()0 Dic.o ()]} |m(s)), (D10)

where ]\A/k,a (s) = D;a (s)lA)k,a(s). We now consider the quan-
tity in curly brackets on the right-hand side of Eq. (D10). The
first term vanishes because

(n($)| N ($)Im(s)) = nk.o8nm

and we are considering only m # n. To calculate the second
and third terms, we use Eqgs. (D1) and (D11). We get

(D11)

Mn,m(s) =

-2
BB B A
" " k.o

X (n()ID} () Dy (s)lm(s)),

where we have used Eq. (D3). The bra-ket appearing in the
second line of Eq. (D12) is zero unless the sets n and m are

(D12)

such that my 1 = ny o1 VK #k, while mgy =1 =ng 4
and my _q = 0 = ng 4. In this case, the bra-ket is equal to
1. To make the notation compact, when the set m satisfies
these conditions with respect to the set n, we will write that
m = n[k, «]. We can then write

(S)Dk,a(s)|m(s)> =34

(D13)

(I’l(S)lD;Lia Nk, —a» 1 8nk_a,0 (Sm,n[k,a]-

Inserting Eq. (D13) into Eq. (D12), and observing, with the
aid of Eq. (83), that &,,(s) — &,(s) = 2a Ex(s) for all the sets
n and m such that Eq. (D13) equals 1, we finally find

Mn,m(s) - - Z 5nkA_,1,l 8;1;,,0“0 8m,n|k,a]Ak(s)fa,a-
k,a

(D14)

Inserting this result into Eq. (74) and using Eq. (D5), we get
(for m # n)

1
Jn,m(s) = _g Z o Snk_,o,,l (Snk'u,() 8m,n[k,ot]

A 2
/d/' O 26y + wish]. 1s)

Er(s")

APPENDIX E: LEADING-ORDER APT COMPONENTS
OF THE NONEQUILIBRIUM GAP

We here present some details on the derivation of the
quantities Ff)(s) and Ff)(s), which are needed to compute
the terms with p = 0 and 1 of Eq. (87). Their expressions are

IY(s)=—UY " Wy (¥ O)ld} disrwO@s)) (Bl
k,\ll()

and

rY) ==Y We, (0¥ s)Id]  diey 19O (s))

k¥

+ (WO di 1w D)), (E2)

respectively.

In order to obtain explicit expressions, we take into account
Egs. (72) and (73) and combine the results of Sec. VB with
those of Appendix D. We also note that

dy \dey =Y bt (Oaca (D] ,(ODgw(r),  (E3)

a,a’

and we use Eqgs. (78).
After some algebra, we find

U w
rYs) = —AG)= Y ——. E4
A (8) (S)2 L Fak ) (E4)
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where wy is given in Eq. (89), and

e =2y wk{i A3 f(5) = ek + £ ()1 AGs)

~ E3 ()
. €+ f(s) Im[9;A(s0)/ A(so)]
+ A(S)|:l sin[0x x(s)] — m COS[QA,k(S)]] Ei,k(SO)
—A(s)|:i coslfa x(s)] + EkE—i- f(s) sin[@A,k(s)]:| 95 f(s0) — [ex + f(;O)]Re[asA(SO)/A(SO)] 7 (E5)
Ak($) E} 4 (s0)

where we have used Egs. (D6) and (D7), as well as the
shorthand (92).

From Eq. (E4) onward, we have explicitly indicated which
quantities depend on A, e.g., by writing Ex(s) — Eax(s).
Because Oa x(so) =0 [see Eq. (92)], one can verify that
r¥(so) = 0.

We now put in correspondence the two expansions given by
Egs. (87) and (85). In order to identify A®(s) and A1 (s), we
put A(s) &~ AQ(s) + T-'AD(s) in Eq. (E1) and we expand
by assuming that the second term is small, obtaining

U Wk
rO) ~ ~a%s)7 > Eno ()
K ATk

1
— 7 AV Xa0 (), (E6)

where Epo g(s) = \/[ek + P + |A(°)(s)|2 and we have
introduced the quantity in Eq. (91). The first line in the right-
hand side of Eq. (E6) should then be identified with A (s),
while the second line contributes to the term 7-'AM(s).
The other contribution to the latter is obtained from Eq. (ES)
evaluated at A — A©,

APPENDIX F: SIMPLIFICATIONS
OF THE VALIDITY CONDITION

The quantity in Eq. (114), which can be used to assess
the validity of first-order APT for a specific system, can be
simplified as following. Since A () can be chosen as real (as
discussed in the main text), Eq. (D5) evaluated at A — A©
reduces to

Ak(8) a0 = 2| AQ ()| Va0 £(5)/2. (F1)

Then, Eq. (D6) (see the first line) requires J;| AO(s)|. It is
convenient to write this quantity in terms of A (s), f(s), and
d, f (). This can be done by taking the derivative with respect
to s of Eq. (93), which yields

IAQ($)[8]AQ ()] = —[£(s) + Jao ()13 f(s),  (F2)

where Jao(s) is given by Eq. (117). Note that Eq. (117)
is a weighted sum, constrained by E;| < Jao(s) < E; V s.
Finally, Eq. (F2) can be used to manipulate Eq. (114) only if
A (s) # 0; otherwise, it gives us information on that A©(s)
can vanish instantaneously at s (while being allowed to be

(

nonzero at other times) only if [ f(s) + Jao(s)]9s f(s) = 0.
For the sake of simplicity, we assume that we are in a situa-
tion in which A©®(s) # 0. Then, after some straightforward
algebraic manipulations, we obtain Eq. (116).

APPENDIX G: DERIVATION OF THE FIRST-ORDER
APT COMPONENT OF THE NONEQUILIBRIUM
GAP AT ZERO TEMPERATURE

By using the observations made at the beginning of
Sec. VIIE, Eq. (90) is significantly simplified into
iv
4[1 4+ X po(2)]
‘Y ACDf0) ~ Lf @) + &l AV@)
{lex + fOF +1AO@) 232

AV =

(G

k

To proceed, we need several ingredients. We start with
X a0 (1), which is given by Eq. (91) with ¢ (#) = 0 because
AO() > 0. We take wy = 1 and we use Eq. (118) to obtain

U
XA(U)(I) =—-1- E;

[AO)]?
{lex + FO + |AO@)[2)3/2
(G2)

and the prefactor in the right-hand side of Eq. (G1) is simpli-
fied as
iv
411 4+ X po(1)]
. i
T 2AAOOP Cyllex + FOP + AP}
(G3)

In order to simplify the first line of Eq. (G1), we then need to
use Eq. (119) twice. First, we compute the integral

1
2 {lex + fF(OF + |AQ @)1/

k

Eg 1
= /E e+ FOR + A0 PPR

gL (f(t)+Ez_f(t)+E1
A0\ Ry Ry ()

where we have introduced, for convenience, the quan-
tity R;(¢) = x/[f(t) + E P+ |AD@))? (i = 1,2). Then, we

) . (GH
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compute the integral
€k

; {lac+ fOF +

AO@P

E2 €
- /E e TOF + 180w

_ f@) (f(l)+Ez f(l)+E1>
= —0y —
[AO@P\ Ra(t) R (1)

(2w 7o)
— 0y — .
Ry(1)  Ri(1)

The quantities R; (), just introduced, can be simplified. Defin-
ing fc(t) = f(t) — C, we write for R (¢)

(G5)

Ri(1) = /1 fe(t) — EpP + [AO(@)P

x+1 2
Z\/(x—l> E3 +

x+1
x—1

—1\?2
<i+1> FW) = 2fc(t)Ep

(G6)

Eo— "L
D x+1C 3

where we have used the explicit expression for the zero-order
gap in the form of Eq. (132). The quantity between the
absolute sign symbols in Eq. (G6) is positive definite if

x4 1)\’
fe@) <\ ——) Ep. (G7)
x—1
We note that
1 1 1
Gt N e S e N (<
x—1 x—1 (x — 1)
Therefore, the quantity of interest is positive definite if
f(t)< fmax+yEDv (G9)

where fiax 1S the maximum value of f(¢) allowing for the
nonequilibrium gap to exist [see Eq. (130)]. Therefore, since
y > 0 and Ep > 0, we conclude that for every f(¢) such that
the gap exists, the quantity between absolute value signs in

Eq. (G6) is strictly positive. Analogously, for R;(¢) we write

Ro(t) = /1 fe(t) + EpP + [AO ()]

. x+1 2E2 x—1\2 5 £
- <x_1> D+( +1) SO +2c()Ep

. x+1E +x_lf(t)
h SR

(G10)

x—1

The quantity between absolute sign values in Eq. (G10) is
positive definite if

x+1)\?
f@®)>C- <_) Ep = fmin — YED,
x—1
where fin 1S the minimum value of f(¢) allowing for the
nonequilibrium gap to exist [see Eq. (130)]. Therefore, anal-
ogously to the previous case, we conclude that the quantity
between absolute value signs in Eq. (G10) is strictly positive.
The simplified expressions are

x+1
Bt (= 1)’

(G11)

R;(t) = (G12)

fc(t) j=L2

We can then easily compute several quantities that appear in
the algebraic steps that allow to simplify Eq. (G1), namely,

2
Ri(t) + Rao(1) _ Ep (x+1) : G13)
Ri(t) — Ra(1) fe@) (x — 1)?
JO+E,  f)+E
Ry(1) Ri(1)
2 _ 0) (4312
_ -1 (AT @] . (G14)
2x E(x—i—l) f()( 1)
DA\ x ¢ +1
We also notice that
A0y = — dx  f(1)fc() (G15)

(x+ 12 AO()

Combining the relations above and carrying out some straight-
forward algebraic manipulations, we simplify Eq. (G1) into
Eq. (143).
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