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Finite-temperature infrared and Raman spectra of theoretically proposed stable structures C2/c and Pc of
high-pressure solid hydrogen are calculated from time correlation functions of dipole moments and polariz-
abilities extracted from first-principles molecular dynamics simulations. Calculated spectra are much improved
compared with those obtained from density functional perturbation theory at zero temperature, which suggests
the significance of finite-temperature effects in both spectra. The excellent agreement between the calculated
spectra of the C2/c structure and experimental results supports the theory that C2/c is the structure of phase III.
The high-frequency Raman vibron mode of the Pc structure is also well reproduced compared with experimental
spectra. However, the energy of the low-frequency Raman vibron mode of the Pc structure is underestimated up
to 16%. This suggests that the atomic structure of the strongly bonded layer in phase IV is well predicted, while
the weakly bonded layer still differs from the real structure somehow. In addition, we find that diffusion in the
weakly bonded layer of the Pc structure is strong and the layer displays several features of a two-dimensional
liquid.
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I. INTRODUCTION

Understanding high-pressure structures of hydrogen has
become a focus in condensed-matter physics under extreme
conditions [1–3]. However, the structure of high-pressure
solid hydrogen [4–8], especially that of metallic hydro-
gen [9,10], is not fully understood yet. It is difficult to
determine structures of high-pressure hydrogen with x-ray
diffraction because the scattering intersection of hydrogen is
small. Therefore, infrared (IR) and Raman vibrational spec-
troscopies have become the main tool to study the structure of
high-pressure hydrogen.

The phase boundaries of high-pressure solid-hydrogen
phases I, II, III, and IV have been identified in experiments
by IR and Raman spectra [1,4–8]. Phase I of hydrogen is
a low-pressure phase that is stable up to 180 GPa at room
temperature [1]. Phase II of hydrogen is a broken-symmetry
phase and is stable within 70–160 GPa below 135 K [1].
Phase III of hydrogen was first revealed in experiment from
the abrupt discontinuity in the Raman vibron frequency at
145 GPa and 77 K [11]. Subsequent experiments demon-
strated that phase III is stable at 285 GPa or higher pressure
[12,13]. Phase IV is considered to be a high-temperature
entropy-driven phase, which was first revealed by observing
two unique strong vibrational Raman modes above 220 GPa at
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room temperature [5]. Recent experiments suggested several
new phases, including phases IV′ [8,14], V [8,14], and VI [13]
from changes in Raman spectra, but the existence of these new
phases is still under intense debate [13,15].

Among all of the observed phases, only the crystalline
structure of the low-pressure phase I is confirmed as a hcp
structure with freely rotating molecules at each lattice point
[16]. Akahama et al. [17] found that in phases II and III, H2

molecules were in the vicinity of the hcp lattice point, but the
exact orientation of H2 was still unknown. The structural in-
formation of other phases is not accessible from experiments
so far.

Energetic calculation based on density functional theory
(DFT) [18] has been used to rationalize and interpret ex-
perimental measurements. It was also used as a prediction
tool to provide candidate structures. For instance, the zero-
temperature phase diagram [19–22] and a few candidate struc-
tures, such as the P 63/m, Pca21, P 21/c, C2/c, Pbcn, Ibam,
Pc, Cmca, and Cmca-12 structures, have been predicted
using the DFT [18] method together with ab initio random
structure searching (AIRSS) [19,20,23,24].

It would thus be of great help if the IR and Raman
spectra of those candidate structures could be calculated and
compared with experimental results directly. This would pro-
vide a critical approach to identify the structure of hydrogen
solids under conditions in which the enthalpies of candidate
structures are close.

These spectra were previously calculated [19–21] using the
density functional perturbation theory [25] (DFPT) method.
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However, at finite temperature, the method neglects, or only
partially includes, the temperature effect of protons and thus
cannot get the correct linewidth of the spectra. Moreover,
some frequencies calculated at zero temperature differ re-
markably from experiments when the temperature effect is
crucial [26,27], especially for phase IV, which is entropy
driven [20] with intrinsic diffusion [28].

Some efforts have been made to include finite-temperature
effects [26,27]. For example, Singh et al. [27] utilized the
DFPT method to get the finite-temperature IR and Raman
spectra by averaging 200 configurations selected from a first-
principles molecular dynamics (FPMD) simulation. However,
the number of configurations, as we shall show in Sec. II,
is not enough to converge the spectrum calculation. Magdău
and Ackland [26] tried to extract Raman spectra from the
projection of velocities taken from FPMD simulations over
the stretching mode. However, their method somehow arrived
at a vibrational spectrum that differs from the Raman or IR
spectrum [29] when electronic, intermolecular, or interlayer
effects were not fully included. In addition, Liu et al. [28]
pointed out that the results of Magdău and Ackland [26] might
not be reliable due to very short simulation time (0.25–1.5 ps
for the 768-atom Pc cell).

In this work, we calculate the finite-temperature IR and
Raman spectra by Fourier transforms of the time correlation
functions (TCFs) of the FPMD-extracted dipole moments
and polarizabilities, which are computationally expensive
but can be compared directly with experimental spectra. In
particular, we focus on phases III and IV of high-pressure
solid hydrogen, as displayed in Fig. 1, whose existence has
been experimentally confirmed [5,11] and which have less
remarkable quantum effects than phases I and II[30–33].
Our results support the theory that the C2/c structure is the
crystal structure of phase III, while the Pc structure differs
from the real structure of phase IV in atomic configurations.
At least the comparison of the Raman spectra shows that the
H2 molecules in the weakly bonded layer of phase IV should
be about 16%–6% stronger than that in the Pc structure from
210 to 270 GPa.

The rest of this paper is organized as follows. We present
the methods in Sec. II and discuss the results in Sec. III.
Finally, we conclude our work with a short summary in
Sec. IV.

II. METHODOLOGY AND NUMERICAL DETAILS

A. Infrared and Raman spectra

Derived from the Fermi’s golden rule, the intensities of IR
and Raman spectra are proportional to the Fourier transforms
of the TCFs of dipole moments and polarizabilities of the
system, respectively, which can be expressed as [34]

I IR (ω) ∝
∫

〈M(0) · M (t )〉e−iωtdt (1)

and

IRaman(ω) ∝
∫

〈α(0) · α(t )〉e−iωtdt, (2)

where M(t ) and α(t ) are the dipole moment and polarizability
of the system at time t , respectively, ω is the frequency, and

〈· · · 〉 represents the ensemble average. In the calculation of
the Raman spectra for a single layer in the Pc structure, which
is used in our analyses, α(t ) represents the polarization of the
single layer.

The dipole moment in Eq. (1) is extracted every ten steps
from FPMD trajectories by computing the maximally local-
ized Wannier functions [35,36]. The polarizability in Eq. (2)
is calculated by applying a small electric field δDj (j =
±x,±y,±z) to the system in the j direction every ten steps.
These six different electric fields induce six different dipole
moments δMi (δDj ). The polarizability tensor can be cal-
culated using the finite difference αij = δMi (δD+j )−δMi (δD−j )

2δDj
.

To ensure the convergence of both spectra, the I IR (ω) and
IRaman(ω) presented are averaged with about 5000 indepen-
dent calculations. For more details of on-the-fly calculations
of dipole moments and polarizabilities in FPMD, the reader
is referred to Ref. [37]. The electric field δDj is chosen to be
0.001 a.u. (1 a.u. = 5.1422 × 1011 V/m) in this work, which
is small enough to satisfy linear response criteria and large
enough to avoid noticeable numerical error caused by small
denominators.

The shape of the calculated spectra strongly depends on the
number of atomic configurations used. Figure 2 displays the
Raman spectra of the Pc structure at 210 GPa as an illustrative
example. It shows that the calculated spectrum is a broad
band when the number of atomic configurations used is small,
which is similar to what was observed in Ref. [27]. After an
average of 2000 configurations, the spectra start to display
the feature of sharp peaks, and the peak feature can be well
captured after an average of at least 3000 configurations.

B. Simulation details

First-principles Born-Oppenheimer molecular dynamics
simulations are carried out on high-pressure solid-hydrogen
phases III and IV with the QBOX [38] and QUANTUM ESPRESSO

(QE) packages [39]. The Perdew-Burke-Ernzerhof (PBE)
generalized gradient approximation (GGA) [40] exchange-
correlation functional along with optimized norm-conserving
Vanderbilt pseudopotentials [41] are used. A plane-wave cut-
off of 70 Ry and a threshold for convergence of self-consistent
electronic iterations of 1 × 10−6 hartrees are adopted. The
atomic configurations contain 768 hydrogen atoms in order
to mitigate the finite-size effects. Only the � point is used to
sample the Brillouin zone. All the computational parameters
are sufficient to converge the results with a total energy
error smaller than 3.7 meV/atom and frequency errors of the
spectra smaller than 20 cm−1. Periodic boundary conditions
and a time step of 5 a.u. (1 a.u. = 0.048377 fs) are applied to
all simulations.

Quantum Monte Carlo combined with anharmonic vibra-
tional calculations by Drummond et al. [42] showed that the
structures with the lowest enthalpy for phases III and IV of
hydrogen are the C2/c and Pc structures, respectively. DFT
calculations with the PBE functional [20] can also describe
these structures as the most stable ones and are thus employed
by us. Note that a hcp P 63/m structure, which was suggested
by Azadi et al. [43] as an enthalpically competing structure of
phase III below 220 GPa at zero temperature, is not considered
in the current work because of the limited computational
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FIG. 1. (a1) Top and (a2) side views (eight layers in total) of the
simulated 768-atom C2/c cell. (b1) Top and (b2) side views (eight
layers in total) of the simulated 768-atom Pc cell. The insets in (a2)
and (b2) illustrate the top views of a single layer in C2/c and Pc,
respectively.

capacity of the FPMD method to deal with the PBE0 hybrid
functional [44]. A supercell of the 4 × 2 × 2 C2/c primitive
cell consisting of 768 atoms [Figs. 1(a1) and 1(a2)] is used as
the initial configuration for phase III, the temperature is fixed
at 100 K, and four independent simulations are conducted at
180, 220, 260, and 300 GPa. A supercell of the 4 × 1 × 2 Pc

primitive cell consisting of 768 atoms [Figs. 1(b1) and 1(b2)]
is used as the initial configuration for phase IV. The primitive
cell of the Pc structure is a four-layer monoclinic cell with
the BGBG stacking pattern and contains 96 atoms. Layer B

FIG. 2. Raman spectra of the Pc structure at 210 GPa calculated
using different numbers of atomic configurations extracted from
FPMD simulations. The configuration numbers are marked above the
lines.

TABLE I. IR lattice phonon (IR1) and vibron (IR2) frequencies
of the C2/c structure at 300 GPa and different temperatures calcu-
lated using FPMD and DFPT methods.

Temperature IR1 IR2
Method (K) (cm−1) (cm−1)

DFPT (Pickard et al. [20]) 0 2120 4043
DFPT (this work) 0 2117 4036
FPMD (this work) 1 2100 4029
FPMD (this work) 100 2047 4082
FPMD (this work) 200 2021 4174

is a Br2-like strongly bonded and freely rotating hydrogen
molecule layer, while layer G is a weakly bonded layer that
has a graphenelike structure. The temperature is fixed at
300 K, and four independent simulations are carried out at
210, 230, 250, and 270 GPa. Our simulations do not include
the proton zero-point motion considering that nuclear quan-
tum effects in phases III and IV are less important than those
in phases I and II and including them will not qualitatively
change the spectra of phases III and IV [30–33].

The finite-temperature IR and Raman spectra are extracted
from FPMD simulations with QBOX, which can accurately
and efficiently predict the response of complex and disor-
dered systems to electric fields by first-principles methods
and enables on-the-fly calculations of dipole moments and
polarizabilities in FPMD [38]. Considering the lack of ex-
perimental lattice parameters, the cell lengths are determined
from FPMD simulations in an isothermal-isobaric ensemble
(NPT ) in the QE package. The simulation procedures are as
follows: (1) Variable-cell relaxations are conducted in the QE
package in order to obtain the relaxed atomic positions and
cell lengths at the fixed pressures and 0 K. (2) The structures
are simulated in an NPT ensemble for 1.21 ps to achieve an
equilibrium state. Therefore, we obtain the cell lengths (listed
in Table II) at their corresponding temperatures and pressures.
(3) The structures are then simulated in an NV T ensemble
for 1.21 ps with QBOX and with the cell lengths obtained from
the second step. The temperature is controlled by the Bussi-
Donadio-Parrinello thermostat [45] and is adjusted every 100
steps. (4) The structures are subsequently equilibrated in an
NVE ensemble for another 1.21 ps in QBOX. (5) The dipole
moments and polarizabilities are extracted from the configu-
rations of subsequent FPMD simulations every ten steps for
the calculations of the IR and Raman spectra. About 5000
configurations are extracted in each simulation, corresponding
to lengths of the trajectories of 12 ps.

To verify the finite-temperature effect included in the
FPMD results is a genuine physical effect, we exam-
ine the temperature dependency of the spectra frequencies
using the C2/c structure at 300 GPa as an example. Table I
displays IR lattice phonon (IR1) and vibron (IR2) frequencies
calculated at increasing temperatures. The DFPT calcula-
tions are also presented as references at zero temperature.
The calculation shows that the FPMD frequencies go back
to the DFPT results at a low temperature close to zero, and
the frequencies gradually depart from the DFPT results with
the increase of temperature. This shows that the frequency
shift at finite temperatures does not originate from numerical
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TABLE II. X, Y , and Z cell lengths of the 768-atom C2/c and
Pc cells at different pressures obtained from the FPMD simulations
in an NPT ensemble.

Structure Pressure (GPa) X (Å) Y (Å) Z (Å)

C2/c 180 12.13 10.57 10.85
C2/c 220 11.80 10.33 10.52
C2/c 260 11.53 10.11 10.26
C2/c 300 11.34 9.91 10.02
Pc 210 11.89 10.42 10.61
Pc 230 11.73 10.33 10.44
Pc 250 11.66 10.16 10.31
Pc 270 11.49 10.08 10.19

artifacts. Otherwise, the FPMD frequencies at a temperature
close to zero will be significantly different from those calcu-
lated from the DFPT method.

III. RESULTS AND DISCUSSION

In the FPMD simulations, both C2/c and Pc structures
vibrate around their initial configurations, suggesting that
these two structures are stable under the simulated conditions.
Table II shows the cell lengths of the C2/c and Pc structures,
which decrease with increasing pressures in all three direc-
tions. Only one x-ray diffraction experiment of high-pressure
hydrogen up to 183 GPa [17] is available to extract structural
information. Therefore, we compare the C2/c cell lengths at
180 GPa obtained from our FPMD simulation in the NPT

ensemble with this experiment and find the errors are less than
2% in all directions.

Figure 3(a) shows the Raman spectra of the Pc phase
extracted from the FPMD simulation in this work and those
calculated using DFPT [20], together with the experimental

Raman spectra [5] of phase-IV hydrogen at 250 GPa. The
low-frequency vibron mode and the high-frequency vibron
mode are denoted as ν1 and ν2, respectively. Importantly,
our spectra reproduce the linewidths for both ν1 and ν2
modes in the experiment due to inclusion of the anharmonic
temperature effects, while the two modes in the spectra ob-
tained from the zero-temperature DFPT method do not exhibit
a linewidth. The frequencies of the ν2 mode from this work
(4143 cm−1) and the DFPT method [20] (4170 cm−1) are both
in excellent agreement with the experiment [5] (4141 cm−1).
However, the frequencies of the ν1 mode from DFPT [20]
(2770 cm−1) is 510 cm−1 smaller than the experimental value
[5] (3280 cm−1), while the frequency of the ν1 mode from
this work (3078 cm−1) is only 202 cm−1 smaller than the ex-
perimental value [5]. The reduced error of frequency and the
improved linewidth demonstrate that our method is more suit-
able to provide a direct comparison of the simulated spectra
with the experimental spectra at finite temperatures. As to the
mode intensity, it is difficult to directly compare the amplitude
of peaks obtained in theory to the experimental value because
the experimental intensity of the high-frequency mode was
underestimated due to the lower sensitivity of the experimen-
tal detecting equipment at a higher frequency [46]. Figure 3(b)
illustrates the Raman spectra of the Pc structure calculated
in this work at 210, 230, 250, and 270 GPa. We find that
the frequency and linewidth of the ν2 mode hardly change
with the pressure, while the spectra of the ν1 mode soften
and broaden dramatically with increasing pressures, which
is in line with experimental findings [14,47,48]. All of the
above evidence indicates that the temperature effect plays an
important role in high-pressure hydrogen spectra and should
be included in theoretical calculations.

The Raman spectra, pair correlation functions, and
mean-square displacements (MSDs) of layers B and G of
the Pc structure are further studied to understand their

FIG. 3. (a) Raman spectra of solid hydrogen at 250 GPa. The black dash-dotted line is extracted from FPMD simulation of the Pc structure
at 300 K in this work. The blue dashed line is calculated using the zero-temperature DFPT method with Pc structure by Pickard et al. [20].
The solid red line was obtained in experiment at 300 K by Eremets and Troyan [5]. (b) Raman spectra of the Pc structure calculated in this
work at 210, 230, 250, and 270 GPa. The temperature is set to 300 K. (c) Raman spectra of layers 1, 3, 5, and 7 of the Pc structure calculated
at 300 K and 250 GPa in this work. (d) Raman spectra of layers 2, 4, 6, and 8 of the Pc structure calculated at 300 K and 250 GPa in this work.
The inset in (c) shows the sequence numbers for two types (B and G) of layers. Pair correlation functions of (e) layer B and (f) layer G of the
Pc structure extracted from our FPMD simulations at 210, 230, 250, and 270 GPa. Mean-square displacements of (g) layer B and (h) layer G
of the Pc structure obtained from our FPMD simulations at 210, 230, 250, and 270 GPa.
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different structural and dynamic properties. Figures 3(c) and
3(d) display the decomposed Raman spectra of a single layer
B and layer G, respectively. As illustrated in these figures,
the two layers exhibit different vibrational behaviors; the ν1
and ν2 modes are mainly contributed by layers G and B,
respectively. Moreover, we observe that the spectra of layer
B slightly contribute to ν1 peaks, while the spectra of layer
G also have small components of ν2 peaks, which indicates
a weak coupling between layer B and layer G. Figure 3(e)
illustrates the pair correlation functions of layer B, where the
first peak is well separated from the second peak. The first
peak is located at 0.72 Å and hardly changes at different
pressures, suggesting that the hydrogen-hydrogen covalent
bonds in layer B are well defined. The second peak represents
the distance between hydrogen molecules. We find that the
second peak shifts inwards at higher pressures, which is due to
the fact that the cell lengths decrease with increasing pressure
as obtained from FPMD simulations (Table II). Interestingly,
the increased pressure does not change the covalent bond
length of hydrogen molecules. This is in accordance with
the fact that the frequency of the ν2 mode represents the
short-range intramolecular vibration [46], which explains the
invariance of the ν2 mode frequency in the experimental
Raman spectra. However, Fig. 3(f) shows the pair correlation
functions of layer G, and we find that there are no clear
boundaries between the first and second peaks. Instead, layer
G exhibits liquidlike behaviors, and the hydrogen-hydrogen
pair distances vary smoothly from the first peak (0.763 Å
at 210 GPa, 0.772 Å at 230 GPa, 0.778 Å at 250 GPa, and
0.785 Å at 270 GPa) to the second peak (1.126 Å at 210 GPa,
1.106 Å at 230 GPa, 1.069 Å at 250 GPa, and 1.058 Å
at 270 GPa). Furthermore, the positions of the first peaks
indicate that the bond length increases with the pressure,
suggesting that the covalent bonds in layer G are weakened
with increasing pressure. As is known, weaker covalent bonds
vibrate with lower frequencies, which explains the decrease
of the ν1 mode frequency with increasing pressure. The MSD
characterizes the diffusive behavior of the system and can be
calculated as MSD = 1

N

∑N
i=0〈[ri (t ) − ri (0)]2〉, where N is

the number of atoms in layer B or layer G, ri (t ) is the position
of the ith atom at time t , and 〈· · · 〉 represents the ensemble
average. Figure 3(g) shows that the MSD of layer B reaches
a constant in a short time, which indicates that there is no
diffusion behavior of hydrogen atoms in layer B as observed
in our trajectories. On the contrary, the MSD of layer G, as
illustrated in Fig. 3(h), keeps increasing with simulation time.
More importantly, the diffusion behavior in layer G increases
with pressure, which explains the broadening of the ν1 mode
with pressure.

The pressure dependence of IR and Raman frequencies of
phases III and IV is displayed in Fig. 4, where the two most
intense IR-active modes (a lattice phonon mode IR1 and a
vibron mode IR2) and one Raman vibron mode (RAMAN)
of phase III are presented. For IR1, the frequencies calculated
using our method and the DFPT method [19] both agree well
with experiment [12]. For RAMAN and IR2, the frequencies
calculated using the DFPT method [19] are about 200 cm−1

smaller than experiment [6,12], while the frequencies cal-
culated by our method are in excellent agreement with ex-
periment [6,12], which supports the theory that C2/c is the

crystalline structure of phase III. Figure 4(b) shows the ν1
and ν2 Raman vibron modes of phase IV, which are indicated
as RAMAN1 and RAMAN2, respectively. The frequencies
of the ν2 mode calculated by our method and the DFPT
method [20] are both in excellent agreement with experiment
[47]. However, the frequencies of the ν1 mode calculated by
the DFPT method [20] are about 500 cm−1 smaller than the
experimental values [47], while our results are only about
200 cm−1 smaller than the experimental values [47]. We
consider that the calculated spectra of both C2/c and layer
B of Pc are in excellent agreement with experiment because
in these structures the covalent bonds are well captured by the
PBE functional. However, the covalent bonds, which are be-
tween hydrogen atoms inside hydrogen molecules, in layer G
of Pc are weaker than those in layer B because the hydrogen
atoms in layer G are more disordered and liquidlike, which
suggests that the van der Waals interactions may be important
in describing atomic interactions in layer G. However, the
PBE-GGA functional, which is used in both our simulation
and the AIRSS by Pickard et al. [20], cannot describe the
intermediate- and long-range van der Waals interactions. This
may lead to the discrepancy between the PBE-GGA-predicted
Pc structure and the real crystalline structure of hydrogen
phase IV. The smaller frequencies of the ν1 mode of the Pc

structure compared with those of experiments suggests that
the bond lengths in layer G of the Pc structure are longer
than the experimental values. Therefore, we suspect that the
PBE-GGA-predicted Pc structure is different from the real
crystalline structure of hydrogen phase IV to some extent.
Moreover, Fig. 4 shows the frequencies of the vibron modes
(RAMAN, IR2, RAMAN1, and RAMAN2) decrease with in-
creasing pressures, while the frequencies of the lattice phonon
mode (IR1) increase with increasing pressures. This is due to
the fact that the increasing pressure decreases the distances
between hydrogen molecules, which makes the intramolecular
stretches become easier and the lattice vibrations become
harder.

The diffusion processes in layer G of phase IV, which con-
tribute to the large linewidth of the ν1 mode [28,46,49–51],
are found to be confined in plane and are displayed in Fig. 5.
Liu et al. [28] briefly discussed two diffusion processes in
layer G. In this work, three diffusion processes are identi-
fied and discussed in detail. Figures 5(a) and 5(b) show the
first category of diffusion process, rotation of hydrogen ring
clusters: Any three molecules around a circle [blues circles in
Fig. 5(a) and purple circles in Fig. 5(b)] form a ring cluster and
rotate along the circle. In both processes 1′ and 1′′, some of the
ring clusters rotate clockwise (indicated by the black arrows
on the circles), while some of the clusters rotate anticlockwise
(indicated by the red arrows on the circles), and the rest of
the ring clusters do not rotate. During this rotation process,
the two adjacent atoms [the red and green atoms in Fig. 5(a)
and the purple and orange atoms in Fig. 5(b)] remain adjacent
and stay in the same ring cluster. Figures 5(a)–5(c) illustrate
the second type of diffusion process, reconstruction of hy-
drogen ring clusters: This is a process that converts the ring
clusters formed in process 1′ to those ring clusters found in
process 1′′. Before a time of 5.58 ps, three molecules around
a blue circle form a cluster and rotate, but the clusters ex-
perience recombination after a time of 5.58 ps: The three
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FIG. 4. Pressure dependence of IR and Raman frequency of (a) phase III and (b) phase IV solid hydrogen. The solid lines with open
symbols represent our FPMD results, the dashed lines represent the DFPT results from Refs. [19,20], and the solid symbols represent the
experimental results from Refs. [6,12,47].

molecules around the blue circles stop rotating, and the three
molecules around the purple circle form new clusters and
start to rotate. Although in both processes 1′ and 1′′ two
adjacent atoms remain adjacent and stay in the same cluster,
combining these two processes, the two atoms [the red and
yellow atoms in Fig. 5(c)] originally adjacent are separated
into different ring clusters. We suspect this process is the
underlying mechanism that governs the different patterns in
the collected trajectories of layer G observed by Liu et al. [28],
which they conclude are the reconstruction of all molecules
every 2–3 ps. Figure 5(d) displays the third type of process,
self-organization of hydrogen ring clusters: One hydrogen
molecule (the red and green atoms) flips perpendicular to the

plane direction and stays in the same ring cluster by simply
exchanging the positions of two covalently bonded atoms.
As a result, the two adjacent atoms that are not bonded by
covalent bonds (the red and orange atoms) in one cluster
remain in the same cluster, but they are no longer adjacent.
Through the three types of diffusion processes, one atom
can travel freely in the same layer, and the covalent bonds
are very short-lived. As shown in Fig. 5, even though any
two atoms within a distance as large as 0.9 Å are connected
by a covalent bond, some hydrogen atoms are still isolated.
This phenomenon is in accordance with the pair correlation
function [Fig. 4(f)] and indicates the hydrogen molecules in
layer G have weaker covalent bonds than those in layer B

FIG. 5. Snapshots of a single layer, G, of the Pc structure extracted from the FPMD simulation in an NV E ensemble at 270 GPa. A selected
number of atoms are marked with different colors in order to trace them, and any two atoms within 0.9 Å are considered to be connected by
a covalent bond. The characteristic length of 0.9 Å is the position of the first valley in the pair correlation functions of layer G [Fig. 3(f)].
Hence, the covalently bonded hydrogen molecules are well separated from the rest of the atoms, which is beneficial to the visualization of the
diffusion processes.
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and start to dissociate into hydrogen atoms with increasing
pressure. Hence, we suspect that phase IV may be a transition
phase between the molecular phase and atomic phase of
hydrogen.

IV. CONCLUSION

In conclusion, we calculated the finite-temperature IR and
Raman spectra of the theoretically proposed candidate struc-
tures C2/c and Pc for solid hydrogen by Fourier transforms
of the TCFs of dipole moments and polarizabilities, respec-
tively. The dipole moments and polarizabilities are extracted
from FPMD trajectories of 768-atom supercells. The C2/c

structure is simulated at 100 K and pressures of 180, 220,
260, and 300 GPa. The Pc structure is simulated at 300 K and
pressures of 210, 230, 250, and 270 GPa. The linewidth and
some frequencies (the IR vibron and Raman vibron frequen-
cies for phase III and the ν1 Raman vibron frequencies for
phase IV) calculated in this work are in better agreement with
experiment than the spectra obtained from the DFPT method
at zero temperature, indicating the necessity of including the
temperature effect in theoretical calculations of high-pressure
solid-hydrogen spectra.

The agreement of the calculated spectra of the C2/c struc-
ture with the experimental result supports the theory that the
C2/c structure is the crystalline structure of phase III. The

disagreement between the spectra of the Pc structure and
experimental spectra shows that the predicted Pc structure,
which is the stable structure of phase IV in our FPMD
simulations with the PBE exchange-correlation functional,
differs from the real crystalline structure of phase IV in atomic
structures to some extent.

Examining the Raman spectra, pair correlation func-
tions, and mean-square displacements of different layers in
the Pc structure confirmed that the high-frequency vibron
mode is contributed by layer B and the low-frequency vi-
bron mode is contributed by layer G, where layer B is
a strongly bonded layer and layer G is a weakly bonded
diffusive layer. Moreover, the three diffusion processes in
layer G of the Pc structure observed in our simulation sug-
gest the short lifetime of the hydrogen-hydrogen covalent
bonds.
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