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Optical properties of excitons in buckled two-dimensional materials in an external electric field
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We study the binding energies and optical properties of direct and indirect excitons in monolayers and double-
layer heterostructures of Xenes: silicene, germanene, and stanene. It is demonstrated that an external electric field
can be used to tune the eigenenergies and optical properties of excitons by changing the effective mass of charge
carriers. Our calculations show that the existence of the excitonic insulator phase is plausible in freestanding
Xenes at small electric fields. The Schrödinger equation with field-dependent exciton reduced mass is solved
by using the Rytova-Keldysh (RK) potential for direct excitons, while both the RK and Coulomb potentials are
used for indirect excitons. It is shown that for indirect excitons, the choice of interaction potential can cause
huge differences in the eigenenergies at large electric fields and significant differences even at small electric
fields. Furthermore, our calculations show that the choice of material parameters has a significant effect on the
binding energies and optical properties of direct and indirect excitons. These calculations contribute to the rapidly
growing body of research regarding the excitonic and optical properties of this new class of two-dimensional
semiconductors.
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I. INTRODUCTION

Following the discovery of stable graphene monolayers
in 2004 [1] and the subsequent isolation of two-dimensional
(2D) insulators such as hexagonal boron nitride (h-BN) [2]
and 2D semiconductors such as transition metal dichalco-
genides (TMDCs) [3], researchers have continually sought to
discover new 2D materials with novel properties. One recent
addition to the 2D universe is the group XIV elements, namely
silicon, germanium, and tin, whose 2D forms are referred to
as silicene, germanene, and stanene (or, sometimes, tinene),
respectively. A recent paper [4] referred to buckled 2D mono-
layers consisting of silicon, germanium, and tin as “Xenes.”
For the sake of brevity, we shall adopt the same convention
when collectively referring to the behavior or properties of sil-
icene, germanene, and stanene. Early theoretical studies [5–7]
were soon followed by the first experimental reports of
silicene nanoribbons [8,9] and 2D silicene sheets [10].

These early studies of silicene revealed one of the most
crucial differences between silicene, the heavier group XIV
elements germanene and stanene, and graphene: silicene’s
most stable form is not a perfectly flat sheet, but is instead
slightly buckled [11–13]. Among other novel phenomena, this
buckling allows one to tune the band gap of Xenes by applying
an external electric field perpendicular to the plane of the
monolayer [14–18]. The tunable band gap of Xenes gives
researchers, among other things, extraordinary in situ control
over the binding energies and optical properties of excitons in
these materials.

Other interesting studies of the 2D Xenes include non-
local plasmon modes in open systems [19], chemical po-
tentials calculated without approximations for silicene and
germanene [20], exchange-correlation energies due to the
Coulomb and spin-orbit interactions in monolayer Si, calcu-
lated in the presence of circularly polarized radiation [21],
including temperature dependence [22].

In general, excitons in 2D materials are interesting because
of their potential for large binding energies, strong optical
absorption, and unique collective properties. Indeed, exci-
tons in TMDCs are characterized by relatively high binding
energies and significant spin-orbit coupling [23,24]. Bose-
Einstein condensation and superfluidity of spatially indirect
excitons in TMDC/h-BN heterostructures, formed by two
TMDC monolayers separated by N h-BN monolayers, were
also analyzed [25–28]. A theoretical study of intraexcitonic
optical transitions in TMDC/h-BN heterostructures was per-
formed [29]. Recently, experimental studies of the excited
states of direct excitons in monolayer MoS2 [30] and spatially
indirect excitons in multilayer MoSe2 single crystals [31] have
also been performed. Recently, it was shown that excitons
in TMDC monolayers possess intrinsic angular momentum
which drastically modifies the excitonic spectrum, recontex-
tualizing all previous theoretical and experimental results and
demonstrating the rich and varied physical phenomena present
in this materials [32]. A comprehensive review of excitons in
TMDCs is given in Ref. [33]. While there is an abundance of
research regarding excitons in TMDCs, there is relatively little
research on excitons in buckled 2D materials.

Experimental studies of intraexcitonic optical transitions
have been performed in Cu2O [34–37] and GaAs/GaAlAs
semiconductor coupled quantum wells [38,39]. Recently, sim-
ilar experiments have been performed on direct excitons in
monolayer TMDCs [40–42], but there are not yet any com-
parable studies of the 2D Xenes. In this paper we perform a
theoretical study of the binding energies and optical properties
of direct and indirect excitons in buckled 2D materials under
the effect of an external electric field.

The objective of this paper is to study the exceptional
tunability, via application of an external electric field, of the
properties of excitons in Xenes. We demonstrate this by ex-
plicitly calculating the binding energies and optical properties
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of excitons in the case of (i) direct excitons in Xene mono-
layers and (ii) spatially indirect excitons in heterostructures
formed by two Xene monolayers separated by N monolayers
of h-BN, which we denote as X-BN-X.

First, in the framework of the effective-mass approxima-
tion, we consider the dependence of the exciton reduced
mass μ as a function of the perpendicular external electric
field, E⊥. This field-dependent mass is used when solving the
Schrödinger equation for the eigenfunctions and eigenener-
gies of the direct or indirect exciton. This allows us to furnish
relevant optical quantities such as the oscillator strength and
absorption coefficient. Second, we investigate the dependence
of the binding energies and optical properties of direct exci-
tons in monolayer Xenes on the external electric field. For
spatially indirect excitons in X-BN-X heterostructures, we
study the dependence of these quantities on the interlayer
separation as well as on the external electric field.

This paper is organized in the following way. In Sec. II,
we present a theoretical framework for excitons in buckled
2D materials within the effective-mass approach and consider
their optical properties when the effective mass is electric-
field dependent. The binding energies and optical properties
of direct excitons in monolayer Xenes and of indirect exci-
tons in X-BN-X heterostructures are presented in Secs. III
and IV, respectively. A comparison between direct and indi-
rect excitons is given in Sec. V. Our conclusions follow in
Sec. VI.

II. THEORETICAL FRAMEWORK OF 2D EXCITONS
WITH ELECTRIC-FIELD-DEPENDENT MASS

A. Charge carriers in buckled 2D materials

Monolayers of silicene, germanene, and low-buckled
stanene can be pictured as graphene monolayers in which the
two triangular sublattices are offset with respect to the plane of
the monolayer by a particular distance, known as the buckling
constant or buckling factor. This offset between the two
triangular sublattices gives rise to the intrinsic sensitivity of
Xenes to an external electric field applied perpendicular to the
plane of the monolayer. With no external electric field, the
band structure of Xenes in the vicinity of the K/K ′ points
resembles graphene, though the intrinsic gaps of Xenes are
significantly larger than that of graphene. The application of
a perpendicular electric field creates a potential difference
between the sublattices, causing a change in the band gap in
the material, which in turn changes the effective masses of the
electrons and holes.

The Hamiltonian in the vicinity of the K/K ′ points is given
in Ref. [43] as

Ĥ = h̄vF (ξkxτ̂x + kyτ̂y ) − ξ�gapσ̂zτ̂z + �zτ̂z, (1)

where vF is the Fermi velocity, τ̂ and σ̂ are the pseudospin and
real-spin Pauli matrices, respectively, kx and ky are the com-
ponents of momentum in the xy plane of the monolayer, rela-
tive to the K points, 2�gap is the intrinsic band gap, ξ, σ = ±1
are the valley and spin indices, respectively, and �z = ed0E⊥
is the gap induced by the electric field, E⊥, acting along the z

axis, where d0 in the latter expression is the buckling constant.
The first term in Eq. (1) is the same as that of the low-energy
Hamiltonian in graphene [44,45]. The second term describes
the spin-orbit coupling [46] with an intrinsic band gap of
2�gap, while the last term describes the modification of the
intrinsic band gap via an external electric field.

Using Eq. (1), one may write the dispersion relation of
charge carriers near the K/K ′ points as

E(k) =
√

�2
ξσ + h̄2v2

F k2, (2)

where

�ξσ = |ξσ�gap − ed0E⊥| (3)

is the electric-field-dependent band gap at k = 0. We note
that when E⊥ = 0, the spin-up and spin-down bands of the
valence and conduction bands are degenerate. In other words,
spin-orbit splitting only manifests itself at nonzero external
electric fields. At nonzero electric fields, both the valence
and conduction bands split, into upper bands with a large
gap (when ξ = −σ ) and lower bands with a small gap (when
ξ = σ ). We call the excitons formed by charge carriers from
the large gap A excitons, and those formed by charge carriers
in the small gap B excitons. When the external field reaches a
critical value Ec = �gap/(ed0), the lower bands form a Dirac
cone at the K/K ′ points. The values of these quantities are
presented in Table I.

In the vicinity of the K/K ′ points, the conduction and
valence bands are parabolic. The effective mass of charge
carriers near the K/K ′ points can be written as m∗ = �ξσ /v2

F .
The effective masses of electrons and holes are the same due
to the symmetry between the lowest conduction and highest
valence bands, and can be written in terms of the external
electric field as

m∗ = |ξσ�gap − ed0E⊥|
v2

F

. (4)

TABLE I. Parameters for buckled 2D materials: 2�gap is the total gap between the conduction and valence bands; d0 is the buckling
parameter; vF is the Fermi velocity; l is the monolayer thickness; ε is the dielectric constant of the bulk material. FS refers to the freestanding
Xene monolayers.

Material 2�gap (meV) d0 (Å) vF (×105 m/s) ε l (nm)

Silicene (FS) 1.9 [47] 0.46 [14] 6.5 [47] 11.9 0.4 [48]
Silicene (h-BN, type I) [49] 27 0.46 4.33 11.9 0.333
Silicene (h-BN, type II) [49] 38 0.46 5.06 11.9 0.333
Germanene (FS) 33 [47] 0.676 [14] 6.2 [47] 16 0.45
Stanene (FS) 101 [47] 0.85 [50] 5.5 [47] 24 0.5
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FIG. 1. Band gap, 2�ξσ , and exciton reduced mass, μ, in units of m0, as a function of the external electric field, E⊥. (a) 2�ξσ as a function
of E⊥, zoomed in to show the behavior at small values of E⊥. (b) 2�ξσ as a function of E⊥ across the full range of E⊥ considered in the
calculations. (c) μ as a function of E⊥, zoomed in to show the behavior at small values of E⊥. (d) μ as a function of E⊥ across the full range
of E⊥ considered in the calculations.

The behavior of μ as a function of E⊥ for A and B excitons
in freestanding (FS) Xenes is shown in Fig. 1. Following
ab initio calculations [16] which determined that the crystal
structure of silicene becomes unstable around 2.6 V/Å, we
consider in our calculations electric fields up to 2.7 V/Å. As
one can see from Table I, silicene, which has the largest vF

and the smallest d0, has the smallest slope. Even at E⊥ =
2.7 V/Å, the exciton reduced mass in silicene never surpasses
the electron rest mass, m0. On the other hand, in stanene,
which has the smallest vF , the exciton reduced mass exceeds
m0 at large fields.

At small electric fields, germanene and especially stanene
show significant differences between the reduced masses of
the A and B excitons; this is due to their large intrinsic band
gaps. Silicene, which has an intrinsic band gap on the order
of a couple meV, exhibits very little difference between the
reduced masses of A and B excitons, even at relatively small
electric fields. At large electric fields the difference between
the A and B exciton reduced mass is negligible in silicene and
germanene. In all cases, the mass of the A exciton exceeds the
mass of the B exciton.

B. Effective mass approach for excitons in buckled 2D materials

In condensed matter, excitonic systems are many-body
systems requiring the use of quantum field theory. However,
these excitonic systems can be well approximated by treating
them as few-body systems. There are different approaches to
solving the two-body eigenvalue and eigenfunction problem
for interacting electrons and holes in two dimensions. One
can start from the effective low-energy single-electron Hamil-
tonian like in Refs. [27,51–56]. Using the low-energy effec-
tive two-band single-electron Hamiltonian in the form of a
spinor with a gapped spectrum in the k · p approximation one
obtains the two-particle Dirac type equation. It is important
to mention that in Ref. [57], while referring to excitons in
heterostructures of MoS2 and h-BN, the authors state, “For a
2D material it can be shown that the exchange term becomes
negligible in the small q limit. Thus the e-h exchange only

reduces the binding energy of the lowest zero momentum
exciton ... [by] less than 5% of the total binding energy.” One
can take a different approach in which one assumes that the
electron and hole bands are isotropic and parabolic, which
is a good approximation for the low-energy spectrum of 2D
materials. This form of the Hamiltonian implies that both the
electron and hole single-particle states form a single parabolic
band. The corresponding eigenproblem equation reduces to
the Schrödinger equation in the effective-mass approximation.
This approach is common in the literature to describe excitons
in 2D materials. See, for example, Refs. [23,25,27,33,58].
Below, we follow the effective-mass approximation.

In order to obtain the eigenfunctions and eigenenergies of
an exciton in Xenes, we first write the Schrödinger equation
for an interacting electron and hole:[−h̄2

2me

∇2
e + −h̄2

2mh

∇2
h + V (re, rh)

]
ψ (re, rh) = Eψ (re, rh),

(5)

where e and h are the indices referring to the electron and
hole, respectively; me = mh = m∗ are the masses of charge
carriers given by Eq. (4).

Performing the standard procedure for the coordi-
nate transformation to the center-of-mass, RCM = (mere +
mhrh)/(me + mh), and relative coordinates, r = re − rh, one
obtains an equation for the relative motion of the electron and
hole: [−h̄2

2μ
∇2 + V (r )

]
ψ (r ) = Eψ (r ), (6)

where μ = memh/(me + mh) = m∗/2 is the exciton reduced
mass.

The relative separation r between the electron and hole can
be written in cylindrical coordinates, r = ρρ̂ + D ẑ, allowing
us to treat the case of direct excitons in an Xene monolayer
and spatially indirect excitons in X-BN-X heterostructures
on equal footing. For direct excitons, we set D = 0, and
Eq. (6) becomes a purely 2D equation, with ρ representing
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the separation between the electron and hole sharing the
same plane. Throughout this paper, we consider the sepa-
ration between two Xene monolayers in steps of calibrated
thickness, lh−BN = 0.333 nm, corresponding to the thickness
of one h-BN monolayer. For spatially indirect excitons, the
relative coordinate r =

√
ρ2 + D2, where D = l + Nlh−BN,

l is the Xene monolayer thickness, and N is the number of
h-BN monolayers.

The interaction between the electron and hole in 3D homo-
geneous dielectric environments is described by the Coulomb
potential, but this interaction in 2D is modified and described
by a potential which includes screening effects as a result of
the reduced dimensionality. This potential was first considered
in Ref. [59] and was independently derived in Ref. [60]; we
refer to it as the Rytova-Keldysh (RK) potential. Therefore
the interaction potential V (r ) between the electron and hole
for direct excitons in an Xene monolayer is

V (r ) = πke2

2κρ0

[
H0

(
r

ρ0

)
− Y0

(
r

ρ0

)]
, (7)

where ρ0 is the screening length, and H0 and Y0 are the Struve
and Bessel functions of the second kind, respectively. In
Eq. (7), κ = (ε1 + ε2)/2 describes the surrounding dielectric
environment, ε1 and ε2 are the dielectric constants either (a)
above and below the monolayer, in the case of direct excitons
in an Xene monolayer, or (b) between and surrounding the
Xene monolayers in the case of spatially indirect excitons
in an X-BN-X heterostructure. The screening length ρ0 can
be written as [23] ρ0 = (2πχ2D )/(κ ), where χ2D is the 2D
polarizability, which in turn is given by [60] χ2D = lε/4π ,
where ε is the bulk dielectric constant of the Xene monolayer.

To better understand the importance of the screening effect
in X-BN-X heterostructures, we perform calculations using
both the RK and Coulomb potentials. For indirect excitons,
the expressions for the interaction between the electron and
hole can be written as

V (
√

ρ2 + D2) = πke2

2κρ0

[
H0

(√
ρ2 + D2

ρ0

)

− Y0

(√
ρ2 + D2

ρ0

)]
, (8)

for the RK potential, and

V (
√

ρ2 + D2) = ke2

κ (ρ2 + D2)
, (9)

for the Coulomb potential. Equations (8) and (9) describe the
interaction between the electron and hole in restricted 3D
space, where the z separation between the electron and hole
is fixed at a value D, which corresponds to the interlayer
separation.

It is worth noting that the RK potential was originally
formulated as an explicitly 2D description of the Coulomb
interaction in thin films. Nevertheless, there have been re-
cent attempts to apply the RK potential to spatially indirect
excitons in van der Waals heterostructures of 2D materials
such as the TMDCs [25,28,29,58]. The logic behind gener-
alizing the RK potential to spatially indirect excitons follows
from two considerations: (i) the dielectric environment is still

inhomogeneous, just as in the case of the direct exciton—
when the interlayer separation D is smaller than, or com-
parable to, the RK screening length ρ0 and the excitonic
gyration radius

√
〈r2〉, the electron-hole interaction potential

must account for both the Xene monolayers and the interlayer
dielectric; and (ii) as the interlayer separation D becomes
larger than ρ0, the total separation, r =

√
ρ2 + D2, between

the electron and hole necessarily becomes much larger than
ρ0, and therefore the RK potential converges towards the
Coulomb potential in any case. We emphasize that we are not
claiming definitively that the RK potential provides the most
accurate description of the spatially indirect exciton, hence
the extensive comparison with the corresponding results cal-
culated using the Coulomb potential.

Therefore, one can obtain the eigenfunctions and eigenen-
ergies by solving Eq. (6) using the potential (7) for direct
excitons, or for indirect excitons using either potential (8)
or (9).

Both the RK and Coulomb potentials have central sym-
metry; therefore the eigenstates of the system can be spec-
ified by a principal quantum number n = 1, 2, 3, . . . and
an angular momentum quantum number l = −n + 1,−n +
2, . . . , 0, . . . , n − 2, n − 1. For the sake of brevity, we shall
refer to the eigenstates of the exciton using the familiar
nomenclature of the ideal 2D hydrogen atom; that is, 1s

refers to (n, l) = (1, 0), 2p would refer to (n, l) = (2,±1),
and so on. This convention is common in the literature
[23,29,40–42,61–67].

C. Optical properties of excitons in buckled 2D materials

Our approach to calculating the optical properties follows
well-established methods for modeling optical transitions in
atom-like systems [68]. This approach was used to describe
the optical absorption by excitons in semiconductor coupled
quantum wells [69]. We treat the exciton as a two-level
system, modeling its polarization in response to an incident
electromagnetic wave as a harmonic oscillator. The oscillator
strength, f0, of a particular optical transition is given by

f0 = 2μ(Ef − Ei )|〈ψf |x|ψi〉|2
h̄2 , (10)

where Ei and Ef are the eigenenergies corresponding to the
eigenfunctions ψi and ψf , and x represents the linear polar-
ization of the electric field of the incident electromagnetic
wave. The dipole matrix element, |〈ψf |x|ψi〉|2, determines
which transitions are allowed or forbidden. The allowed op-
tical transitions are given by nf 	= ni and lf = li ± 1. Hence,
the allowed transitions from the ground state are those with
nf = 2, 3, . . . and lf = ±1, i.e., the states 2p, 3p, . . . . The
oscillator strength is theoretically useful, as it is a dimension-
less quantity which gives the strength of a particular optical
transition relative to all other possible transitions from the
initial state ψi .

Experimentally studying the optical properties of a ma-
terial generally involves observing how a sample absorbs,
transmits, or reflects different wavelengths of electromagnetic
waves. The intensity of an electromagnetic wave of frequency
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ω propagating a distance z through a medium is given by

I (z; ω) = I0e
−α(ω)z, (11)

where I0 is the original intensity of the wave and α is the
absorption coefficient, and is calculated as

α(ω) =
(

ω

ω0c

πe2

2ε0
√

εh−BNμ

n

LX

f0

)(
(�/2)

(ω2
0 −ω2)2 + (�/2)2

)
,

(12)

where ω0 = (Ef − Ei )/h̄ is the Bohr angular frequency of
the optical transition, n is the 2D concentration of excitons,
LX represents the thickness of the monolayer(s) which the
electron and hole occupy, and � is the full width at half
maximum (FWHM) of the optical transition. We can deduce
from Eq. (11) that the absorption coefficient is the inverse
of the propagation distance z over which the intensity of the
electromagnetic wave decreases by a factor 1/e.

Evaluating Eq. (12) for a single optical transition will yield
a Lorentzian peak centered on ω0 with a FWHM of �. The
absorption spectrum, obtained experimentally by measuring
the absorption of a medium across a wide range of incident
frequencies ω, is represented theoretically by summing over
Eq. (12) for all possible optical transitions in the medium (not
limited to excitonic transitions). We focus on the maximal
value of the absorption coefficient, obtained when the incident
electromagnetic wave is in resonance with a given optical
transition, i.e., ω = ω0. This maximal value is

α(ω = ω0) =
(

πe2

2cε0
√

εh−BNμ

n

LX

f0

)(
2

�

)
. (13)

However, in 2D materials, where the thickness of a mono-
layer is a fixed value, the absorption coefficient is not the
most efficient way to compare absorption properties across
different materials. Recalling Eq. (11), one can consider
the absorption factor, A = 1 − I (z = LX; ω = ω0)/I0 = 1 −
exp[−α(ω = ω0)LX]:

A = 1 − exp

[
−

(
πe2n

2cε0
√

εh−BNμ
f0

)(
2

�

)]
, (14)

which gives the fraction of the electromagnetic wave absorbed
by a particular excitonic transition in direct excitons in a single
Xene monolayer or in spatially indirect excitons in an X-BN-
X heterostructure.

III. DIRECT EXCITONS IN XENE MONOLAYERS

Below we present the results of calculations for freestand-
ing Xene monolayers as well as monolayer silicene on an
h-BN substrate. The input parameters used in the calculations
are given in Table I, and we use n = 5×1011 cm−2 for the
2D concentration of excitons [70] and � = 1013 Hz for the
FWHM [3,71–73] to calculate the absorption coefficient and
absorption factor.

While it is certainly instructive and informative to consider
freestanding silicene, germanene, and stanene, it is also im-
portant to consider other scenarios which may be experimen-
tally more practical, namely, the behavior of these materials
when placed on different substrates. Hexagonal boron nitride
is a promising substrate for silicene due to its atomically flat

structure and relatively weak interactions with the silicene
monolayer. Indeed, h-BN has been identified as an excellent
substrate for other 2D materials such as graphene [74–76]
and TMDC monolayers [57,77,78]. There does, however,
appear to be some disagreement regarding exactly how the
weak interaction between the h-BN and silicene affects the
properties of the silicene, if at all.

The authors of Ref. [49] performed ab initio calculations
and found that the interaction between h-BN and silicene
leads to a rather significant modification of the material prop-
erties of silicene, increasing the band gap and decreasing the
Fermi velocity of silicene such that its material parameters
more closely resemble those of freestanding germanene. The
authors find that there are nine different stacking arrange-
ments of silicene on h-BN, based on the slight lattice mis-
match between the two materials, and the variety of different
rotation angles between the two lattices. All but three of the
nine different stacking arrangements result in a band gap in
silicene between 32–39 meV, and the other three arrangements
lead to band gaps of 27, 28, and 29 meV. All but one of the
lattice arrangements result in a Fermi velocity of at least 92%
of vF in freestanding silicene, which the authors calculated
to be 5.33×105 m/s. One lattice arrangement results in a
significantly lower value of the Fermi velocity, only 83%
the magnitude of vF in freestanding silicene. Interestingly,
the authors find that the buckling parameter of silicene is
not changed by the h-BN substrate, but remains constant at
d0 = 0.46 Å, the same as for freestanding silicene.

Fortunately, one lattice arrangement has both the largest
band gap and highest Fermi velocity, while a second arrange-
ment has both the smallest band gap and lowest Fermi veloc-
ity. This allows us to easily provide lower and upper bounds on
the calculated properties of excitons in silicene encapsulated
by h-BN. We assume that the material parameters of silicene
on h-BN are the same as silicene encapsulated by h-BN.
These parameters are presented in Table I and are taken from
Ref. [49].

Curiously, the authors of Ref. [79] also studied silicene on
an h-BN substrate using ab initio calculations, but arrived at
a completely different result compared to Ref. [49]. They find
that the buckling parameter of silicene is increased from 0.46
to 0.54 Å, while they also find that the band gap and Fermi
velocity remains largely unchanged compared to freestanding
silicene. For this reason, we did not perform a separate set
of calculations corresponding to these data, since the results
would very closely resemble that of freestanding silicene.

A. Eigenenergies of direct excitons in monolayer Xenes

The results of our calculations for the binding and optical
excitation energies of direct excitons in monolayer Xenes are
presented in Figs. 2 and 3, respectively. In Fig. 2 we compare
the direct exciton binding energy of freestanding silicene,
germanene, and stanene, and encapsulated silicene. The direct
exciton binding energies for FS Ge and FS Sn are qualitatively
similar to FS Si, but they are smaller than freestanding Si
and larger than encapsulated Si. The freestanding monolayers
exhibit by far the largest binding energies, due to the much
weaker dielectric screening induced by the environment com-
pared to silicene encapsulated by h-BN. The curves for FS
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FIG. 2. Direct exciton binding energies in freestanding silicene,
germanene, and stanene, and in silicene encapsulated by h-BN.
The solid symbols correspond to B excitons, while open symbols
represent A excitons. The inset shows the dependence of the ratio
Eb/(2�ξσ ) on the external electric field E⊥ for the FS Xenes at
E⊥ > (ξσ�gap )/(ed0 ). Beyond the domain shown in the inset, the
change in the ratio is insignificant. In both types of encapsulated Si,
the ratio is less than 0.5 at E⊥ = 0 and decreases as E⊥ increases.

Ge and FS Sn qualitatively resemble that of FS Si, but FS
Ge reaches a maximum binding energy of 725 meV, and the
maximum binding energy for FS Sn is roughly 525 meV,
significantly smaller than for FS Si. The percent difference
between the binding energy of FS Si and FS Ge at the largest
electric field considered, E⊥ = 2.7 V/Å, is 18.5%, and the
percent difference between FS Si and FS Sn at the same
electric field is 47.9%. In addition, in FS Ge and FS Sn, we
observe a non-negligible difference in the binding energy of
A and B excitons at electric fields up to about 1 V/Å. These
differences decrease as the electric field increases. In FS Si,
the difference between A and B excitons is always negligible.

Overall, we find that FS Si exhibits the largest direct
exciton binding energy, followed by FS Ge and then FS

FIG. 3. Dependence of the optical transition energy on the exter-
nal electric field for the 1s → 2p and 1s → 3p transitions for direct
A excitons in freestanding and encapsulated silicene monolayers.
The plot for FS Si is truncated for E⊥ � E⊥c.

Sn, despite the fact that silicene has the lowest-mass charge
carriers, while stanene has the highest mass charge carriers.
Silicene has the lowest mass charge carriers because (a) it
has the smallest intrinsic band gap, (b) it has the smallest
buckling parameter, so the external electric field induces the
smallest change in its band gap, and (c) it has the largest
Fermi velocity, again implying that the charge carriers have
intrinsically small mass. The opposites of points (a), (b),
and (c) explain why stanene has the largest carrier masses.
We infer that stanene has the smallest direct exciton binding
energy because it has by far the largest dielectric constant, and
the largest monolayer thickness, and therefore, the screening
length ρ0 is much larger than in silicene. This leads to signifi-
cant dielectric screening, especially as carrier masses increase
and the average exciton radius decreases. Direct excitons in
h-BN-encapsulated silicene show the smallest binding ener-
gies, due to the aforementioned strong dielectric screening of
the surrounding environment.

Careful analysis of the results presented in Fig. 1(b) and
Fig. 2 shows that for some values of the applied electric
field the direct exciton binding energies become larger than
the band gaps of the FS Xene monolayers. In both types
of encapsulated Si, the ratio is less than 0.5 at E⊥ = 0 and
decreases as E⊥ increases. This observation motivated us to
plot the dependence of the ratio Eb/(2�ξσ ) on the external
electric field, as shown in the inset in Fig. 2.

Interestingly enough, over five decades ago, in 1963,
Knox [80] suggested that if the binding energy of an
exciton exceeds the energy gap, the material would behave
as a so-called excitonic insulator (EI), where the valence
electrons would spontaneously form excitons. This concept
was subsequently expanded upon over the course of the
1960s [81–84]. Experimental evidence of EI phenomena
has been found in semiconductor quantum wells such as
InAs/GaSb [85], layered semiconductors such as Ta2NiSe5

[86], layered graphite [87], and TMDCs such as 1T -TiSe2

[88], as well as other materials. Freestanding graphene was
also suggested as a candidate for the EI phase [89–93], though
experimental studies of FS graphene found no evidence of the
EI phase [94,95]. Subsequent theoretical investigations based
on a refined model determined that FS graphene was not,
in fact, an excitonic insulator [96–102]. While freestanding
silicene is likewise possible, we found no evidence of
freestanding silicene being physically realized, though the
authors of Ref. [103] refer to silicene sandwiched between
graphene monolayers as freestanding because it preserves the
Dirac cone which is destroyed when monolayer silicene is
placed on metallic substrates. There does not appear to be ex-
perimental evidence of truly freestanding silicene analogous
to Refs. [94,104], and hence the question of whether FS Si is
an excitonic insulator remains an open question. While a first-
principles study of the feasibility of the excitonic insulator
phase in silicene is beyond the scope of this work, we nonethe-
less consider the results shown in the inset in Fig. 2 to be suffi-
cient evidence to warrant further investigation into the matter.

The effective-mass approximation employed in this paper
is a well-established method of calculating charge carrier
masses [23,58,105]. Furthermore, the computational method
used here to calculate the direct exciton binding energy has
consistently produced results in agreement with theoretical
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calculations using different methods. For example, our
method reproduces the direct exciton binding energies of
Ref. [106], obtained using the path-integral Monte Carlo
method, to better than 1%. Likewise, our calculations re-
produce the direct exciton binding energies of Ref. [56],
calculated using both a single-band model in the effective-
mass approximation, and a multiband model with a recursive
approach, again to within 1%. Finally, when the carrier mass
is small, and the excitonic radius is therefore much larger
than the Keldysh screening length ρ0, we can compare our
calculated direct exciton binding energies to the well-known
result for the binding energy of a 2D hydrogen atom, assum-
ing the Coulomb potential for the electron-hole interaction,
Eb = (2μe4)/(4πε0h̄)2 [64], and we again find excellent
agreement between the two values.

Assuming that the excitonic insulator phase in the FS
Xenes is at least plausible, we recognize several fascinating
implications of such a phenomenon. First, we find that FS
Si would behave as an EI until the external electric field
exceeds the critical value of about E⊥c = 0.55 V/Å, where
the critical electric field E⊥c is defined as the electric field
at which Eb/(2�ξσ ) = 1. The corresponding critical fields
in FS Ge and FS Sn are, respectively, approximately E⊥c =
0.3 V/Å and E⊥c = 0.2 V/Å. A phase transition occurring
at these critical electric fields could therefore be identified
by observing a change in the conductivity and in the optical
properties of the monolayer.

Beyond approximately E⊥ = 0.1 V/Å, each of the three
FS Xenes would exhibit the EI phase at room temperature,
while at zero external electric field, FS Si would not exhibit
a stable EI phase since the direct exciton binding energy,
which is roughly Eb = 10 meV, is smaller than the thermal
energy at room temperature, approximately kbT = 25 meV.
At E⊥ = 0.1 V/Å, we find that in FS Sn, the B exciton exists
in the EI phase, EbB

= 143 meV, 2�ξσ = 69 meV, while
the A exciton does not, EbA

= 251 meV, 2�ξσ = 271 meV.
This opens the intriguing possibility of charge carriers of one
spin/valley configuration existing in the EI phase alongside
charge carriers in the other spin/valley configuration existing
in the usual semiconductor regime.

One might also expect extremely strong optical absorption
due to intraexcitonic optical transitions, such as the 1s → 2p

transition studied here, when the Xene monolayer is in the EI
phase. Unlike the semiconductor regime, in which excitons
are created optically from valence band electrons, and there-
fore only a small fraction of all valence electrons absorb the
incident radiation to form excitons, the EI phase necessarily
means that all valence electrons form excitons. Therefore, the
concentration of excitons could reasonably be at least an order
of magnitude larger than what is typically observed, leading to
strongly enhanced intraexcitonic optical absorption.

Figure 3 presents the optical transition energies and reveals
an unexpected difference in behavior between freestanding
Xenes and encapsulated silicene. We use the data for FS Si as
representative of the other two FS materials, without making
the figure visually cluttered. We show results for the 1s → 2p

and 1s → 3p excitonic transitions in FS Si for E⊥ > E⊥c.
Since FS Si qualitatively resembles FS Ge and FS Sn, we
will only show the results for FS Si throughout the rest of
the paper.

At an electric field greater than 0.6–1.3 V/Å, each of
the three freestanding materials exhibits a saturation of the
1s → 2p optical transition energy; that is, the transition
energy does not change significantly as the electric field
continues to increase. Furthermore, each of the three FS
materials shows the same rapid increase at small electric
fields. In FS Si, we can see that the value of the transition
energy at E⊥ = 1.3 V/Å is within 10% of the maximal value,
at E⊥ = 2.7 V/Å. In FS Ge, the transition energy approaches
10% of its maximal value (Emax,1s→2p ≈ 300 meV) at
E⊥ = 1 V/Å. In FS Sn (Emax,1s→2p ≈ 200 meV), the same
happens at an electric field of only 0.6 V/Å. We can infer
that this saturation is due to the binding energy and the
2p state eigenenergy increasing at roughly the same rate
at high electric fields. The optical transition energy in the
freestanding materials is therefore less tunable than the direct
exciton binding energy, since the transition energy for all three
FS materials does not change significantly as the electric field
is increased. In contrast, encapsulated Si continues to show a
linear increase in the 1s → 2p optical transition energy even
at high electric fields. It is also interesting to note that the
transition energies of A and B excitons converge to nearly
the same value at relatively small electric fields in FS Ge and
Sn, even though Fig. 2 demonstrates that the difference in
binding energies of A and B excitons in these two materials
remains noticeable until the electric field becomes larger than
the value at which the A and B transition energies converge.
It would be very interesting to probe these optical transitions
experimentally to determine whether both the A and B

excitonic optical transitions may be induced by a single laser
tuned to the common transition energy.

Figure 3 also shows the 1s → 3p transition energies,
which are consistently and significantly larger than the
1s → 2p transition energies. Indeed, in all three FS materials,
we see that the 1s → 3p transition energy can be up to 50%
larger than the 1s → 2p transition, especially as the electric
field approaches its maximum. In encapsulated Si, we find that
the difference is not so dramatic, but still on the order of 25%
or greater.

In addition, one can see from Figs. 2 and 3 that the
dependence of the eigenenergies of direct excitons calculated
using the RK potential on the electric field is nonlinear,
while the reduced mass of the exciton linearly depends on
the electric field according to Eq. (4). It is well known that
the eigenenergies of direct 2D excitons calculated with the
Coulomb potential are directly proportional to the exciton
reduced mass. Therefore, in contrast to the RK potential,
the eigenenergies of the exciton in the case of the Coulomb
potential would depend linearly on the electric field.

B. Optical properties of direct excitons

The results of calculations of the optical properties of direct
excitons in monolayer Xenes are presented in Fig. 4. We show
results for the 1s → 2p and 1s → 3p excitonic transitions
in FS Si for E⊥ > E⊥c. The oscillator strengths of the three
freestanding materials quickly become saturated at a value of
about 0.4, as shown in Fig. 4(a). Furthermore, there is very
little difference in f0 for a given material for A and B excitons.
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FIG. 4. Optical properties of direct excitons in Xene monolayers. The dependence of (a) the oscillator strength, f0, (b) the absorption
coefficient, α, and (c) the absorption factor, A, on the electric field, E⊥, for direct A excitons in FS and encapsulated Si. In (a) and (c) both the
1s → 2p and 1s → 3p transitions are shown, while in (b), only the 1s → 2p optical transition is shown. The plot for FS Si is truncated for
E⊥ � E⊥c.

The oscillator strengths in encapsulated Si never quite reach
saturation, and never come close to the same magnitude as
that of the freestanding materials.

The oscillator strengths for the 1s → 3p optical transition
are also given in Fig. 4(a). Surprisingly, the behavior of
f1s→3p as a function of the external electric field is qualita-
tively very similar to f1s→2p. We find that the value of f1s→3p

is roughly one-tenth the magnitude of the corresponding value
of f1s→2p at a given electric field. This consistent difference
in magnitude of roughly a factor of 10 is somewhat surprising,
considering the rather small magnitudes of f1s→2p at electric
fields less than approximately 1 V/Å. It was thought that
perhaps this would mean that f1s→3p would be of comparable
magnitude to f1s→2p at small electric fields; however this is
clearly not the case.

On the other hand, in FS Si, f1s→3p quickly reaches a
value of 0.04 at small electric fields, but we observe a very
slight decrease in the magnitude of f1s→3p as the electric
field continues to increase beyond approximately 1 V/Å. This
slight decrease in f0 at electric fields greater than ≈1 V/Å re-
sembles the observed behavior of f1s→2p for indirect excitons
in X-BN-X heterostructures of FSE Sn, when the interlayer
separation is large and the electric field is strong.

The absorption coefficient and absorption factor for FS and
encapsulated Si are shown in Figs. 4(b) and 4(c), respectively.
We observe that the freestanding materials should absorb
significantly more light than encapsulated Si. This again can
likely be tied back to the difference in dielectric environment;
recall from Eq. (13) the factor of

√
εh−BN in the denominator.

For freestanding Xenes in a vacuum, this would translate to
significantly stronger absorption than for h-BN encapsulated
materials. It is also noteworthy that the absorption in encap-
sulated silicene becomes saturated by the electric field much
more quickly, not exhibiting much change when the electric
field is increased beyond E⊥ = 1 V/Å. On the other hand,
FS Si exhibits a noticeable change in its absorption through
the entire range of electric fields. In FS Ge, α and A lie
roughly between the curves for FS Si and encapsulated Si. In
FS Sn, α converges towards encapsulated Si at large electric
fields, while A remains larger than in encapsulated Si by
approximately one percentage point.

Ultimately, we find that the minimum absorption fac-
tor, obtained at the maximum value of the electric field, is
approximately 3% for FS Si, 2% for FS Ge, 1.5% for FS
Sn, and only about 1% for encapsulated silicene. For the
sake of comparison, at an electric field of E⊥ = 1 V/Å, the
value of the absorption factor in FS Ge is approximately
5.5% (where B excitons absorb slightly more, and A excitons
absorb slightly less), and in FS Sn, the corresponding value is
slightly less than 4% for B excitons, but slightly more than 3%
for A excitons. As the electric field is increased, the difference
between A and B excitons becomes much less significant.
The FS materials show a stronger response in their optical
absorption as a function of electric field, suggesting that they
are more tunable than encapsulated Si, which approaches its
global minimum at an electric field of about 1.5 V/Å.

Surprisingly, the 1s → 3p transition in freestanding Si is
comparable to the 1s → 2p transition in encapsulated Si. On
the other hand, the 1s → 3p transition in encapsulated Si is
quite strongly suppressed, barely surpassing 1% absorption at
an electric field of 0.1 V/Å, and decreasing to only a small
fraction of 1% absorption as the electric field continues to
increase.

C. Sensitivity of excitonic properties to material parameters

In the previous sections we presented calculations for the
eigenenergies and optical properties of Xenes for the input
parameters given in Table I. However, we note that there is
significant disagreement in the literature as to the exact value
of the material parameters for FS Xenes. For example, the
intrinsic band gap of silicene has been reported to be in the
range 1.55–7.9 meV [16,43,107,108], the germanene band
gap has been cited as between 24–93 meV [43,107,108], and
the band gap in stanene has been reported in Ref. [109] to
be between 30–123 meV. At large electric fields, these huge
discrepancies in the band gap would have a minor effect on
the eigenenergies and optical properties of both direct and
spatially indirect excitons in silicene, while the differences in
germanene and stanene are noticeable but minimal. At small
electric fields, however, these differences in the intrinsic band
gap can completely change the type of behavior one would
expect to observe.
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(a)

(b)

(c)

(d) (e)

FIG. 5. Sensitivity of exciton binding energy and optical properties on the Fermi velocity and monolayer thickness. (a) Dependence of the
direct exciton binding energy on the external electric field, E⊥, and on the Fermi velocity, vF . (b) Percent difference between the direct exciton
binding energies calculated using the minimum and maximum vF (solid circles) and using the minimum and maximum l (open circles), as
a function of external electric field, E⊥. (c) Dependence of the direct exciton binding energy on the external electric field, E⊥, and on the
monolayer thickness, l. (d) Dependence of the absorption factor, A, on the external electric field, E⊥, and on the Fermi velocity, vF . (e)
Dependence of the absorption coefficient, α, on the external electric field, E⊥, and on the monolayer thickness, l.

There is also significant disagreement as to the value of
the Fermi velocity in the 2D Xenes, especially in FS Si.
For example, ab initio calculations performed in Ref. [110]
found that in FS Si, vF = 5.32×105 m/s, while in FS Ge,
vF = 5.17×105 m/s. These values are considerably smaller
than the parameters given in Table I and used in our calcula-
tions, though these vF are comparable in magnitude to vF in
encapsulated Si [49]. The significant difference in these values
of vF has a major effect on the charge carrier mass: while
the two values of vF in FS Si only differ by about 20%, the
carrier masses in FS Si calculated with vF = 5.32×105 m/s
are 49% larger than the carrier masses calculated with vF =
6.5×105 m/s. The larger exciton reduced mass, caused by the
reduction in the Fermi velocity, leads to an increase in the
direct exciton binding energy. On the other hand, the increased
exciton reduced mass causes a significant decrease in the
absorption factor.

Finally, data on the Xene monolayer thickness are scarce,
and the data that do exist can vary wildly in magnitude. For ex-
ample, experimental measurements of Si monolayer thickness
on various substrates using atomic force microscopy yield
thicknesses of 0.3 nm [111], 0.37 nm [112], and 0.4 nm [113].
It seems reasonable to expect that a freestanding germanene
monolayer would be thicker than a freestanding Si monolayer,
since Ge has a larger atomic radius, RGe = 1.25 Å [114,115],
than silicene, RSi = 1.11 Å [114,115], and germanene has
a larger buckling constant by about 0.2 Å. Likewise, free-
standing stanene should similarly be thicker than freestanding
germanene by roughly the same amount, again because it has
a larger atomic radius, RSn = 1.45 Å [114,115], and larger
buckling constant, again by about 0.2 Å. Using lSi = 0.4 nm

[48] as a baseline, we then arrive at rough estimates of the
monolayer thicknesses of FS Ge and FS Sn of 0.45 nm and
0.5 nm, respectively. Overestimating the monolayer thickness
would have the effect of reducing the exciton binding energy
but increasing the absorption coefficient. This motivates us
to study the dependence of the eigenenergies and optical
properties of excitons in Xenes on the Fermi velocity and
monolayer thickness.

The direct exciton binding energy in FS Si, calculated
when the Fermi velocity is varied between 5×105 and
7×105 m/s, is shown in Figs. 5(a) and 5(b). In Fig. 5(a), we
see that the direct exciton binding energy increases monoton-
ically as the Fermi velocity decreases. The qualitative rela-
tionship between the binding energy and the external electric
field is not sensitive to the change in vF . The difference in
binding energy calculated using the minimum and maximum
vF is expressed as a percent difference in Fig. 5(b). While the
magnitude of the difference obviously increases as the electric
field increases, we see that the percent difference actually
decreases as the electric field increases. We also observe a
significant change in the absorption factor, A, as the Fermi
velocity is varied, as shown in Fig. 5(d).

We also calculated the excitonic properties of FS Si while
varying the monolayer thickness from 0.3 nm to 0.4 nm. The
results of these calculations are presented in Figs. 5(b), 5(c),
and 5(e). We find that the monolayer thickness can also have a
significant effect on the direct exciton binding energy, as seen
in Fig. 5(c). Unlike the Fermi velocity, however, we find that
the change in binding energy as l is varied increases as E⊥
increases, shown by Fig. 5(b). Our calculations also showed
that the value of the absorption factor, A, is nearly unchanged
by l, a logical result considering the functional form of A does
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(a) (b)

FIG. 6. (a) Indirect A exciton binding energy as a function of external electric field at N = 5 for FSE and encapsulated Si. (b) Dependence
of the indirect A exciton binding energy in encapsulated Si on the interlayer separation, N , and the external electric field, E⊥. Calculations are
performed using the Rytova-Keldysh potential.

not contain l, though the absorption coefficient α does contain
l in the denominator. Figure 5(e) shows that the absorption
coefficient, α, changes significantly as l is varied.

The results presented in Fig. 5 demonstrate that the prop-
erties of excitons in the 2D Xenes are highly sensitive to the
input parameters.

IV. PROPERTIES OF INDIRECT EXCITONS
IN X-BN-X HETEROSTRUCTURES

In the following subsections, we study the dependence of
the binding energy and optical properties of spatially indirect
excitons on the external electric field, E⊥, as well as on the
number of h-BN monolayers in the X-BN-X heterostructure.
We continue to perform calculations using the parameters
corresponding to freestanding Si, Ge, and Sn, even though
it is of course unreasonable to expect the Xene monolayers
to retain their freestanding parameters when placed in an X-
BN-X heterostructure. In the following calculations, we now
consider the dielectric environment κ = 4.89, unlike the case
of direct excitons, where the truly freestanding materials were
modeled to be surrounded by vacuum, i.e., κ = 1. To clearly
denote the difference between calculations for direct excitons
in freestanding monolayers, and calculations using the free-
standing parameters in an X-BN-X heterostructure, we will
refer to the latter as freestanding-encapsulated, or FSE. We
shall present our results for indirect excitons in FSE materials
in an X-BN-X heterostructure as a means of illustrating the
importance of using physically accurate material parameters
when calculating the properties of indirect excitons.

A. Eigenenergies of spatially indirect excitons
in an X-BN-X heterostructure

Figure 6(a) shows the binding energies of indirect A

excitons in FSE and encapsulated Si. Therefore, the larger
intrinsic band gap and significantly smaller Fermi velocity of
the encapsulated Si in turn lead to consistently larger binding
energies than the FSE Si at all values of electric field and
interlayer separation. Even at large interlayer separation, we
see that there is a significant difference in the binding energy
between FSE and encapsulated Si, and this difference between

the binding energies increases significantly as the interlayer
separation decreases. Therefore, the observed difference in
indirect exciton binding energy in Fig. 6(a) of greater than
10% at N = 5 is even more pronounced at smaller interlayer
separations. In Fig. 6(b), it is shown that the binding energy
of indirect A excitons in encapsulated Si increases sharply as
the electric field is increased up to about 1 V/Å, but as the
electric field continues to increase, the binding energy does
not increase significantly. Increasing the interlayer separation
from N = 1 to N = 5 reduces the binding energy by about
33% at high electric fields.

To understand the role of screening we perform calcula-
tions for the Coulomb and RK potentials. Figure 7 provides
a comparison of the value of the binding energy in type II
encapsulated Si using either the Coulomb or RK potentials.
We find that the binding energies calculated with the Coulomb
potential are always larger than those calculated using the RK
potential. For one monolayer of h-BN, the percent difference
in the binding energies for FSE Si ranges from roughly 5% at
small applied electric fields (5.35% at E⊥ = 0.25 V/Å) up to
nearly 12% at the maximum calculated electric field (11.7%
at E⊥ = 2.75 V/Å). For the same values of the electric field

FIG. 7. Difference in binding energy for indirect A excitons
calculated using Coulomb and Rytova-Keldysh potentials in encap-
sulated type II Si, as a function of the interlayer distance, N , and the
external electric field, E⊥.
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FIG. 8. Dependence of the 1s → 2p optical transition energies
of indirect A excitons in encapsulated type II Si on the interlayer dis-
tance, N , and external electric field, E⊥. Calculations are performed
using the RK potential.

and interlayer separation, the percent difference in the binding
energies for FSE Ge is more prominent than in FSE Si, starting
at 10.9% at E⊥ = 0.25 V/Å, and increasing up to 20.1% at
E⊥ = 2.75 V/Å. The percent difference in FSE Sn is by far
the most pronounced, beginning at 19.6% and increasing to
34.5% as the external electric field is increased.

As one might expect, these differences in the binding
energy decrease as the interlayer separation increases. This
is due to the fact that the RK potential converges towards
the Coulomb potential at large distances. For an interlayer
separation of N = 5 in FSE Ge, the percent difference ranges
between 3.7% and 5.8%. In FSE Sn, however, the percent
difference ranges from 7.2% to 12.5%, which is still rather
significant.

The 1s → 2p optical transition energies of indirect A ex-
citons in type II encapsulated Si are presented in Fig. 8. Curi-
ously, at large N , the optical transition energy in encapsulated
silicene begins to decrease slightly as the electric field con-
tinues to increase. Furthermore, our calculations show again
that the difference in the optical transition energy between
the Coulomb and RK potentials is again quite significant,
which reinforces the importance of using a physically accurate
interaction potential when calculating the properties of the
indirect exciton eigensystem. Finally we see that the optical
transition energy in encapsulated Si is not, in fact, particularly
tunable, since the transition energy plateaus at low electric

field at all values of the interlayer separation, and it remains
mostly constant, though it does decrease slightly for large
interlayer separations and strong electric fields.

In contrast to the results in Fig. 6, our calculations show
that the difference in the optical transition energy between
FSE and encapsulated Si is quite small, on the order of 5%,
even at small interlayer separations and large electric fields.
Indeed, the optical transition energies calculated using the
Coulomb potential at large electric fields and at N = 1 are
remarkably similar for each of the three FSE materials as
well as encapsulated Si, with all quantities falling between
90–110 meV. On the other hand, when calculated using
the RK potential, the transition energy at N = 1 and at the
maximal electric field shows a larger variation between the
FS Xenes and encapsulated Si, falling between 60 meV for
FSE Sn, 85 meV for FSE Si, and 90 meV for encapsulated Si.
This result suggests that the optical transition energy is not as
sensitive to the choice of material parameters as the indirect
exciton binding energy.

B. Optical properties of indirect excitons

The results of calculations of the optical properties of
indirect excitons in X-BN-X heterostructures are presented
in Fig. 9. The oscillator strength f0 of the 1s → 2p optical
transition of spatially indirect A excitons in encapsulated Si
increases monotonically with both E⊥ and D, as shown in
Fig. 9(a). It was previously reported [29] that f0 is expected to
increase monotonically with N for spatially indirect excitons
in TMDC-BN-TMDC heterostructures, and this phenomenon
is observed for encapsulated Si, as well as for the three FSE
materials. We find that the oscillator strength approaches 0.5
at large electric fields and interlayer separations, suggesting
that the 1s → 3p transition is very strongly suppressed in this
regime. f0 increases quickly for small values of E⊥ and grows
much more slowly beyond around E⊥ = 1 V/Å. At large N ,
f0 quickly approaches 0.5, which implies that the 1s → 3p

optical transition is very strongly suppressed.
The three FSE materials, not shown in Fig. 9, are quantita-

tively very similar to encapsulated Si. This is another example
of a quantity which is mostly insensitive to the choice of
material parameters used in the calculations.

Unlike the dramatic difference between the Coulomb and
RK potentials seen in the eigenenergies of Fig. 7, the differ-
ence in f0 between the Coulomb and RK potentials is quite

FIG. 9. Optical properties of indirect excitons in X-BN-X heterostructures. The dependence of (a) the oscillator strength, f0, (b) the
absorption coefficient, α, and (c) the absorption factor, A, for indirect A excitons in encapsulated silicene, on the interlayer separation, N , and
the external electric field, E⊥. Calculations are performed using the RK potential.
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small. In general, while there is some variation using these
potentials between the materials studied here, the quantitative
difference is very slight overall, except in FSE Si, where
there is still a noticeable difference even as the electric field
approaches its maximum.

The oscillator strengths of the 1s → 3p transitions in
encapsulated Si were also calculated. We find that f1s→3p is
approximately one-tenth the magnitude of the corresponding
f1s→2p for a given electric field and interlayer separation, very
similar to the case of direct excitons in Xene monolayers.

Also noteworthy is the unusual, and unique, behavior of f0

at zero electric field for the four materials. In FSE Si and Ge,
the oscillator strength of the 1s → 2p transition can exceed
0.5, an unphysical result which would appear to violate the
oscillator strength sum rule. In FSE Si, with its very small
intrinsic gap and very large Fermi velocity, we sometimes
observe unusual results at very small electric fields, such as
the unreasonably large oscillator strength observed here. This
may be due to the extremely small exciton mass at these
small fields, which in turn leads to a huge excitonic radius,
which then may run into problems with our computational
framework, specifically the size of our computational “box.”

Figures 9(b) and 9(c) demonstrate how optical absorption
is suppressed by increasing the external electric field, just
as is the case with direct excitons, as shown in Figs. 4(b)
and 4(c). As the interlayer separation is increased, the ab-
sorption increases by a small amount. These calculations
for encapsulated silicene are quantitatively very similar to
the three FSE materials. Our calculations show that at large
electric fields, encapsulated Si, as well as the three FSE
materials, should absorb less than 2% of incoming resonant
light. Encapsulated Si shows much weaker absorption than
FSE Si, with encapsulated Si more closely resembling FSE
Ge in terms of its absorption properties. As is the case with
the other optical quantities, we find that the absorption for
encapsulated Si decreases sharply for E⊥ � 1 V/Å, and more
slowly for E⊥ > 1 V/Å compared to the FSE materials.

We also see that changing the interlayer separation can
have quite a significant effect at low electric fields, but has
almost no effect at large electric fields. For example, at
E⊥ = 0.5 V/Å, we calculate that the absorption factor in
encapsulated Si increases from about 2.5% at N = 1 to about
3.5% at N = 5.

Our calculations also show that there is a small difference
in the absorption factor when comparing the Coulomb and
RK potentials. This difference is on the order of a few tenths
of a percent at E⊥ � 1 V/Å, and becomes negligible as the
electric field increases beyond this point.

Similarly, we find that the difference in absorption between
A and B excitons can be quite large at small electric fields,
and furthermore that B excitons always absorb more strongly
than A excitons, due to their slightly smaller mass. Finally, we
note that the reduction in f0 by a factor of 10 carries over to
the calculated values of α1s→3p and A1s→3p, as well.

As seen in Sec. III C, the properties of direct excitons
in 2D Xenes can vary significantly depending on the input
parameters. This result can be easily generalized to indi-
rect excitons in X-BN-X heterostructures, but in general it
would be reasonable to expect that increasing the interlayer

separation N would reduce the effect of varying the input
parameters.

V. COMPARISON BETWEEN DIRECT
AND INDIRECT EXCITONS

The binding energies of direct excitons are, of course,
stronger than the binding energies of the spatially indirect
excitons in the same materials, but this drop in binding energy
when moving from direct excitons to indirect excitons is huge.
For example, the direct exciton binding energy in FS Si is on
the order of 900 meV at E⊥ = 2.7 V/Å, while the indirect
exciton binding energy at N = 1 in FSE Si is only 140 meV
(155 meV) for the RK (Coulomb) potential, a staggering
reduction in the binding energy of over 80%. This change is
not as drastic in FS Ge and FS Sn, where the binding energy
drops by slightly less than 80% in FS Ge (from ≈700 meV
to ≈160 meV) and by about 75% in FS Sn (from ≈550 meV
to ≈170 meV). The dramatic difference between direct and
indirect binding energies in the freestanding materials is due
to both the change in dielectric environment as well as the
increase in the electron-hole distance. The difference between
direct and indirect exciton binding energies is not as severe in
encapsulated Si, where the change in binding energy is only
about 50% at the maximum electric field. The significantly
smaller change in encapsulated Si can be partially explained
by κ remaining constant at 4.89 between the direct and
indirect exciton cases.

The difference in the optical transition energy for direct
and indirect excitons is not as large as the aforementioned
difference between the binding energies. In FS Si, we see
a drop in the transition energy of about 75% when moving
from direct excitons to indirect excitons at N = 1. In FS Ge,
the same change is approximately 66%, and in FS Sn, the
difference is only about 50%. Unlike the binding energies,
where encapsulated silicene exhibited the smallest direct-to-
indirect change, when comparing the transition energies we
find that encapsulated silicene shows a change of about 66%,
comparable to FS Ge.

The oscillator strengths follow a consistent pattern, with
the direct excitons having the smallest f0 at any given E⊥,
and f0 increasing as the interlayer distance is increased. As
mentioned in Sec. II C, we observe that while the oscillator
strength increases monotonically with E⊥, increasing quickly
at first before slowly leveling off above E⊥ � 1 V/Å, the
absorption coefficient displays nearly the opposite behavior.
For both the direct and indirect exciton cases, we find that the
absorption coefficient α decreases monotonically with E⊥ but
still increases monotonically with the interlayer separation.
The same is true of the absorption factor, A.

On the other hand, the optical properties behave in the
opposite way compared to the eigenenergies with respect to
the electric field. At small electric fields, the difference in,
for example, the oscillator strength can be significant, on the
order of 10% or more. As the electric field is increased, this
difference decreases, and the magnitudes converge towards
each other. The absorption coefficient and absorption factor
exhibit this same behavior, but these differences can be traced
directly back to how the oscillator strength changes, since
there are no other terms in the analytical forms of α and A
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which would change depending on the choice of interaction
potential. Due to the oscillator sum rule, we know that the
maximum value of the oscillator strength for a given symmet-
ric, photon-absorbing transition must be 0.5. Therefore, as the
electric field increases, the oscillator strength must approach
0.5, regardless of the interaction potential used.

Regarding the choice of the RK or Coulomb potentials,
we find huge differences in the binding and optical transition
energies for interlayer separations N < 2, but this difference
decreases sharply beyond N = 3. This significant difference
at small interlayer separations is clearly due to the way in
which the two potentials treat the surrounding dielectric en-
vironment. When using the Coulomb potential, the dielectric
constant is effectively εh−BN = 4.89, while the RK potential
still takes into account the screening length of the Xene mono-
layers. Since the Xenes have much larger dielectric constants
than the h-BN, using the RK potential for indirect excitons
results in much smaller binding energies when compared to
the Coulomb potential.

Analyzing the relationship between f0 and E⊥ in the con-
text of Coulomb and RK potentials is not as straightforward
as our analysis of the eigenenergies. This is because f0 is
directly proportional to both the transition energy and the
dipole matrix element, both of which depend directly on the
choice of interaction potential. Ultimately, we observe that
f0 calculated with the RK potential is always larger than f0

calculated using the Coulomb potential at small electric fields;
therefore, despite the fact that the optical transition energy
is always larger for the Coulomb potential than for the RK
potential, it must be the case that the dipole matrix element
integral is always much larger for the RK potential than for
the Coulomb potential.

This difference in behavior—where the difference between
RK and Coulomb increases in the eigenenergies as the electric
field increases, while the difference in the optical properties
decreases as the electric field increases—suggests a compli-
cated relationship between the choice of interaction potential
and the external electric field. With regards to the differences
in the eigenenergies, we can understand why that difference
increases as the electric field increases if we recall that the
exciton radius is proportional to the excitonic reduced mass.
At small electric fields, the exciton has a small mass and
therefore a large excitonic radius. At large separations, the
RK potential converges towards the Coulomb potential, and
therefore the difference in eigenenergies calculated using the
two potentials is small at small electric fields. As the electric
field increases, the excitonic reduced mass increases, which
reduces the exciton radius, which in turn causes the eigenen-
ergies calculated using the RK and Coulomb potentials to
diverge from each other.

VI. CONCLUSIONS

In this paper we demonstrate that an external electric field
can be used to tune the eigenenergies and optical properties of
direct and indirect excitons in Xene monolayers or X-BN-X
heterostructures. Reflecting upon our results, we see that this
is generally true, with the condition that most quantities in
the FS Xenes reach a saturation point at some value of the
electric field, beyond which the value of the quantity does

not change by much as the electric field continues to increase.
Specifically, we find that in the freestanding Xenes, the optical
transition energies and oscillator strengths saturate at low
electric fields, while in encapsulated Si, it is the absorption
coefficient and absorption factor that become saturated at
low electric fields. For indirect excitons in X-BN-X het-
erostructures, we observe saturation of the oscillator strengths,
absorption coefficients, and absorption factors.

In addition, our study of indirect excitons using both the
Coulomb and RK potentials to describe the electrostatic inter-
action of the electron and hole has indicated that the choice of
interaction potential can cause huge changes in the magnitude
of the binding energies and optical transition energies, making
it imperative that theorists determine which interaction po-
tential yields physically accurate results. The eigenenergies
calculated using the Coulomb potential are always larger
than the corresponding quantities calculated using the RK
potential, and this difference increases as the electric field
increases. Conversely, the optical properties calculated using
the RK potential are always of higher magnitude than the
corresponding values calculated using the Coulomb potential,
though this difference is negligible at large electric fields.

Our comparison of the properties of indirect excitons cal-
culated using the material parameters of freestanding Si and
using the material properties of Si with h-BN as a substrate
shows that the choice of material parameters does indeed
have a significant effect on the eigensystem, and that it would
therefore be physically inaccurate to treat the Xene parameters
as unchanged between the freestanding monolayer and an
X-BN-X heterostructure.

These calculations provide a reference for future theoret-
ical and experimental studies of intraexcitonic optical tran-
sitions. In addition, our calculations demonstrate that further
studies are necessary to expand and refine our understanding
of the tunability of excitons in 2D Xenes. The comparison of
the exciton properties in FSE Si and encapsulated Si demon-
strate that it is necessary to correctly identify the material
parameters of the Xenes, in particular the band gap, Fermi
velocity, and effective monolayer thickness. We demonstrate
that the excitonic properties are quite sensitive to the input
parameters. It is especially important to examine how these
properties change when the Xene monolayer is placed on
different substrates, and how, if at all, these parameters change
as a function of the external electric field. The difference in the
eigenenergies and optical properties of indirect excitons cal-
culated used the Coulomb and RK potentials provides an op-
portunity for further study of the role of screening effects. Our
calculations show that for some values of the applied electric
field, the direct exciton binding energies become larger than
the band gaps of the FS Xene monolayers. This demonstrates
that the existence of the excitonic insulator phase is plausible
in the FS Xenes at small electric fields. These interesting
topics will need to be explored further, as they may play an
important role in the use of 2D Xenes in novel nanodevices.
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