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Recent ab initio theoretical calculations of the electrical performance of several two-dimensional materials
predict a low-field carrier mobility that spans several orders of magnitude (from 26 000 to 35 cm2 V−1 s−1, for
example, for the hole mobility in monolayer phosphorene) depending on the physical approximations used.
Given this state of uncertainty, we review critically the physical models employed, considering phosphorene, a
group-V material, as a specific example. We argue that the use of the most accurate models results in a calculated
performance that is at the disappointing lower end of the predicted range. We also employ first-principles
methods to study high-field transport characteristics in monolayer and bilayer phosphorene. For thin multilayer
phosphorene we confirm the most disappointing results, with a strongly anisotropic carrier mobility that does not
exceed ∼30 cm2 V−1 s−1 at 300 K for electrons along the armchair direction. We also discuss the dependence of
low-field carrier mobility on the thickness of multilayer phosphorene.
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I. INTRODUCTION

In the past couple of decades, the theoretical study of
electronic transport in semiconductors has been affected by
two new driving factors. First, the effort to scale transistors
to the nanometer size has stimulated interest in materials
and devices that are quite different from the “conventional”
materials employed by the microelectronics industry. Refer-
ences [1–3] constitute excellent recent overviews of the state
of the art. Unlike silicon, germanium, or III-V compound
semiconductors, for which decades of study have resulted
in a reliable database of their electronic properties (e.g.,
band gap, effective mass, and carrier mobility), the atomic,
electronic, and transport properties of many of these new
materials are, at best, poorly known; at worst, even their
existence and stability are known only from theoretical pre-
dictions. The infancy of the technology used to deal with
these materials also casts doubts on the usefulness of exper-
imental results because of the large deviations from ideality
that are expected from such an immature and fast-changing
technology.

The second driving cause is the timely and welcome
progress recently made in ab initio (or “first-principles”)
theoretical methods. Whereas in the past their predictions
have been limited to small systems and had little or no
connection to electronic transport, recent progress made in
physical understanding, numerical algorithms, and computing
hardware has broadened their range of applications, improved
their accuracy, and extended their scope to electronic trans-
port [4]. Density functional theory (DFT) is now routinely
used to predict the atomic and electronic structure of these
new materials, thanks to the wide availability of computer

packages, such as the Vienna ab initio software package
(VASP) [5–8] or QUANTUM ESPRESSO (QE) [9]. Even the
strength of the electron-phonon interaction can now be cal-
culated using DFT by using either finite ion displacements
[10] or density functional perturbation theory (DFPT) [11,12],
a remarkable evolution since the early “pioneering” days in
which the rigid-ion approximation [13] and empirical pseu-
dopotentials were painstakingly used to estimate deformation
potentials in Si, intervalley deformation potentials in III-V
compound semiconductors [14,15], and used in Monte Carlo
transport studies [16,17]. Even transport in open systems has
been studied using DFT [18] and such an ab initio formalism
has also been used to study dissipative transport in the two-
dimensional materials of current interest [19].

Despite this remarkable progress, and limiting ourselves
to the carrier mobility in covalent two-dimensional materi-
als, theoretical predictions reported in the literature disagree
wildly. Our purpose here is to analyze critically the situation
we face regarding phosphorene, taken as a striking example of
this uncertainty and disagreement that is due to both physical
and computational aspects, understand the underlying causes,
learn from this how we should proceed, and consider in detail
low-field and high-field electronic transport in phosphorene.
Therefore, this paper is organized as follows: In Sec. II we
discuss the state of the art regarding the carrier mobility in
phosphorene, presenting results obtained in a simplified but
realistic model for monolayer phosphorene. In Sec. III we
present a general theoretical framework to study low- and
high-field electronic transport in two-dimensional (2D) crys-
tals using DFT. Finally, we present our results for monolayer
and bilayer phosphorene in Sec. IV.
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II. CARRIER MOBILITY IN PHOSPHORENE

Monolayer or few-layer black phosphorus (bP), or phos-
phorene, is one of the many two-dimensional materials
that have attracted enormous interest since the isolation
of graphene [20]. Considering only covalent crystals, no-
table examples that we shall mention or consider explicitly
here include silicene [21–24], germanene [25,26], phospho-
rene itself, of course [27–35], arsenene [36–39], antimonene
[38–41], stanene [42–44], and another large-band-gap two-
dimensional topological insulator, bismuthene [45,46] which,
known since the 1990’s, has become the subject of recent
renewed interest [47,48]. Interest in phosphorene presumably
originates from the very large carrier mobility measured in
bulk black phosphorous [49,50]. This interest has been re-
inforced by the good measured electrical properties of field-
effect transistors (FETs) having many-layer phosphorene as
channel material [28–35]. Despite such wide interest, to our
knowledge, the intrinsic charge-transport characteristics of
monolayer phosphorene have not been widely studied exper-
imentally, having been reported only in Ref. [31]. Moreover,
theoretical predictions are in wild disagreement. We shall now
review the experimental and theoretical information available
at present, before discussing the causes of the theoretical
confusion.

A. Available experimental and theoretical results

Given the large number of studies that have been published
regarding the carrier mobility in phosphorene, it is convenient
to summarize in Tables I and II the available experimental and
theoretical results, before commenting on them. A necessary
critical review will follow, as anticipated.

Experimental information. As we have mentioned above,
interest in phosphorene has been stimulated by the relatively
high room-temperature carrier mobility measured in black
phosphorus: 300 to 1100 cm2 V−1 s−1 for electrons and 150
to 1300 cm2 V−1 s−1 for holes, depending on orientation [49].
Information for multilayers is limited to the hole mobility
since samples are almost invariably p type. Only Cao et al.
[31] have observed ambipolar behavior in field-effect transis-
tors with monolayer, bilayer, and trilayer channels, finding
an electron mobility much smaller than the hole mobility

TABLE I. Experimentally measured hole mobility μh in phos-
phorene multilayers at 300 K.

Reference μh (cm2 V−1 s−1) Thickness

Akahama et al. [49] 150–1300 Bulk black phosphorus
Li et al. [29] 300–1000 >10 nm
Xia et al. [28] 600 15 nm
Gillgren et al. [34] 400 “Few layers”
Doganov et al. [32] 189 10 nm
Xia et al. [28] 400 8 nm
Liu et al. [30] 286 5 nm
Xiang et al. [33] 214 4.8 nm
Cao et al. [31] 1 Monolayers
Cao et al. [31] 80 Bilayers
Cao et al. [31] 1200 Trilayers

TABLE II. Theoretical calculations of the 300-K electron and
hole mobility μe and μh in monolayer and bilayer phosphorene.

μe (cm2 V−1 s−1) μh (cm2 V−1 s−1)

Reference Armchair Zigzag Armchair Zigzag

Monolayers
Qiao et al.a 1100 80 640–700 10 000–26 000
Jin et al.b 210 40 460 90
Rudenko et al.c 738 114 292 157
Rudenko et al.d ∼700 ∼250
Trushkov et al.e 625 82
Liao et al.f 170 50 170 35
This workg 20 10 19 2.4
This workh 21 10 19 3
This worki 25 5

Bilayers
Qiao et al.a 600 140–160 2600–2800 1300–2200
Jin et al.b 1,020 360 1,610 760
This workg 14 7 12 2
This workh 24 4 15 3
This workj 50 19 34 13

aReference [51].
bReference [52], Monte Carlo and DFT (DFPT).
cReference [54], LA and TA, one-phonon processes.
dReference [54], LA and TA, one- and two-phonon processes.
eReference [53], LA and TA, at a density of 1013 electrons/cm2.
fReference [55], DFT (DFPT).
gMonte Carlo and DFT (finite differences), acoustic and optical
phonons.
hMonte Carlo and DFT (DFPT).
iKubo-Greenwood, acoustic phonons only, elastic and equipartition
approximation.
jMonte Carlo and DFT (DFPT), absence of low-energy optical
modes.

in all cases. They have also provided the only measurement
for charge-transport properties of monolayers. In all cases,
the hole mobility is strongly anisotropic and shows a strong
dependence on the thickness of the film. Specifically, Cao
et al. [31] have measured a room-temperature hole mobility
of 1, 80, and 1200 cm2 V−1 s−1 in monolayers, bilayers, and
trilayers. Li et al. [29] have also observed a thickness de-
pendence, reporting a 300-K hole mobility of around several
hundred cm2 V−1s−1 for thick layers, sharply decreasing in
layers thinner than 10 nm, and reaching values as low as 1–10
cm2 V−1 s−1 for layers 2–3 nm thin [29]. A similar trend has
been reported also by Liu et al. [30], with a peak field-effect
hole mobility of 286 cm2 V−1 s−1 in 5-nm-thick films. Xia
et al. [28] found a Hall mobility of about 600 cm2 V−1 s−1

in 15-nm-thick films and of about 400 cm2 V−1 s−1 in 8-
nm-thick films. The general trend of an increasing mobility
in thicker films is also confirmed by the results of Xiang
et al. [33], who have measured a hole mobility of 214
cm2 V−1 s−1 in 4.8-nm-thick films, compared to a Hall mobil-
ity of 400 cm2 V−1 s−1 observed in “few-layers” phosphorene
by Gillgren et al. [34]. As a rare example of information
on electron transport, Doganov and co-workers [32] have
reported an electron mobility of about 106 cm2 V−1 s−1 in
10-nm-thick films. For holes, they have measured a value of
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189 cm2 V−1 s−1. Note that these are field-effect mobilities.
Finally, a similar thickness dependence has been observed
also at low temperatures by Tayari and co-workers [35], who
have considered black-phosphorus films with thickness in the
range of 6.1–47 nm and have measured a maximum mobility
of about 600 (below 80 K) and 900 (300 mK) cm2 V−1 s−1 in
their thickest films. In most of these experiments, the highest
field-effect hole mobility has been measured for channels pre-
sumably oriented along the armchair direction (“presumably”
only, since this information is not always given).

Theoretical results. Restricting again our attention to room-
temperature data, in monolayers a relatively large hole mo-
bility of about 640–700 cm2 V−1 s−1 has been calculated by
Qiao and co-workers for transport along the armchair direc-
tion [51]. Surprisingly, a huge hole mobility 10 000–26 000
cm2 V−1 s−1 has been predicted along the heavy-mass zigzag
direction [51], a result allegedly due to an extremely small
deformation potential. For electrons, Qiao et al. [51] have
calculated a mobility of 1100 (armchair) and 80 (zigzag)
cm2 V−1 s−1. Monte Carlo simulations based on the DFT-
calculated band structure and carrier-phonon scattering rates
[9] have been performed by Jin et al. [52]. They have obtained
a hole mobility of 460 and 90 cm2 V−1 s−1 for transport along
the armchair and zigzag directions, respectively. For electrons,
these values are, instead, 210 (armchair) and 40 (zigzag)
cm2 V−1 s−1. They have also predicted a higher mobility in
bilayers: 1020 cm2 V−1 s−1 (armchair) and 360 cm2 V−1 s−1

(zigzag) at 300 K for electrons, 1610 cm2 V−1 s−1 (armchair)
and 760 cm2 V−1 s−1 (zigzag) for holes. This enhanced mo-
bility has been attributed to the smaller hole effective mass in
bilayers, especially along the “flat” �-Y (zigzag) direction, as
indicated by Qiao et al. [51]. We shall later discuss (or, better,
speculate about) possible causes for the observed thickness
dependence of the hole mobility. More recently, Trushkov
and Perebeinos [53] have calculated the electron mobility
as a function of carrier density and temperature, obtaining
values of 625 cm2 V−1 s−1 (armchair) and 82 cm2 V−1 s−1

(zigzag) at 300 K and at an electron density of 1013 cm−2.
Rudenko and co-workers [54] have obtained similar values of
738 (armchair) and 114 (zigzag) cm2 V−1 s−1 for electrons, of
292 (armchair) and 157 (zigzag) cm2 V−1 s−1 for holes. At the
lower range of predicted mobility, Liao et al. [55] have also
used DFT to calculate the band structure and carrier-phonon
matrix elements, obtaining the values of 170 (armchair) and
50 (zigzag) cm2 V−1 s−1 for electrons, and 170 (armchair) and
35 (zigzag) cm2 V−1 s−1 for holes.

B. Why such a disagreement?

It is probably premature to compare the experimental and
theoretical results summarized in Tables I and II. Indeed,
different experimental results may be due to expected devi-
ations from ideality of the material, such as impurities and
defects, resulting from an immature technology. Moreover,
experimental data have been obtained in supported, and often
gated, layers, whereas theoretical calculations have consid-
ered ideal free-standing films. A proper discussion of this
issue would distract us from the main focus of this paper.
Here, we shall only remark that changes of the phonon
spectra may be expected when moving from free-standing

layers to supported and gated materials. This, obviously and
in principle, may affect the carrier mobility. For van der
Waals materials such as graphene, in-plane acoustic modes
are left largely unaffected by interactions with a substrate,
even when as strong as coupling with metals, whereas optical
phonons are slightly softened by the dielectric screening of
the metal [56]. An excellent review of phonon dynamics in
2D materials also highlights the 2D nature of the layer(s) as
the major effect that controls the vibrational frequencies [57].
Moreover, as we have already remarked, most calculations
have been performed assuming intrinsic materials, whereas
experiments usually deal with gated layers at a high carrier
density. Given this “circumstantial” evidence, and ignoring
scattering with nonidealities of the substrate/gate (charges
and defects), coupling with hybrid plasmon/substrate-optical
modes [58], and considering that acoustic flexural modes,
indeed affected by the substrate and the gate, do not play any
role in phosphorene, we should not expect gross changes of
the electronic-transport properties, at least in van der Waals
materials. However, as discussed below, phosphorene is not a
pure “van der Waals” material. Therefore, it may couple rather
strongly with a substrate or gate insulator. Depending on the
vibrational stiffness (e.g., SiO2) or softness (e.g., HfO2) of
this layer, the spectrum of the acoustic and especially of the
optical modes of phosphorene will be affected accordingly.
Nevertheless, here we wish to focus on the wide variations
of the theoretical predictions for free-standing layers listed in
Table II.

Indeed, aside from an obvious thickness and orientation de-
pendence, we have already observed that the wide variations
of the experimental data shown in Table I may be explained
by deviations from ideality of the material. No such plausible
explanation can easily be found to make sense of the surpris-
ingly wide range of theoretically predicted values shown in
Table II. This is a disconcerting observation since most of the
theoretical results have been obtained by using first-principles
calculations (DFT), often from the same software packages.

Obviously, even ab initio DFT calculations, despite their
elegance and predictive power, exhibit some limitations. For
example, the behavior of the electronic dispersion near the top
of the valence band in monolayer and multilayer phosphorene
is very flat. The details of this dispersion (that is, effective
mass and velocity) depend strongly on the exact details of
the calculation [59,60], so much so that a hole effective mass
along the zigzag direction cannot be defined. Such details may
matter only marginally when considering the overall band
structure, but the equilibrium transport properties are strongly
affected by such tiny differences, being extremely sensitive to
variations of the order of the thermal energy. These variations
affect the carrier velocity and the density of states that, in
turn, affects the scattering rates. Moreover, the carrier-phonon
matrix elements obtained from DFT calculations may suffer
from errors and uncertainties related not only to the choice
of pseudopotentials and exchange-correlation functionals, but
also to the subtle issue of dielectric screening. This has been
observed to be the case for graphene [61–63], resulting in
underestimated deformation potentials [64], as discussed in
Ref. [65]. Therefore, different choices of pseudopotentials
or exchange-correlation functionals [local density approxima-
tion (LDA), generalized gradient approximation (GGA), or
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hybrid exchange-correlation functionals], or the use of GW
corrections, will result in different band structures and values
of the total energy, and so in different phonon spectra and
electron-phonon matrix elements. However, it is difficult to
see how such uncertainties, as large as they might be, may
result in almost 4 orders of magnitude variations seen in
Table II for the hole mobility along the zigzag directions, from
10 000–26 000 cm2 V−1 s−1 (Ref. [51]) to the small values of
the order unity that we shall present below.

In our opinion, an opinion that is also shared by Nakamura
and co-workers [66], a first major source of errors is the use
of the so-called Takagi formula [67] to calculate the carrier
mobility for a two-dimensional electron gas (2DEG):

μ = eh̄3C2D

kBT m∗mdE
2
1

. (1)

In this expression, m∗ and md are the conductivity and
density-of-states effective masses, respectively, C2D is the
longitudinal or transverse elastic constant of the 2D materials,
and E1 is the so-called “deformation potential.” In this con-
text, this last all-important quantity is defined as the energy
shift �Ec,v of the relevant band edge (conduction for electron
transport, valence for holes), under a relative change �a/a0

of the lattice constant a0,

E1 = a0
�Ec,v

�a
. (2)

Approximations equivalent to those implied by Eq. (1) have
also been used to calculate extremely high values for the car-
rier mobility in silicene (≈2 × 105 cm2 V−1s−1 for both elec-
trons and holes) [68] and germanene (≈6 × 105 cm2 V−1s−1

for both electrons and holes) [69], ignoring coupling to flex-
ural acoustic modes [70]. Equation (1) must be used with
extreme care. It was originally derived by Takagi et al. [67] in
the context of electron transport in Si inversion layers. It was
intended to be used to calculate the mobility limited by scat-
tering with acoustic phonons, only one of the many scattering
processes that affect electron transport in those systems, such
as intersubband/intervalley process, scattering with optical
phonons, with ionized impurities, and with surface roughness.
Even when taken in this originally limited context, Eq. (1)
is of a semiempirical nature since longitudinal and transverse
acoustic phonons are lumped into one single “effective” mode,
with an isotropic deformation potential E1, which for Si is
typically in the range of 9–14 eV, fitted to reliably known
experimental data. Indeed, within the framework of the defor-
mation potential theorem [71], the electron/acoustic-phonon
matrix elements in Si are known to be anisotropic [72], a
property that plays a crucial role in explaining the electron
mobility in strained Si (Ref. [73]) and Si inversion layers [74].
Arbitrarily extending Eq. (1) to the more general context of
2D crystals presents severe problems: Scattering with optical
modes and intervalley processes, when present, are neglected
by Eq. (1). Moreover, as we have emphasized, only one
phonon mode is considered, LA or TA, depending on the
choice of E1 and C2D; also neglected is the anisotropy of the
deformation potential, an effect that, as we have already noted,
is extremely important in Si (Refs. [72–74]) and that has also
been shown to be equally important in phosphorene [55].
Finally, the symmetry of the initial and final wave functions

affects the magnitude and angular dependence of the carrier-
phonon matrix elements, and these “wave-function-overlap
effects” are also ignored altogether. Therefore, the results of
Qiao et al. [51] should be regarded as no more than extremely
optimistic upper bounds.

A second likely source of errors is the use of the “band de-
formation potential” (2) to approximate the electron-phonon
matrix elements. Even when moving beyond Eq. (1) by using,
for example, the Kubo-Greenwood expression to calculate the
carrier mobility, the shifts of the band edges under various
strain conditions give only a qualitative approximation for the
scattering matrix elements since the effects mentioned above,
mainly, wave-function overlap and angular dependence, are
still neglected. Such models have been employed by Trushkov
and Perebeinos [53] and by Rudenko and co-workers [54].
With a proper choice of elastic constants, the latter authors
have accounted for both longitudinal acoustic (LA) and trans-
verse acoustic (TA) phonons and for two-phonon processes
between electrons and flexural modes. Yet, even in this case,
their results, while not quite so impressive, are still quite large.

The fact that such models employing isotropic deformation
potentials result in an optimistic overestimation of the mobil-
ity has been shown by the work performed by Dresselhaus’
group [55]. Accounting for all modes, for the anisotropy of
the matrix elements (due mainly to wave-function-overlap
effects) and accounting also for a nonparabolic band structure,
they have predicted much smaller values. The results that
we report here, listed in Table II, are even smaller. We shall
speculate below on possible causes for such a disappointing
disagreement.

In order to illustrate the importance of the anisotropy of
the carrier-phonon matrix elements, we now present results
for the electron mobility in monolayer phosphorene obtained
using the Kubo-Greenwood method (see Supplemental Ma-
terial for details [75]) in the simple case of scattering with
acoustic modes, only using angular-dependent deformation
potentials, parabolic bands, linear phonon dispersion, elastic
and equipartition approximation. Figure 1 shows the acoustic
deformation potentials for monolayer phosphorene plotted as
a function of the final scattering angle. The anisotropy in
the deformation potentials seen in this plot reinforces the
importance of using angular-dependent deformation poten-
tials over constant deformation potentials. The momentum
relaxation rate and electron mobility are shown in Figs. 2
and 3. The results are sufficiently accurate to emphasize
the importance of the effects ignored by Eqs. (1) and (2).
Despite the relatively simple models we have used so far,
the results are in excellent qualitative agreement, and even
reasonable quantitative agreement, with our more accurate
full-band Monte Carlo results presented in Sec. IV A below.
Yet, both our results are significantly different from those
reported in Refs. [52,55].

We can only speculate on possible physical and numerical
causes of the difference between our results and those reported
in Refs. [52,55]. In Ref. [55] the local density approximation
(LDA) [76] is used for the exchange-correlation functional, as
opposed to the Perdew-Burke-Enzerhof generalized-gradient
approximation (GGA-PBE) [77] we have used. However,
regarding the effective masses, no information is available.
Recently, Poncé et al. [78] have shown for silicon that the
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FIG. 1. Acoustic deformation potentials �LA and �TA as a func-
tion of the final scattering angle φ′ (with respect to the armchair
direction) for an initial angle φ = 0, that is, for an initial k state along
the armchair direction.

effective masses are the most critical parameters to achieve
predictive and accurate values of the mobility in silicon. In
Table III we list the available effective masses, calculated from
DFT. Even though Ref. [52] uses the GGA-PBE exchange-
correlation functional, similar to ours, the effective masses
obtained by them are quite different from ours and also
from others who employed GGA-PBE (Table III). The above
reasons might be the cause for the difference in both electronic
and phononic structure, which may at least, in part, account
for the observed difference. Indeed, as we shall emphasize
below, great care must be taken, by using large supercells
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FIG. 2. Momentum relaxation rate for electron scattering with
acoustic phonons, as a function of the angle φ between the k vector
and the armchair direction. Note that in the parabolic-band and
elastic-equipartition approximations, the momentum relaxation rate
does not depend on the electron kinetic energy.
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FIG. 3. Electron mobility in monolayer phosphorene at 300 K as
a function of the angle θ between the transport direction and the arm-
chair �-X symmetry line. The LA-phonon- and TA-phonon-limited
mobilities are shown separately. These results have been obtained
using the parabolic-band and elastic-equipartition approximations
and ignoring scattering with optical phonons.

and strict thresholds for the phonon calculations, to avoid
“negative” frequencies for the low-energy vibrational modes
and, even when obtaining a “correct” vibrational spectrum, the
resulting eigenvectors are only known with relatively small
accuracy. Unfortunately, Refs. [52,55] do not provide any
information regarding the phonon dispersion. Moreover, the
calculation of the mobility requires numerical integrations
over the Brillouin zone and we have found that a very fine dis-
cretization of the Brillouin zone is required to obtain accurate
results. This is confirmed by Poncé et al. [78] who empha-
size the importance of using extremely fine sampling of the
momentum space for the scattering rates to calculate a fully

TABLE III. Calculated effective masses me
� and mh

� in mono-
layer and bilayer phosphorene.

me
� mh

�

Reference Armchair Zigzag Armchair Zigzag

Monolayers
Qiao et al.a 0.17 1.12 0.15 6.35
Jin et al.b 0.34 1.26 0.30 3.02
Rudenko et al.c 0.18 1.15 0.17 9
Trushkov et al.d 0.15 1.12
This worke 0.14 1.24 0.14 N/A

Bilayers
Qiao et al.a 0.18 1.13 0.15 1.81
Jin et al.b 0.41 1.35 0.33 4.76
This worke 0.10 1.33 0.09 3.08

aReference [51], HSE06.
bReference [52], PBE-GGA, ULTRASOFT.
cReference [54], PBE-GGA, PAW.
dReference [53], PBE-GGA.
ePBE-GGA, PAW.
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predictive carrier mobility. Specifically, as we shall see below,
we have used a very fine mesh around the �-symmetry point,
equivalent to 145 × 205 k points in the first quadrant. On the
contrary, a much coarser mesh, presumably 12 × 12 points in
the entire BZ, has been employed in Ref. [52]. Despite the
quantitative disagreement with the ab initio results presented
in Refs. [52,55], we confirm their main conclusion: Aside
from the obvious anisotropy of the conduction bands, these
results show the importance of the additional matrix-element
anisotropy. This effect explains the large values calculated by
Qiao et al. [51] and also those reported in Refs. [53,54].

III. FIRST-PRINCIPLES PHYSICAL MODELS
AND NUMERICAL METHODS

Having used a simplified model to draw some early con-
clusions, we now consider more accurate but less transparent
ab initio methods.

A. Band structure and phonon spectrum

For the calculation of the band structure of the systems
considered here, we have primarily used the Vienna ab initio
simulation package (VASP) [5–8] with the Perdew-Burke-
Enzerhoff generalized-gradient approximation (GGA-PBE)
for the exchange-correlation functional [77] and a projector
augmented wave (PAW) [79] pseudopotential. A vacuum
“padding” of 20 Å was used in constructing the unit cell to
obtain free-standing layers and avoid interaction with periodic
images. Initially, we have always performed structural opti-
mization by minimizing the total energy in order to determine
the lattice constants and ionic positions. VASP also handles
van der Waals (vdW) interactions, important in multilayer
systems, with Grimme’s model [80]. We have chosen the
“optPBE” functionals [81] among the various other vdW-
corrected functionals [82,83] for the bilayers. We shall further
discuss this issue below. The phonon spectra have been ob-
tained using the PHONOPY computer program [84] which cal-
culates the force constants using small-displacement method,
using an interface to VASP to obtain the atomic forces. In our
calculations, we have found that a supercell of size of at least
8 × 8 × 1 unit cells is required to avoid unphysical imaginary
frequencies for low-energy acoustic phonons, especially for
the flexural out-of-plane (ZA) modes.

In light of the large discrepancies seen in literature when
using different methods, we have decided to verify the results
obtained from VASP using a different implementation of DFT,
the QUANTUM ESPRESSO (QE) [9] package, so that we can
independently calculate the atomic configuration and elec-
tronic structure for monolayer and bilayer phosphorene us-
ing ultrasoft pseudopotentials, and the PBE-GGA exchange-
correlation approximation. The phonon spectra have been
obtained by using QE, which yields the dynamical matrix
using density functional perturbation theory (DFPT) [11], as
opposed to the small-displacements method of PHONOPY. The
phonon spectra obtained from QE are calculated on a coarse
q-points grid and interpolation to a fine grid, as required for
the proper estimation of the scattering rates, is performed with
minimal loss of accuracy by using maximally localized Wan-
nier functions as implemented in the EPW [85,86] package.

In QE, the k-point grid used in the self-consistent calculation
of the electronic structure must be a multiple of the q-point
grid to obtain an accurate phonon dispersion. For both the
VASP and QE methods, the self-consistent calculations should
be performed using a large cutoff energy and strict thresholds
to avoid negative frequencies, especially for the ZA phonons.

Recently, Sohier et al. [87] have discussed the necessity
of avoiding artifacts arising from the long-range Coulomb
interactions among adjacent supercells when dealing with the
electronic structure, vibrational spectrum, and carrier-phonon
interactions in 2D materials. This is a serious issue in charged
layers (doped and/or gated) and in polar materials. However,
in our case of charge-neutral nonpolar layers, we found that
the use of a long-wavelength cutoff for the Hartree potential
along the direction normal to the plane of the layer not only
does not result in any significant difference in our calculations,
but may also result in artifacts.

In any event, even though the methods differ significantly
in their approach, both VASP and QE, with and without 2D
screening, yield matching crystal structure, band structure,
and phonon dispersion for both monolayer and bilayer phos-
phorene.

B. Carrier-phonon interaction

We have treated the electron-phonon interaction following
the general theory developed in Refs. [10–12,64]. The matrix
elements for the electron-phonon interaction can be expressed
as

〈k′n′|V (η)
q |kn〉

=
{

n
(η)1/2
q(

1 + n
(η)
q

)1/2

}∑
l,γ

(
h̄

2NcMγ ω
(η)
q

)1/2

× eiq·Rlγ ê(η)
q,γ ·

∫
�

dr ψ∗
k′n′ (r)

∂U (r)

∂R0,γ

ψkn(r), (3)

where Nc is the number of cells, Mγ the mass of ion γ in
each cell, � is the volume of the crystal, the index l labels the
cells, Rlγ the equilibrium position of ion γ in cell l, k, k′ and
n, n′ are the wave vectors and band indices of the initial and
final electronic states, respectively, ψkn(r) are the associated
Bloch wave functions, ω

(η)
q is the phonon frequency, and

ê(η)
q,γ the unit displacement vector of ion γ for a phonon of

branch η and wave vector q = k′ − k. Here, r, ê(η)
q,γ , and Rlγ

are three-dimensional (3D) vectors while k, k′, and q are
2D vectors. The quantity n

(η)
q is the Bose-Einstein phonon

occupation number (obtained after having implicitly traced
out the phonon modes, assumed to be at equilibrium) for
phonons of branch η and wave vector q. The upper (lower)
term within the curly brackets applies to phonon absorption
(emission) processes. Finally, the term ∂U (r)/∂Rl,γ repre-
sents the change of total energy of the lattice under a shift
δRl,γ of the position of ion γ in cell l. Following from the
two methods used in the evaluation of the electron and, in
particular, the phonon spectra, we have evaluated [Eq. (3)]
using two distinct methods.

In our primary method, based on the VASP and PHONOPY

packages, the term is approximated by identifying U (r) with
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the Hartree component of the Kohn-Sham Hamiltonian UH(r),
and is evaluated using finite differences. Of course, the peri-
odicity of the lattice implies that this quantity does not depend
on the cell index l. We have numerically evaluated this term
following Ref. [10] using VASP. In our second method, the
term is evaluated entirely within the DFPT formalism using
the QE and EPW packages, where U (r) now accounts for
both the Hartree and the exchange/correlation components
of the potential. Once again, we have used both methods
for phosphorene to verify our results, and we have found
that the obtained results are in excellent agreement. Perhaps
surprisingly, we must therefore conclude that our results are
not very sensitive to the actual method used, provided that
sufficient care is taken to use very low tolerances and fine
grids in order to capture all the relevant physics.

We shall also make frequent reference to the “deformation
potential” DKη(kn, k′n′), a quantity defined implicitly by

〈k′n′|V (η)
q |kn〉 = Mel/h-ph =

{
n

(η)1/2
q(

1 + n
(η)
q

)1/2

}

×DKη(kn, k′n′)

(
h̄

2Mcellω
(η)
k−k′

)1/2

, (4)

having gone to infinite-area normalization, where Mcell is the
total mass of the supercell. The scattering rate of an electron
in band (or subband) n and in-plane wave vector k due to
a perturbation potential V

(η)
q can now be expressed as an

integral only over 2D states as follows:

1

τ (η)(k, n)
= 2π

h̄

∑
n′

∫
dk′ ∣∣〈k′n′|V (η)

k−k′ |kn〉∣∣2

× δ
[
En(k) − En′ (k′) ± h̄ω

(η)
k−k′

]
, (5)

where En(k) is the energy of an electron or hole with wave
vector k in band n.

C. Monte Carlo simulations

In order to calculate electronic transport properties em-
ploying the first-principles information we have discussed,
we have followed the well-known “full-band Monte Carlo”
method to solve numerically the Boltzmann’s transport equa-
tion for a two-dimensional electron gas. Such a method,
described, for example, in Refs. [52,64,65], requires the dis-
cretization of the BZ into elements centered at points kj .
The energy Ejn = En(kj ) and gradients ∇Ejn = ∇kEn(kj )
for each band n are computed, stored in tables, and used to
interpolate the carrier energy and group velocity. Using the
Gilat-Raubenheimer algorithm [88] in two dimensions [89],
the same discretization in reciprocal space is used to evaluate
numerically the carrier-phonon scattering rates [Eq. (5)] as a

sum over energy-conserving mesh elements in the BZ:

1

τ (η)(k, n)
≈ 2π

h̄

∑
jn′

�xy

∣∣〈kj n
′|V (η)

k−kj
|kn〉∣∣2

× 1

(2π )2

L(wjn′ )

|∇Ejn′ | . (6)

where �xy is the area in the (x, y) plane. In the notation of
Eqs. (7) and (8) of Ref. [89], here [1/(2π )2] L(wjn)/|∇Ejn| is
the density of states on band n in the j th element with energy
Ejn′ = En(k) ± h̄ω

(η)
k−kj

and gradient ∇Ejn′ at the center of
the element kj . Details about the discretization depend on the
particular crystal structure considered and will be given below.
In all cases, energy conservation is numerically maintained
within a root-mean-square error of less than 1 meV.

We have employed a synchronous ensemble Monte Carlo
method, in light of its possible extension to the study of
transients and inhomogeneous cases, although such an exten-
sion is not required here. The ensemble typically consists of
500–1000 “particles,” with a time step of 0.2 fs, and followed
until steady state is reached in the uniform electric field we
consider. Usually, steady state is only reached after several
hundreds of ps at high fields, or even ns at low fields. We
have also assumed a nondegenerate situation in order to avoid
complications originating from Pauli’s exclusion principle.
Therefore, our study is constrained to the low-density limit.
Moreover, we have obtained the low-field carrier mobility
using Einstein relation by calculating the diffusion constant
Dθ along the direction θ , a calculation that is less affected by
stochastic noise when the drift velocity is much smaller than
the thermal velocity [90]. The diffusion constant is evaluated
from the Monte Carlo estimator:

Dθ = 1

2

d

dt
〈(xθ − 〈xθ 〉)2〉, (7)

where 〈xθ 〉 is the time-dependent ensemble-average position
along the direction θ of electrons initially at the origin r = 0,
diffusing in the absence of an electric field.

IV. ELECTRONIC TRANSPORT

The electron band structure and phonon dispersion for
monolayer and bilayer phosphorene calculated using VASP and
QE are shown in Fig. 4. The lattice constants obtained from the
structure-relaxation procedure described above are 4.62 and
3.30 Å for monolayer and 4.51 and 3.30 Å for bilayer phos-
phorene, both for the VASP and QE methods and in agreement
with the trend reported in Ref. [51]. For bilayers, we obtain a
van der Waals gap of 3.20 Å, a value that is in excellent agree-
ment with the value calculated by Qiao et al. [51]. We found
empirically that a very fine mesh is necessary for the band
structure to account correctly for the anisotropy and strong
nonparabolicity of the electronic dispersion around the center
of the BZ and in proximity of the local energy minimum along
the symmetry line Q. Similarly, fine meshes are used for the
deformation potentials [DKη(k, k′)] as well, but covering the
entire BZ. We should stress that initial attempts to calculate
the deformation potentials over a coarser mesh have resulted
in an inaccurate treatment of the scattering-angle dependence
of the deformation potentials and in an overestimation of the
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FIG. 4. The calculated band structure [left frames, (a) and (c)] and phonon dispersion [right frames, (b) and (d)], for monolayer
phosphorene in (a) and (b), for bilayer phosphorene in (c) and (d).

carrier mobility. The importance of using fine mesh has also
been emphasized by Ref. [78]. More details on the mesh sizes
are provided in the Supplemental Material [75].

DFT calculations are known to underestimate the band
gap. Indeed, the values we obtain for monolayer and bilayer
phosphorene are 0.90 and 0.41 eV, lower than experimental
values [51,91,92] and also smaller than the results obtained
from GW calculations for monolayers, ≈2.0 eV (Ref. [93]).
However, aside from the obvious and unavoidable impact on
the effective mass, as discussed above (usually underestimated
when the band gap is also underestimated), the underestimated
band gaps are not expected to affect significantly the transport
properties of interest since interband transitions between the
valence and conduction bands are not included in our calcula-
tions.

The contour plot of energy of the first conduction band is
shown in Fig. 5 only for monolayers (bilayers look qualita-
tively very similar). It indicates the presence of two satellite
valleys, one with a minimum at the symmetry point Q and
a second valley, called the Y valley minimum here, with its
minimum in proximity to a point close to the Y -S symmetry
line. For monolayers, the energy separation between the �

and the Q valley minima �E�Q is about 0.21 eV, whereas
the energy separation between the � and the Y valley minima
�E�Y is about 0.27 eV. The electron effective masses in
the nearly isotropic Q valley are 0.25 and 0.30 m0 along
the armchair and zigzag directions, respectively. For bilayers,
we find similar values, both for the valley energies �E�Q =
0.14 eV and �E�Y = 0.29 eV, and for the electron effective
masses in the Q valley, 0.25 and 0.32 m0 along the armchair
and zigzag directions, respectively.

Comparing the phonon spectra for monolayers, as shown in
Fig. 4(b), to those calculated for bilayers in Fig. 4(d), we note
the presence of low-energy optical modes for bilayers. The
existence of such low-frequency soft modes is related to the
weakness of the interlayer coupling (discussed more at length
in Sec. IV C below) and also because of the heavy mass of
entire unit cells in different layers oscillating out of phase in
either the in-plane (LO, TO) or out-of-plane (ZO) direction.
The presence of low-energy optical modes in bilayer phos-
phorene was also discussed recently by Xin-Hu et al. [94] and

FIG. 5. Contour plot in the irreducible wedge of the Brillouin
zone of the energy of the first conduction band in monolayer
phosphorene.
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FIG. 6. Electron-phonon (left) and hole-phonon (right) scatter-
ing rates in monolayer phosphorene at 300 K where the matrix
element is obtained from VASP.

has been already discussed in other multilayer systems, such
as bilayer graphene [95,96]. Moreover, the coupling of these
modes with electrons was also shown to be strong [96]. We
shall discuss below how these modes strongly affect electronic
transport in bilayer phosphorene.

A. Phosphorene monolayers

In Figs. 6 and 7, we show the angle-averaged scattering
rates as a function of carrier kinetic energy obtained from VASP

and QE, both for electron-phonon and hole-phonon processes.
Since phosphorene is a σh-symmetric crystal, the ZA phonons
contribution is negligible to at first order in the electron-
phonon interaction [70]. Therefore, electron/ZA-phonon and
hole/ZA-phonon scattering has been ignored in our transport
studies. For electrons, intravalley scattering is dominated
by in-plane acoustic phonons with strong backward scatter-
ing. Intervalley scattering is controlled mainly by an optical
phonon (≈32 meV) with an intervalley deformation potential
of about 1.7 × 109 eV/cm. For holes, when calculated from
VASP, scattering is dominated by the intravalley ZO mode with
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FIG. 7. Electron-phonon (left) and hole-phonon (right) scatter-
ing rates in monolayer phosphorene at 300 K. The matrix elements
have been calculated using QE.

an energy of about 43 meV and a high deformation potential
of 1.7 × 109 eV/cm. However, when calculated from QE,
we notice that the in-plane acoustic modes dominate the
scattering for holes. Comparing these results to reports in
literature using similar physical models, we note that Jin et al.
[52], using QE, have concluded that acoustic phonons are the
limiting factor in the hole transport, which is consistent with
our QE results. Note that this difference between VASP and QE

does not translate to large differences in transport characteris-
tics at room temperature since the 43-meV ZO mode has a low
thermal population. More information, including the angular
dependence of the electron/hole-phonon matrix elements, is
given in Supplemental Material [75].

In Table II, we list the values for the electron and hole
mobility we have obtained from the diffusion constant, both
in the armchair and the zigzag directions. We obtained very
similar mobilities for electrons and holes from both VASP

and QE. We have already observed that our results are sig-
nificantly different from those presented in Refs. [52,55] and
we have speculated about possible causes for this difference.
The velocity-field and energy-field characteristics for electron
and hole transport are shown in Fig. 8 for a uniform electric
field applied along the armchair and zigzag directions. For
transport along the armchair direction, the low-field mobility
obtained for electrons from the velocity-field characteristics
[Fig. 8(a)] is in agreement with both the Kubo-Greenwood
results presented above as well as with the value obtained
from the diffusion constant. In contrast, for electron transport
along the zigzag direction, the Monte Carlo simulations pre-
dict a low-field mobility a factor of ≈2 higher than the analytic
Kubo-Greenwood estimate.

We note a rather disappointing saturated velocity of 5 ×
106 cm/s for electrons, especially for a field along the zigzag
direction. Interestingly, Fig. 9 shows the occurrence of signif-
icant intervalley transfer to the Q valley and even to the Y

valley. However, this does not translate into any negative dif-
ferential mobility since the effective masses in these satellite
valleys are similar to those in the � valley. The hole mobility
obtained from the velocity-field characteristics [Fig. 8(c)] and
diffusion constant in the armchair direction is about the same
as for electrons. However, the hole mobility is significantly
lower along the zigzag direction due to “flatness” of the
valence band along the zigzag direction. The velocity tends
to deviate from linearity for electrons at very high fields.
However, we do not observe any saturation even at high fields
of 105 V/cm. At low fields, the velocities for both electrons
and holes in the zigzag direction are lower than the thermal
velocity, making it difficult to extract the mobility from the
velocity-field characteristics numerically. Up to a field of
105 V/cm, the average carrier energy for electrons remains
at the thermal energy (≈25 meV) and the electrons are in
the Ohmic regime [Fig. 8(b)]. For holes, the Ohmic regime
extends to even higher fields, especially in the zigzag direction
[Fig. 8(d)].

B. Phosphorene bilayers

For bilayers, the angle-averaged scattering rates as a
function of carrier kinetic energy obtained from VASP and
QE are shown in Figs. 10 and 11. Similar to monolayers,
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FIG. 8. (a) Drift velocity vs field (left) and (b) average energy vs field (right) characteristics at 300 K for electrons, and (c) and (d) for
holes, in monolayer phosphorene calculated using full-band Monte Carlo simulations. The dashed lines in the velocity plots show the Ohmic
behavior based on the mobility determined from the zero-field diffusion constant calculations. The electric field is assumed to be along the
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scattering with ZA phonons is ignored. For electrons, intraval-
ley scattering is controlled to a large extent by in-plane acous-
tic phonons with a stronger backward scattering for the VASP
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FIG. 9. Distribution in reciprocal space for electrons in mono-
layer phosphorene for a field of 3 × 103 (left), 3 × 104 (center), and
3 × 105 V/cm (right), along the armchair direction. Note the �-Q
intervalley transfer at center, the �-Y , and Q-Y intervalley transfer
at the highest field.

results, and in-plane acoustic modes and low-energy optical
modes (1.5 and 7 meV) for the QE results. For intervalley
scattering, similar to monolayers, the optical mode with an
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FIG. 10. Electron-phonon (left) and hole-phonon (right) scatter-
ing rates (VASP) in bilayer phosphorene at 300 K.
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FIG. 11. Electron-phonon (left) and hole-phonon (right) scatter-
ing rates in bilayer phosphorene at 300 K. The matrix elements have
been calculated using QE.

energy of 32 meV exhibits the largest deformation potential
≈1.7 × 109 eV/cm.

However, for holes, intravalley scattering is dominated
by acoustic modes and low-energy interlayer optical modes
(1.5 and 7 meV) for both VASP and QE results. More informa-
tion, including the angular dependence of the electron/hole-
phonon matrix elements, is given in Supplemental Material
[75].

The most noticeable feature exhibited by bilayers is the
presence of low-energy optical phonons. These originate from
the out-of-phase oscillations of entire unit cells in the adjacent
layers. Their low energy and the numerous crossing among
themselves and with acoustic branches complicates the task
of distinguishing these modes. This mixing may also explain
the differences we have observed between results for phonon
polarization vectors and carrier-phonon matrix elements ob-
tained using VASP or QE. It is also even more important to
employ a fine k-space discretization around the gamma point,
observation that may explain the difference between our re-
sults and those reported in Ref. [52]. This is an important issue
since these low-energy modes couple strongly with electrons
and holes, as also previously observed in graphene bilayers
[96]. It is exactly the presence of these modes that explains
the mobility listed in Table II [obtained from the diffusion
constant calculated with Monte Carlo (MC) simulations]: the
carrier mobility does not increase significantly when moving
from monolayers to bilayers. Actually, it may even decrease
slightly, according to results obtained using VASP. As also seen
in monolayers, the hole mobility in the armchair direction
is about the same as for electrons, whereas in the zigzag
direction, the mobility is significantly lower due to “flatness”
of the valence band along the zigzag direction. The complete
control of the mobility, by interlayer optical phonons, clearly
assumes “free-standing” bilayers. In practice, in bilayers sup-
ported by an insulating substrate, gated, and in the presence
of free carriers, dielectric screening will be very effective
in suppressing the role of these modes. When ignoring their
contribution, we do indeed find that both the electron and hole
mobility increase by a factor of approximately 2, bringing our
results close to the experimental value reported by Cao et al.

[31]. Finally, the velocity-field and energy-field characteristics
for electron and hole transport in bilayers are shown in Fig. 12.
The carrier mobility for electrons and holes obtained from
velocity-field characteristics [Figs. 12(a) and 12(c)] along the
armchair and zigzag directions is in good agreement with the
values obtained from the diffusion constants (Table II). As
also seen in monolayers, the saturated velocity for electrons
in bilayers is relatively low because of the strong intervalley
transfer to the Q and Y valleys. Similar to monolayers,
the Ohmic regime extends up to a field of 105 V/cm for
electrons [Fig. 12(b)] and it extends to higher fields for
holes [Fig. 12(d)]. Similar to monolayers, the difference in
scattering rates between VASP and QE do not translate to large
differences in transport characteristics at room temperature
since the total scattering rate remains essentially the same.

C. Thickness dependence of transport properties

In light of the observation we have made in the previous
section regarding the low-field carrier mobility in monolayers
and bilayers, it is interesting to discuss more generally the
dependence of the carrier mobility on the thickness of phos-
phorene multilayers and bulk black phosphorus (bP).

As we have mentioned in Sec. II A, experiments show a
hole mobility that is strongly dependent on thickness [28,30],
with values hovering around several hundred cm2 V−1 s−1 in
thick layers, sharply decreasing in layers thinner than 10 nm,
being as low as 1–10 cm2 V−1 s−1 in layers 2–3 nm thin
[29]. Such a behavior can be understood as the result of
several effects: an increasing effective mass, a stronger carrier
confinement, a larger deformation potential, and softening
of the interlayer optical phonons as we move from bP to
monolayers. We discuss each of these effects in turn.

1. Thickness dependence of the carrier effective mass

We have calibrated the local empirical pseudopotentials
for P given in Ref. [97] to reproduce the band structure of
monolayer phosphorene

VP(q ) =
4∑

j=1

aj e
−bj (q−cj )2[

1 − dj e
−fj q

2]
, (8)

with parameters aj , bj , cj , dj , and fj given in Ref. [97]
except for b1 = 0.834 517 and a4 = 0.085 232 (in atomic and
Rydberg units). The calibration has been performed using
an energy cutoff of 5 Ry. The modifications of b1 and a4

have been made to obtain the desired band gap for mono-
layer phosphorene [98] (≈1.5 eV from Refs. [51,91,92]).
The electron and hole effective masses we have obtained
for bulk black phosphorus and of one-, two-, and three-layer
phosphorene are shown in Tables IV and V, respectively. We
have already observed that obtaining a meaningful effective
mass for holes along the zigzag direction is not possible since
the dispersion of the valence band along this direction (�-Y
in few-layer phosphorene, Z-A in bulk bP) is very flat and
extremely sensitive on the way the calculations are performed,
as also remarked in Ref. [59]. Indeed, in some cases, the
valence-band (VB) maximum is found slightly away from
the � point [59,99–101], thus rendering the band gap of the
material slightly indirect. Therefore, extracting a “curvature”
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FIG. 12. (a) Drift velocity vs field (left) and (b) average energy vs field (right) characteristics at 300 K for electrons and (c) and (d) for
holes, in bilayer phosphorene (VASP) calculated using full-band Monte Carlo simulations.

effective mass is impossible. In order to bypass this problem,
we have calculated a conductivity mass (i.e., the slope of
the dispersion) along that direction over an energy window
of kBT ≈ 25 meV as mh = h̄kkT/

√
50 meV where E(kkT) =

25 meV. The thus obtained conductivity mass will give an
idea about the group velocity that enters the Kubo-Greenwood
formula for the mobility. (Obviously, the high density of states
associated with the flat dispersion still strongly depresses the
mobility via the large momentum-relaxation rates).

The results are listed in Table V. Tables IV and V also
list the values of the effective masses we have obtained using

TABLE IV. Electron effective mass (in units of the free-electron
mass) in phosphorene layers and bulk black phosphorus calculated
using empirical pseudopotentials and DFT (in parentheses).

�-X �-Y �-S DOS

Monolayer 0.22 (0.14) 1.1 (1.24) 0.46 0.48
Bilayer 0.21 (0.10) 1.1 (1.33) 0.44 0.47
Trilayer 0.21 1.1 0.44 0.47

Z-Q Z-A Z-� DOS
Bulk 0.09 1.1 0.16 0.25
Bulk (expt.)a 0.0826 1.027 0.128

aExperimental data from Ref. [50].

DFT (VASP) calculations. These values are affected by a larger
discretization error and are expected to be somewhat smaller
compared to experimental results because of the smaller band
gap predicted by DFT calculations. We see that the effective
mass decreases with increasing thickness for both electrons
and holes. This leads us to expect an increasing mobility when
moving from monolayers to bulk black phosphorus. However,
the masses decrease by an amount that is too small to explain

TABLE V. Hole effective mass (in units of the free-electron
mass) in phosphorene layers and bulk black phosphorus calculated
using empirical pseudopotentials and DFT (in parentheses).

�-X �-Y a �-S DOS

Monolayer 0.20 (0.14) 1.7 0.59 0.59
Bilayer 0.19 (0.09) 1.2 (3.08) 0.56 0.51
Trilayer 0.21 0.91 0.62 0.49

Z-Q Z-A Z-� DOS
Bulk 0.09 0.51 0.37 0.26
Bulk (expt.)b 0.076 0.648 0.280

aOptical (slope) mass at 25 meV. The curvature mass along the �-Y
direction cannot be defined at � due to the flatness of the dispersion.
bExperimental data from Ref. [50].

115416-12



THEORETICAL STUDIES OF ELECTRONIC TRANSPORT … PHYSICAL REVIEW B 98, 115416 (2018)

the difference between bilayer and monolayer mobility behav-
ior seen in Table I.

2. Quantum confinement effects

Intrinsically 2D materials have, among their many remark-
able properties, two major advantages for the purpose of
electronic devices when compared to thin “3D materials.”
In thin 3D materials, quantum confinement is the result of
conduction-band discontinuities with insulators (as for thin
Si films confined by SiO2 or other oxides) whereas in 2D
materials, electrons are naturally confined in two dimensions
by ionic potentials (as for graphene). Bulk 3D material mo-
bilities range from respectable to excellent, but in thin films
the carrier mobility is severely depressed by wave-function-
overlap effects. On the other hand, 2D materials have the
potential of exhibiting excellent mobilities even in the limit of
atomic thickness. Moreover, confinement by insulators leads
to a problematic energetic upshift of the ground-state sub-
bands in semiconductor ultrathin films or nanowires based on
3D materials [102], causing a potentially unacceptably high
gate-current leakage. Again, the naturally ionic confinement
in 2D materials will save them from such an unacceptable
high-gate leakage current.

Two-dimensional sp2 (or sp2/sp3) group-IV materials and
transition-metal dichalcogenides (TMDs) are typical exam-
ples of materials that exhibit these desired properties. In these
materials, the presence of a lone electron (such as the electron
occupying the pz orbital in sp2 group-IV materials) or the
absence of unpaired electrons (such as in TMDs, with the
2–4 p electrons from the transition metal and the 6 hybrid-sp
electrons from the two chalcogens) results in either a π band
strongly localized in the out-of-plane direction (out of the
“lone” pz electron in the sp2 group-IV 2D crystals), or in
out-of-plane-localized states inside the 2D crystal (TMDs).
In a multilayer van der Waals heterostructure, “vertical” band
discontinuities at the top and bottom surfaces or interfaces, do
not significantly affect the band structure. Indeed, the van der
Waals coupling between adjacent layers is too small (of the
order of a few tens of meV per atom both in graphene [103]
and TMDs [104]) to alter the bonding properties and, most
important, the out-of-plane localization of the wave functions.
These materials are indeed easily exfoliated and are relatively
chemically stable, a result of the out-of-plane localization
of the valence-band states. Moreover, they show a very low
out-of-plane conductivity, a result of the out-of-plane local-
ization of the conduction-band states. However, the in-plane
mobility remains high, even in monolayers. Indeed, graphene
exhibits an extremely high mobility, ≈105 cm2 V−1 s−1. Such
a high mobility, even for carriers confined over a thickness
of the order of 0.1 nm, is the result not only of pseudospin
conservation and reduced backscattering, but also of the
fact that the scattering form factor of the wave functions
does not depend on the confinement along the out-of-plane
direction.

The recent studies by Qiao et al. [51] and by Xin-Hu
and co-workers [94] have shown that phosphorene (and, we
speculate, other group-V materials, such as also arsenene
and antimonene) is remarkably different: in multilayers, the

lone p-orbital pairs hybridize into bonding and antibonding
orbitals, weakly localized or even delocalized along the out-
of-plane direction, with wave functions that spread across the
interlayer gap. The interlayer coupling energy is now much
larger: a value of 0.46 eV has been used for the interlayer
coupling energy in calibrated tight-binding calculations of
phosphorene [60], rendering this a “quasicovalent” bonding.
This should be compared to the pure van der Waals interaction
energy, of the order of a tens of meV/atom, as mentioned
above. Such an effect, recently discussed at length by Xin-
Hu et al. [94], has been shown to be responsible for the
poorly understood behavior of phonon frequencies in few-
layer phosphorene. These considerations imply that now the
hybridized valence- and conduction-band wave functions can
spread significantly across the interlayer. An additional strong
hint that phosphorene multilayers are quite different from pure
van der Waals materials is provided by the fact that in bulk
bP, the electron mobility along the z axis (perpendicular to
the plane of the layers) is about the same as along the zigzag
direction: 400 cm2 V−1 s−1 (out of plane) vs 460 cm2 V−1 s−1

(zigzag) at 200 K, compared to 2300 cm2 V−1 s−1 along the
armchair direction [49]. The situation is similar for holes,
their mobility being 540 cm2 V−1 s−1 along the out-of-plane
direction, 1300 cm2 V−1 s−1 along the zigzag direction, and
3300 cm2 V−1 s−1 along the armchair direction, also at 200 K
(Ref. [49]). This means that carriers move from one layer
to the next with relative ease. On the contrary, for graphite,
the measured in-plane electron mobility is quite high, about
13 000 cm2 V−1 s−1 at 300 K, but the material behaves es-
sentially as an insulator along the out-of-plane direction, with
a conductivity (mobility) about 3000 times lower [105,106].
This means that carriers are not transferred between layers,
instead being localized within each layer.

To illustrate the non-van der Waals nature of phos-
phorene, in Fig. 13(a) we show the squared amplitude
of the wave functions corresponding to the lowest-energy
conduction-band state in bilayer phosphorene. (The van der
Waals gap of 3.20 Å reported in Ref. [51] has been assumed
in these empirical-pseudopotential calculations.) The wave
function can be seen to “spill” into the interlayer region,
for the conduction band in bilayer phosphorene. To contrast
how wave functions manifest themselves in a van der Waals
material, we show the conduction-band wave functions in
bilayer graphene (obtained using the empirical pseudopoten-
tials given in Ref. [65] with a van der Waals gap of 3.35 Å)
in Fig. 13(b). In this case, the wave functions vanish in the
interlayer region, showing that in these sp2 layers the ionic
potentials strongly confine the 2DEG within each layer.

This discussion suggests that multilayer phosphorene be-
haves more like a bulk covalent material than a van der Waals
system, as already argued by Qiao et al. [51] and Xin-Hu
and co-workers [94]: the “vertical” confinement of the 2DEG
appears to be mainly controlled not by the ionic potentials but
by the conduction-/valence-band discontinuities at top/bottom
interfaces. This situation is similar to the case of semiconduc-
tor thin films or quantum wells. In such cases, carrier-phonon
scattering is mainly controlled by the well-known scattering
form factor [a functional of the “envelope” wave function
along the out-of-plane direction z, ζn(z), for carriers in band
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FIG. 13. (a) Squared amplitude of the wave function for the
lowest-energy conduction band, averaged over a unit cell along
the armchair direction for bilayer phosphorene (b) and for bilayer
graphene. The atoms and bonds are indicated by balls and sticks.
These results have been obtained using local empirical pseudopo-
tentials. Note the large penetration of the conduction-band wave
function into the interlayer region for bilayer phosphorene.

n, averaged over an in-plane unit cell]

Inm =
∫

dz |ζn(z)|2 |ζm(z)|2, (9)

originally derived by Price [107]. This form factor increases
as 1/W 2 as the well width W (or multilayer thickness, in our
case) decreases, resulting in a carrier mobility that vanishes
as W 2 for small W . In a way, we are subjected to the same
problems that govern Si thin-film mobility: As the thickness
decreases, the mobility is depressed because of this undesired
form-factor effect. In phosphorene, this may not be an effect
as strong in the case of fully delocalized states, as for Si or
Ge thin bodies, but it is also far removed from the more ideal
cases of graphene, other group-IV monolayers, or TMDs.

Calculated form factors for the wave functions in one-,
two-, three-layer phosphorene for valence-band maximum
(VBM) and conduction-band minimum (CBM) are shown
in Table VI. As expected, the form factor decreases with

TABLE VI. Form factor of the wave functions in monolayer,
bilayer, trilayer phosphorene for the valence-band maximum (VBM)
and conduction-band minimum (CBM).

Imn (m = n) VBM CBM

Monolayers 2.2417 1.4081
Bilayers 1.1606 0.7992
Trilayers 0.9463 0.6752

increasing in thickness, however, they decrease by not more
than a factor of 2. Therefore, going from monolayer to bilayer
phosphorene, we expect the mobility to increase by not more
than a factor of 4 (the areal mass density in bilayers is twice
that of monolayers). On the contrary, Cao et al. [31] observed
an increase in mobility by a factor of 80 moving from one- to
two-layer phosphorene.

3. Deformation potentials

A survey of the literature shows that the band structure
changes with strain in a way that depends on the thickness of
the system. In monolayers, a 4%–6% biaxial strain can have
the huge effect of reversing the anisotropy [108], whereas
in bulk bP strain seems to have a weaker effect [60]. This
seems to suggest that the deformation potentials decrease with
increasing thickness, an effect that may contribute to boosting
the carrier mobility in thicker films. We have confirmed this
by using the empirical pseudopotential given by Eq. (8) to
calculate the change of the band gap EG under hydrostatic
stress V0 dEG/dV (where V0 and V are the volume of the
relaxed and hydrostatically strained crystal, respectively) for
monolayer phosphorene and bP. This quantity yields the sum
of the conduction-band dc and the valence-band dv dilatation
deformation potentials. For bP, using the elastic constants
measured in Ref. [109] and discussed in Ref. [110], we have
obtained dc + dv ≈ 4.3 eV. This is about a half the value
calculated in Ref. [111] and the values of 8.19–9.89 eV for
dc + dv reported in Ref. [109]. Such a discrepancy could be
due to intrinsic limitations of the empirical pseudopotentials
we have employed, to uncertainties in the values of the
elastic constants, and to additional “internal” atomic displace-
ments that occur under strain. On the contrary, for monolayer
phosphorene, we have obtained larger dilatation deformation
potentials dc + dv ≈ 6.6 eV. Of course, we cannot estimate
separately the contribution of the conduction band and of
the valence band (given as a 33%–66% split in Ref. [112]).
However, despite their uncertainty, these results constitute
a highly suggestive argument to explain the larger carrier
mobility in thicker films.

4. Stiffening of the interlayer optical modes

Whereas when moving from monolayers to bilayers the
carrier mobility is kept low by the presence of low-energy
interlayer optical modes, when moving to thicker multilayer
systems this effect is expected to be less significant and even
show a qualitatively opposite behavior. Indeed, the amplitude
of these optical modes decreases as their energy increases.
This is the result of their increased stiffness due to the
coupling with various layers, as the energy of the lowest-
frequency interlayer mode grows from ≈1.5 meV in bilayers
to about 25 meV for TO phonons in bulk black phosphorus
[50]. The situation is complicated by the splitting of several
modes into “inner” and “surface” modes [94] in layered
structures, but this trend constitutes another possible cause for
a mobility increasing in thicker films.

It would be extremely interesting to study in detail the
thickness dependence of all of these effects. Unfortunately,
it is impossible to treat correctly the 2D-to-3D transition,
and so, also the Z-to-� direct-band-gap transition and the
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mobility change, when calculating the band structure and
the vibrational properties of many-layer systems. Indeed,
this would require accounting for inelastic, phase-breaking
phonon scattering within a DFT (or even GW) framework,
a task obviously still elusive. Yet, the results discussed here
give a qualitative idea of why the carrier mobility decreases
so sharply when moving from bulk black phosphorus to
monolayer phosphorene. In particular, the observation that
phosphorene behaves more like a conventional semiconductor
than a van der Waals material, as discussed in item 2 above,
seems to explain the strong thickness dependence of the carrier
mobility shown in Fig. 4(c) of Ref. [30] and suggested by
Table I.

V. CONCLUSIONS

The widely scattered theoretical predictions about the car-
rier mobility in 2D crystals that have been reported in the
literature have prompted us to analyze critically the reasons
for this confusion. Taking monolayer and bilayer phosphorene
as examples of widely studied materials, we have identified
the assumed simplifying isotropy of the electron-phonon ma-
trix elements, the use of the “band” deformation potential
instead of the proper carrier-phonon matrix elements, and the
associated neglect of the wave-function-overlap effects as the

main sources of this confusion. Using a simple, but hopefully
not oversimplified, model, we have shown that, unfortunately,
the most accurate models predict the less exciting values for
the carrier mobility. These do not exceed ≈25 cm2 V−1 s−1 at
300 K for both electrons and holes. We have also employed
Monte Carlo simulations, based on a band structure and
carrier-phonon scattering rates calculated using two separate
ab initio DFT methods, to obtain both better estimates of the
low-field mobility in phosphorene monolayers and bilayers,
and information about high-field transport properties. We
found that calculating the carrier-phonon interaction using
small displacements and DFPT yield similar results. Our
study further predicts a decrease in mobility moving from
monolayers to bilayers. Most important, we have argued
(unfortunately only at a qualitative level) that phosphorene,
because of its lone pair of “out-of-plane” p electrons, behaves
more like a “conventional” semiconductor than a van der
Waals material, an observation that may explain the thickness
dependence of the carrier mobility reported in the literature.
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