
PHYSICAL REVIEW B 98, 094505 (2018)

Observation of a crossover from nodal to gapped superconductivity in LuxZr1−xB12
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We have determined the superconducting and magnetic properties of four samples of LuxZr1−xB12 (x = 0.04,
0.07, 0.17, and 0.8) using muon spin rotation (μSR) and magnetometry measurements. We observed a strong
magnetic signal in both the μSR and magnetometry data in one sample (x = 0.07), likely caused by the
formation of static moments of size ≈1 μB due to a clustering effect of the Lu3+ ions. In all other samples, we
find only a small magnetic signal in the μSR data thought to originate from boron nuclei in the B12 cages.
The superconductivity is found to evolve with x, with a decrease in x resulting in an increase in critical
temperature and a decrease of the penetration depth. Most remarkably, we find evidence for the formation
of nodes in the superconducting gap for x � 0.17, providing a potential new example of an s-to-s + d-wave
crossover in a superconductor.
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Introduction. Since the discovery of superconductivity
in MgB2 [1], there has been great interest in searching for
superconductivity in a wide class of borides. ZrB12 is a BCS
superconductor with one of the highest critical temperatures
(Tc = 6 K) among boron-rich compounds [2]. LuB12, another
dodecaboride, is also a superconductor, albeit with a much
lower Tc = 0.48 K [2] despite having a very similar crystal
structure [3,4], electronic density of states [5–7], and phonon
density of states [8,9] to ZrB12. It is thought that the high
Tc in ZrB12 originates from the soft vibrations of Zr4+

ions in the boron cages (this structure is shown in Fig. 1).
These vibrations lead to a strong electron-phonon interaction
[10–12]. In LuB12, vibrations of Lu3+ ions have almost no
contribution to the electron-phonon coupling, perhaps due to
the ‘volume filling factor’ of the B cages, which tunes the
hybridization between the Lu/Zr and B orbitals [9]. Another
factor which may contribute to the lower Tc in LuB12 is the
development of an electron instability due to the formation
of dynamic charge stripes [13]. Though LuB12 appears to
display s-wave behavior [14], there has been considerable
debate surrounding the nature of the superconducting gap
function in ZrB12. It has been suggested that ZrB12 is either a
single-gap s-wave [15,16], two-gap s-wave [17], or a d-wave
[10] superconductor, with its Fermi surface composed of one
open and two closed sheets [5,7].

Nonmagnetic impurity substitutions impact on supercon-
ducting properties in various ways dependent on the pair-
breaking mechanism. For example, Anderson’s theorem
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implies that a small number of nonmagnetic impurities can
dramatically suppress superconductivity in the case of an
anisotropic gap in a d-wave superconductor [18–20]. Experi-
ments on cuprates reveal that a spinless impurity introduced
into the high-temperature superconductor host produces a
large and spatially extended alternating magnetic polariza-
tion in its vicinity [21]. Somewhat analogous behavior was
found in LuxZr1−xB12, in which nonmagnetic Lu3+ ions are
substituted for Zr4+ ions. Spin-polarized nanodomains of size
≈5 Å, containing moments ≈6 μB and nucleated around the
Lu3+ ions, were found in some crystals [22] but not in others
[23]. This is possibly due to details of the distribution of
the Lu3+ ions in the lattice or the presence of vacancies
(as found in YB6 [24]).

In this paper, we report muon spin rotation (μSR)
and magnetometry experiments on four samples from the
LuxZr1−xB12 family of superconductors to determine their su-
perconducting and magnetic properties. We focus on samples
relatively close to the stoichiometric LuB12 and ZrB12 end
members of this family of compounds, in order to investigate
the effect of nonmagnetic substitutions in the low-doping
(�20% substitution, or x � 0.2 and x � 0.8) regime. One
sample showed evidence of magnetism from the nanodomains
postulated in Ref. [22]. Remarkably, we find that the increase
in Tc with decreasing x is accompanied by the formation of
nodes in the superconducting gap. We also find that, while the
magnetism is sample dependent, the superconducting proper-
ties are nevertheless robust.

Experimental details. Four single crystals of LuxZr1−xB12

were investigated in this experiment; these included one
‘magnetic’ sample, which had previously displayed the nan-
odomain behavior, and three ‘nonmagnetic’ samples, which
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FIG. 1. The unit cell of RB12 (R = Lu or Zr). The rare earth (R)
atoms are gray, and the B atoms are green. The B12 cages are shown
in green.

displayed no such phenomena. The ‘magnetic’ sample,
x = 0.07, was identical to that used in Ref. [22]. The remain-
ing three samples, x = 0.04, 0.17, and 0.8, were ‘nonmag-
netic’ and identical to those studied in Ref. [23]. Details of
the crystal growth are described in Refs. [22] and [23].

The crystal growth methods were identical for both the
magnetic and nonmagnetic samples, with the single crystal
samples being grown from a sintered rod. However, the sin-
tered rods were obtained via different methods. For the mag-
netic sample, the sintered rod was produced from a powder
of the crushed single crystal LuB12 and ZrB12. Both powders
were mixed and sintered into rods at 1750 ◦C in a vacuum; this
method is unable to guarantee a homogeneous mixture of Lu
and Zr. Since there was a gradual re-melting of the rod during
the synthesis of the single crystal, we cannot exclude an
inhomogeneous distribution of Lu and Zr in the final crystal.
In the case of the nonmagnetic samples, amorphous boron
was mixed with Lu and Zr metal oxides (Lu2O3 and ZrO2).
These mixtures were pressed into tablets and held in a vacuum
furnace for two hours at 1650 ◦C to perform a solid-state
synthesis, producing (Lu,Zr)B12. To achieve a homogeneous
distribution of the metal components after synthesis the tablets
were crushed, pressed, and annealed at 1650 ◦C in vacuum.
Then they were crushed and pressed once more to produce the
rods, which were sintered in vacuum at 1750 ◦C for one hour.
As this method for producing the sintered rods had one more
homogenizing annealing, we anticipate the Lu/Zr distribution
in these samples to be significantly more homogeneous than
in the sample produced using the first synthesis method.

μSR experiments [25,26] were performed using a dilution
refrigerator and 3He sorption cryostat mounted on the MuSR
spectrometer at the ISIS pulsed muon facility (Rutherford
Appleton Laboratory, UK) [27]. Further experiments were
carried out using the low temperature facility (LTF) and gen-
eral purpose spectrometer (GPS) at the Swiss Muon Source.
Transverse-field (TF) measurements were made to probe the
superconducting ground state and its evolution with x. Zero-
field (ZF) and longitudinal-field (LF) measurements were
carried out in order to test for magnetic phases in the sample.
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FIG. 2. (a) Sample TF-μSR spectra above and below Tc for
x = 0.04. Fits as in Eq. (1) are also plotted. (b) Field depen-
dence of the relaxation due to superconductivity for x = 0.07 at
1.5 K (orange), x = 0.17 at 1.5 K (green), and x = 0.8 at 0.1 K
(blue). (c) Temperature dependence of the inverse square penetration
depth, with s + d-wave fits for x = 0.04, 0.07, and x = 0.17, and
an s-wave fit for x = 0.8. (d) T dependence of the field shift
�B = BSC − BTF, expressed as a percentage of BTF, due to super-
conductivity. The evolution of Tc (the zero-field value, extrapolated
from magnetometry data), the superconducting gaps, the gap ratio,
and the penetration depth with x are given in (e), (f), (g) and
(h), respectively. The unfilled black points in (e) are the Tc values
for ZrB12 and LuB12 from Ref. [2], and the triangles are recently
measured points for intermediate doping [30].

All of the μSR data were analyzed using WiMDA [28].
Magnetometry measurements were carried out on a Quantum
Design SQUID magnetometer.

Superconductivity. TF-μSR measurements were per-
formed on all of the samples to determine their supercon-
ducting properties. x = 0.04, 0.07, and 0.17 were measured
above and below Tc in transverse applied fields BTF of 30 mT
and x = 0.8 was measured in BTF = 2.5 mT (fields were
chosen in order to lie below Bc2 for each compound; see the
Supplemental Material [29] for Bc2 values). Measurements
were taken in field-cooled mode, where BTF is applied above
Tc before the sample is cooled down. A representative spec-
trum for x = 0.04 is shown in Fig. 2(a). Transverse field
sweeps were also made to determine the field dependence of
the internal field distribution of the superconducting state.

The data were fitted with

A = ATF cos(γμBTFt + φ)e− σ2
TF t

2

+ASC cos(γμBSCt + φ)e− σ2 t
2 , (1)
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where γμ = 2π×135.5 MHz T−1 is the gyromagnetic ratio
of the muon and φ is related to the detector geometry (the
data were divided among eight groups of detectors with
φ fitted for each group). The first term corresponds to a
background signal arising from muons that stop outside of
the superconducting volume: in the cryostat, sample holder,
and nonsuperconducting regions of the sample. These muons
precess only in the external field and experience a small Gaus-
sian relaxation. The second term corresponds to muons in the
superconductor, which experience an approximately Gaussian
relaxation arising from the field distribution of the vortex
lattice. These muons also experience a small, temperature
independent relaxation from nuclear moments, giving a total
relaxation σ (T ) =

√
σ 2

SC(T ) + σ 2
nucl .

The transverse field dependences of σSC for x = 0.07,
0.17, and 0.8 are shown in Fig. 2(b). There is a muon
quadrupolar resonance due to the boron nuclei at ≈4 mT,
which may affect the low-field dependence (this will be
further discussed below). Apart from x = 0.8, the upper crit-
ical fields Bc2 of all the samples are larger than the fields
resolvable by the experiment; these have instead been calcu-
lated from magnetometry and heat capacity measurements in
Refs. [22] and [23], and are shown in Ref. [29].

Assuming all of the samples are type II superconduc-
tors with an isotropic hexagonal Abrikosov vortex lattice in
the a-b plane that can be described by Ginzburg-Landau
theory, the in-plane penetration depth λ can be extracted
from the relaxation due to superconductivity using [31]
σSC = 0.0609γμφ0λ

−2(T ), where φ0 = 2.069×10−15 Wb is
the magnetic flux quantum. This formula is an approximation
which holds for 0.13/κ2 � BTF/Bc2 � 1 where κ is the
Ginzburg-Landau parameter [29]. By comparing this approx-
imation to the analytical relationship between σSC and the
applied field in Ref. [31], we find it correctly describes this
relationship to within 10% for the x = 0.04 and 0.07 samples,
and to within 20% for x = 0.17 and 0.8. The temperature
dependence of λ−2 is shown in Fig. 2(c), and the correspond-
ing field shifts due to the vortex lattice �B = BSC − BTF are
given in Fig. 2(d).

To determine the nature of the superconducting gaps in the
samples, we fitted the data with single-gap BCS s-wave and
d-wave models, as well as two-gap s + s- and s + d-wave
models. The BCS model of the normalized superfluid density
of a superconductor is given by [32]:

ñs(T ) = λ−2(T )

λ−2(0)

= 1 + 1

π

∫ 2π

0

∫ ∞

�(φ,T )

∂f

∂E

EdEdφ√
E2 − �2(φ, T )

, (2)

where �(φ, T ) is the superconducting gap function,
and f = [1 + exp (E/kBT )]−1 is the Fermi function.
The gap function can be approximated as �(φ, T ) =
�(φ) tanh (1.82[1.018(Tc/T − 1)]0.51). The angular gap
function �(φ) = �0 for s-wave superconductors and
�(φ) = �0 cos(2φ) for d-wave (nodal) superconductors.
For multigap models, the total ñs(T ) is given by a weighted
sum of the superfluid densities for the individual gaps:

TABLE I. The values of χ 2 for the best fits to various single and
multigap models, using Eq. (2) for all of the samples (details of the
fits are given in the main text.). The values in bold indicate the best
fitting models.

x s wave d wave s + s wave s + d wave

0.04 20.9 23.2 15.8 14.1
0.07 11.9 10.9 12.1 10.0
0.17 18.8 16.5 16.6 13.8
0.8 16.9 19.7 19.3 22.6

ñs(T ) = wñ
gap 1
s (T ) + (1 − w)ñgap 2

s (T ). In the case of the
s + d-wave fits, the first gap is s wave, whereas the second
gap is d wave.

We find that x = 0.04, 0.07, and 0.17 are s + d-wave
superconductors, whereas x = 0.8 is purely s wave. χ2 values
for s-, d-, s + s-, and s + d-wave fits for all of the samples are
shown in Table I. A key indicator of nodal superconductivity
is the linear dependence of λ−2 at low T , which is observed
in x = 0.04, 0.07, and 0.17. x = 0.8, on the other hand,
shows a low temperature plateau in λ−2, corresponding to
a fully gapped superconductor where low-energy excitations
are strongly suppressed [33]. This is consistent with the
s-wave superconductivity observed in LuB12 [14]. Further
discussion of this fitting can be found in the Supplemental
Material [29]. Our observations show that the nodal gap
becomes less anisotropic and eventually becomes isotropic
as x increases. This change of gap structure is accompanied
by a rapid suppression of Tc, shown in Fig. 2(e). The fitted
values of the s- and d-wave superconducting gaps, �s and
�d , respectively, are shown in Fig. 2(f); we find that along
with the complete suppression of the nodal gap [indicated by
w → 1 in Fig. 2(g)], the s-wave gap also decreases signifi-
cantly in size with increasing x. For all of the samples, we find
that the gap to Tc values �s/kBTc ≈ 2–2.5 (>1.76, the BCS
value) for the larger s-wave gap, meaning these compounds
are likely strongly-coupled superconductors (although for the
multigapped samples, �d/kBTc ≈ 0.3–0.5 in all cases). As x

increases, the superfluid density [ns ∝ λ−2(0)] is suppressed,
leading to a longer penetration depth as shown in Fig. 2(h).
This agrees well with the two peaks observed in the field
dependence of σSC for x = 0.07 [see Fig. 2(b)]. The peak
at BTF ≈ 12 mT may be a reflection of the field dependence
of the weak d-wave term on top of the s-wave term. As the
d-wave contribution is more easily suppressed by an external
field, we expect w to be field dependent. From the amplitude
of the 12 mT peak we can estimate that the corrected value
of w in the low field London limit should be closer to 0.7 for
this sample and will be similarly reduced for the other low-x
samples.

Zr ([Kr]5s24d2) contributes two d electrons to the
conduction band whereas Lu ([Xe]4f 146s25d1) only
contributes one. This results in increased d-wave orbital
pairing and favors nodal superconductivity. The observed
gap evolution in the LuxZr1−xB12 is similar to that seen in
Fe-based superconductors. The Ba1−xKxFe2As2 family of
materials shows fully gapped behavior for x = 0.4, with
line nodes appearing at x = 1 [34]. A similar transition is
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FIG. 3. (a) Sample ZF-μSR spectra in the superconducting state.
(b) The field dependence of the relaxation for one ‘magnetic’ sample
(x = 0.07, orange) and one ‘nonmagnetic’ sample (x = 0.8, blue).
The measurements for x = 0.07 were taken at 5 K and for x = 0.8
at 0.7 K. (c) The temperature dependence of the magnetization per
formula unit.

achieved in Ba0.65Rb0.35Fe2As2 using hydrostatic pressure,
which promotes a nodal gap [35].

Magnetism. To address the apparent discrepancy between
the differing magnetic behaviours of this family of com-
pounds observed in Refs. [22] and [23], ZF- and LF-μSR
experiments were carried out. ZF spectra below Tc for one
‘magnetic’ sample (x = 0.07) and two ‘nonmagnetic’ sam-
ples (x = 0.17 and 0.8) are shown in Fig. 3(a). For all
samples there was no detectable change in the ZF spec-
trum as T was increased above Tc, meaning that any mag-
netism present in the samples does not compete with the
superconducting phase. No oscillations were seen in the
forward-backward asymmetry spectra, and there were also
no discontinuous jumps in either the initial or the baseline
asymmetry, which suggests there is no long-range order in-
side the sample. The data were fitted with the zero-field
Kubo-Toyabe function [36] with an additional Lorentzian
relaxation:

A = A0
(

1
3 + 2

3

(
1 − �2

ZFt
2
)
e−�2

ZF t2/2
)
e−λZF t + Ab, (3)

where A0 and Ab are the relaxing and baseline amplitudes.
The relaxing amplitude corresponds to muon stopping in the
magnetic portion of the sample, while the baseline ampli-
tude represents muons landing in nonmagnetic regions, for
example in the cryostat or sample holder. The Kubo-Toyabe
function is often used to describe a system of static spins with
a Gaussian field distribution characterized by an RMS width
�ZF/γμ.

�ZF was found to be constant and temperature indepen-
dent [0.40(3) μs−1] across all of the samples. The additional
Lorentzian relaxation was equal and very small for the two
nonmagnetic samples (≈0.05 μs−1) and significantly larger
for the magnetic sample (≈0.2 μs−1).

To further probe the nature of the magnetism, LF-μSR was
carried out on one magnetic and one nonmagnetic sample:

x = 0.07 and x = 0.8, respectively. The data were fitted with
a longitudinal-field Kubo-Toyabe function [37] with an ad-
ditional Lorentzian relaxation e−λZF t ; the field dependence of
λZF is plotted in Fig. 3(b). Both samples have a peak in their
relaxation at B ≈ 4 mT, corresponding to the muon experi-
encing a quadrupolar resonance with the 11B nucleus [38,39].
The additional relaxation seen in the ZF spectrum of the mag-
netic sample is quenched above ≈1 mT, indicating an internal
field on the order of 0.1 mT arising from static magnetic mo-
ments (an applied longitudinal field BLF > 10Binternal rapidly
quenches relaxation arising from static moments [26,37]).

We have used density functional theory to determine the
muon site in the unit cell. By mapping the electrostatic poten-
tial inside the unit cell, an approximate site can be obtained by
examining the maxima of this potential. A potential maximum
corresponds to a low energy associated with introducing a
positive charge (for example the muon) and has been found
to be a good approximation to more detailed relaxation cal-
culations [40,41]. Our calculations imply the muon site is at
(0.5,0.5,0.5) in the unit cell, in the center of the B12 cage.

The Lorentzian relaxation in Eq. (3) likely arises due to
static, dilute moments [42], and hence the relatively large λZF

for the magnetic sample may be due to the formation of dilute
nanodomains consisting of static moments associated with the
Lu atoms. The value of λZF, combined with the LF required
to suppress the relaxation, provide an approximate RMS
field width of ≈0.1 mT associated with the Lorentzian field
distribution produced by the dilute moments. Using dipolar
field simulations, we can calculate the expected dipolar field
at the muon site rμ. The field from moments mi and positions
ri can be found via

Bdip = μ0

4π

∑
i

3(mi · r̂iμ)r̂iμ − mi

|riμ|3 , (4)

where r̂iμ is the normalized vector between the muon and the
moment mi . Using Eq. (4), we find domains of size ∼7 Å give
λZF/γμ ≈ 0.1 mT, where the moments associated with these
domains is ≈0.8 μB.

The observed differences in magnetism are supported
by bulk magnetometry measurements of x = 0.07, 0.17,
and 0.8, as shown in Fig. 3(c). The data were fitted to a
Curie-Weiss function with an additional constant background
magnetization:

M = M0 + nμ0μ
2H/3kBT , (5)

where μ is the effective magnetic moment per formula unit,
n is the number density, and μ0H = 2 mT is the applied
external field. We find that the moment per formula unit
in the magnetic sample (μ0.07 ≈ 1.18 μB; close to the mo-
ment size obtained from the dipole field calculations above)
is significantly higher than for the nonmagnetic samples
(μ0.17 ≈ 0.2 μB, μ0.8 ≈ 0.1 μB).

From these data, we postulate that the ZF signal observed
in the nonmagnetic samples, which is insensitive to Lu3+

concentration, is dominated by B nuclei in the cages, similar
to that observed in LuB12 [43]. In addition to this nuclear
signal, the magnetic sample also contains static, disordered
moments, which may potentially be associated with clusters
of Lu3+, similar to the phenomena discussed in Refs. [22]
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and [24]. As the apparent clustering effect is only present in
one sample, we conclude that the differences in magnetism we
observe are due to the detailed distribution of cations that is
established during sample preparation, rather than an intrinsic
effect linked to x.

Conclusion. In summary, we have carried out μSR and
magnetometry measurements to probe the nature of the
magnetism and superconductivity in the LuxZr1−xB12 family
of superconductors. ZF-μSR, LF-μSR, and magnetometry
measurements reveal a strong magnetic signal in one sample,
which was thought to contain magnetic nanodomains,
compared to those samples with no domains. We attribute
this sample dependence to a clustering effect in which
the distribution of Lu3+ may affect the formation of static
moments. We find that the moments associated with this
effect are of order 1 μB per formula unit. Scanning tunneling
microscopy or scanning electron microscopy may provide fur-
ther insights into this effect. TF-μSR measurements revealed
that the superconductivity was robust to these variations in
magnetism. We find that the increase in Tc associated with the
decrease of x is also accompanied by a decrease in penetration
depth and the likely formation of nodes in the superconducting
gap function. There are many extensions to the models we
have used to fit our data. While our minimal models fit the
data well, we stress that more in-depth studies of this family
of materials are required to further probe the gap symmetries
observed in our μSR data. The nodal superconductivity
appears to occur even in the magnetic sample; we can deduce

that the nodal gaps we observe are probably due to d-wave
pairing, rather than s-wave pairing with accidental nodes:
Impurity scattering (which is possible due to the variability
in the magnetic properties of the sample) would broaden
symmetry nodes and lift any accidental nodes, therefore
removing the residual linear term in λ−2. The unusual
transition from nodal to gapped superconductivity is similar
to that observed in iron pnictide superconductors, although we
note that in the case of the pnictides, the formation of nodes
in the superconducting gap is accompanied by a decrease in
Tc and a decrease in the superfluid density [34,35]. Further
study of the LuxZr1−xB12 family of compounds may provide
additional insights into the mechanisms behind nodal-to-
gapped crossovers in high temperature superconductors.
It has recently become possible to synthesize samples
of LuxZr1−xB12 with 0.17 < x < 0.8 [30], and our work
emphasizes the need to probe the intermediate doping region
in order to understand the full details of the crossover.
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