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Density functional theory is a standard model for condensed-matter theory and computational material science.
The accuracy of density functional theory is limited by the accuracy of the employed approximation to the
exchange-correlation functional. Recently, the so-called strongly constrained appropriately normed (SCAN) [Sun,
Ruzsinszky, and Perdew, Phys. Rev. Lett. 115, 036402 (2015)] functional has received a lot of attention due to
promising results for covalent, metallic, ionic, as well as hydrogen- and van der Waals–bonded systems alike. In
this work, we focus on assessing the performance of the SCAN functional for itinerant magnets by calculating
basic structural and magnetic properties of the transition metals Fe, Co, and Ni. We find that although structural
properties of bcc-Fe seem to be in good agreement with experiment, SCAN performs worse than standard local and
semilocal functionals for fcc-Ni and hcp-Co. In all three cases, the magnetic moment is significantly overestimated
by SCAN, and the 3d states are shifted to lower energies, as compared to experiments.
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I. INTRODUCTION

Transition metals, and their alloys, make up the backbone of
materials that are associated with the industrial age. Among the
transition metals, only Fe, Co, and Ni display ferromagnetism
at ambient conditions. In these metals, 3d electrons collectively
form localized magnetic moments due to Pauli exchange and
Coulomb correlation. However, the same 3d electrons also
take part in the chemical bonding, and they may therefore
be classified as itinerant [1]. Ab initio theory must correctly
account for the dual nature of these electrons, itinerant and
localized, which will affect not only the magnetic moment but
also the bond lengths.

Density-functional theory [2,3] (DFT) has provided the
basis for the theory of itinerant electron magnetism [4]. A
limiting factor to the accuracy of DFT calculations is the
employed approximation of exchange and correlation effects.
The simplest of its kind is the local spin density approximation
[3,5] (LSDA), which only takes the local spin-polarized density
as input. However, in 3d systems, a major drawback of
the LSDA is the inherent overbinding, which may lead to
wrong conclusions as regards magnetism. For instance, LSDA
predicts nonmagnetic fcc-Fe to be lower in energy than the
correct ferromagnetic bcc phase at their respective equilibrium
volumes [4]. This failure may be ascribed to overbinding, since
at the larger, experimental, volume the LSDA correctly favors
the ferromagnetic bcc phase [6].

The generalized-gradient approximation (GGA) goes be-
yond LSDA by including also the local gradient of the density,
making them semilocal. In bcc-Fe, GGA parametrizations such
as PW91 [5] or PBE [7] improve the equilibrium volume, and
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thereby reproduce the ferromagnetic bcc phase as the ground
state self-consistently. Yet, there are examples in which the
above standard GGAs still fail to correct the magnetic picture,
such as the Mn-rich side of the FeMn phase diagram [8].

More recent functionals on the GGA form, such as PBEsol
[9] and AM05 [10], have been shown to improve bonding prop-
erties as compared to PBE in many cases [11,12]. However,
these functionals do not improve the equilibrium volume of
magnetic transition metals, yielding values in between those
of LSDA and PBE, which typically is an underestimation
compared to experiment. These elemental systems thus remain
challenging for ab initio theory, and the description of corre-
lations in their electronic structure at ambient conditions is an
area of active research [13–17].

So-called meta-GGAs also take into account the kinetic en-
ergy density of the noninteracting electrons. The recently pro-
posed nonempirical strongly constrained appropriately normed
(SCAN) [18] meta-GGA functional has been demonstrated
to improve on the standard GGAs in several systems with
various types of bonding [19–26]. By virtue of being effec-
tively semilocal, the computational cost of SCAN is compa-
rable to regular GGAs, which makes it especially attractive
for the high-throughput approach to computational materials
science.

However, there are few studies focusing on the performance
of SCAN for magnetic systems. For the magnetic insulator
BiFeO3, Sun et al. found the local Fe magnetic moment closer
to the experimental value with SCAN as compared to PBE
[23]. Very recently, Isaacs and Wolverton [27] tested SCAN
for a large set of systems, which also included spin magnetic
moments for Fe, Co, and Ni. SCAN was deemed an overall
improvement over PBE for magnetic systems, although the
magnetic moments were larger than the experimental atomic
magnetic moments in the ferromagnetic transition metals.
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Similar results for bcc-Fe and fcc-Ni have also appeared in
a paper by Jana et al. [28].

In this work, we assess the SCAN functional for the
ferromagnetic metals bcc-Fe, hcp-Co, and fcc-Ni, with an
emphasis on structural parameters, electronic structure, and
the role of spin-orbit coupling. In Sec. II we give details of
the computational method. We then present results for the
three systems separately in Sec. III, before discussing general
conclusions in Sec. IV.

II. METHODS

We have performed scalar-relativistic calculations of the
total energy and the density of states (DOS) as spin-orbit
coupling is not expected to significantly affect structural
properties in these systems [29]. The magnetic moment has
been evaluated both with and without spin-orbit coupling. In
all cases, the reported spin moments correspond to the total
spin magnetization of the unit cell. Our main computational
method is the projected augmented waves method (PAW) [30]
as implemented in the Vienna ab-initio simulation package
(VASP) [31,32], version 5.4.4. We used the PAW Fe_sv, Ni_pv,
and Co_sv potentials with the plane-wave cutoff energy to
600 eV. A 31 × 31 × 31 k-point grid was used from which
special k-points were chosen with the Monkhorst-Pack [33]
scheme. Total energy and DOS was evaluated using the Blöchl
tetrahedron method [34].

Auxiliary calculations were also made using the all-electron
full-potential (linearized) augmented plane wave plus local
orbitals method of the WIEN2K code [35], version 17.1. The
muffin-tin radii were assigned the constant values RMT = 1.60
and 1.85 a.u. for bcc-Fe and fcc-Ni, respectively. We used
a 35 × 35 × 35 k-point grid in the full Brillouin zone for
bcc-Fe and 36 × 36 × 36 for fcc-Ni. In all calculations we
set RMTKmax = 10.

We have also used the QUANTUM ESPRESSO code [36,37]
for bcc-Fe, with the norm-conserving pseudopotential pbe-
sp-mt_gipaw.UPF, including semicore states in the valence,
local part d, including gipaw reconstruction and two gipaw
projectors per p and d channels, and only one projector on the
s channel. The plane-wave energy cutoff was 200 Ry and the
k-mesh 22 × 22 × 22.

Total energy E was fitted to the third-order Birch-
Murnaghan equation of state [38]:
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where E0 is the minimum energy, which is assumed at the
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TABLE I. Ground-state parameters calculated with the VASP code
and experimental values. The experimental values of V0, B0, and B ′

0

are taken from Ref. [29], where V0 and B0 were adjusted for zero-point
motion.

V0 B0 B ′
0 ms (V0)

(Å
3
/at) (GPa) (1) (μB)

SCAN 11.58 157.5 5.05 2.66
bcc-Fe PBE 11.35 197.7 4.45 2.20

LSDA 10.36 253.3 4.39 1.95
Expt. 11.64 175.1 4.6 1.98,b 2.08,c 2.13a

SCAN 10.38 230.5 4.79 0.73
fcc-Ni PBE 10.90 199.8 4.76 0.63

LSDA 10.06 253.6 4.77 0.58
Expt. 10.81 192.5 4 0.52,c 0.55,d 0.57a

SCAN 10.45 262.5 4.15 1.73
hcp-Co PBE 10.91 196.9 4.61 1.61

LSDA 9.99 237.6 4.95 1.49
Expt. 10.96 198.4 4.26 1.52,c 1.55,b 1.58e

aReference [39].
bReference [40].
cReference [41].
dReference [42].
eReference [43].

III. RESULTS

Table I summarizes our results based on VASP calculations
in comparison with experimental values. Our calculations have
been performed on static lattices, without zero-point motion.
The experimental values for V0 and B0 have therefore been
collected from Ref. [29], which are adjusted for zero-point
motion within the Debye model. Below we discuss our results
in detail for each element separately.

A. bcc-Fe

In Fig. 1 we show total energy and spin magnetic moments
as a function of volume for bcc-Fe. As discussed in Sec. I,
LSDA overbinds, which results in an underestimated equilib-

rium volume, 10.36 Å
3
, compared to the experimental value of

11.64 Å
3
. The corresponding bulk modulus is overestimated

at 253.3 GPa compared to experiment (175.1 GPa). This
is partially corrected by PBE, which yields the equilibrium

volume 11.35 Å
3

with a reduced bulk modulus of 197.7 GPa.
With the SCAN functional we obtain a still larger volume than

with PBE (11.58 Å
3
), which is closer to the experimental value,

and a lower bulk modulus (157.5 GPa).
However, SCAN calculations with the all-electron WIEN2K

code seem to yield conflicting results. Instead of an increased
equilibrium volume as compared to PBE, we obtain a smaller

volume (11.13 Å
3
) with a similar bulk modulus of 204.1 GPa

(Table II). This discrepancy may be due to the non-self-
consistent implementation [44] of the SCAN functional in
WIEN2K. Calculations with the norm-conserving potentials of
the QUANTUM ESPRESSO code (Table III) support the notion

of a larger volume with SCAN (11.55 Å
3
) than with PBE

(11.24 Å
3
). We also note that SCAN self-consistently recovers
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FIG. 1. Total energy (a) and spin magnetic moments (b) for bcc-Fe
as obtained with the VASP code for the SCAN (blue), PBE (red), and
LSDA (black) functionals. The vertical dashed line corresponds to
the experimental volume given in Table I.

bcc-Fe as more stable than the nonmagnetic fcc-solution, as
shown in Fig. 2.

At any given volume, we find the spin magnetic moment
produced by SCAN larger than that of PBE, which in turn
is always larger than that of LSDA [see Fig. 1(b)]. At the

TABLE II. Structural equilibrium properties calculated with the
WIEN2K code.

V0 B0 B ′
0

(Å
3
/at) (GPa) (1)

bcc-Fe SCAN 11.13 204.1 5.01
PBE 11.38 202.5 4.58

fcc-Ni SCAN 10.34 230.0 4.87
PBE 10.89 200.9 4.76

TABLE III. Equilibrium properties calculated with the QUANTUM

ESPRESSO code.

V0 B0 B ′
0 ms

(Å
3
/at) (GPa) (1) (μB)

bcc-Fe SCAN 11.55 181.5 6.4 2.74
PBE 11.24 190.8 4.99 1.82

respective theoretical equilibrium volumes, the SCAN spin
moment (2.66μB ) is severely overestimated compared to the
experimental values in Table I. This effect is reminiscent
of results for BiFeO3, where the local Fe magnetic moment
was also seen to be overestimated [23]. Nevertheless, in that
system SCAN was still considered an improvement over PBE.
The PBE spin moment comes closest to experiment when
evaluated at the theoretical equilibrium volume. However, it
should be noted that at the experimental volume, the LSDA
spin moment in fact gives the best agreement with experiment
of the considered functionals.

In Table IV we show spin and orbital magnetic moments
calculated at the experimental volume with PBE and SCAN,
compared to experimental values. Adding the spin and orbital
moments allows the total moment to be compared to the
experimental values for the spontaneous magnetization [45].
Although both PBE and SCAN in general underestimate the
orbital moment, the total magnetic moment is still significantly
overestimated compared to the experimental value.

To evaluate the impact of the SCAN functional on the
electronic structure, we compare all three functionals at the
experimental volume, which is shown in Fig. 3. A similar
comparison at the respective equilibrium volume calculated
with each functional is shown in the supplemental material
[6]. Spin-up bands are identified here with the majority-spin
carriers. The large magnetic moment obtained with SCAN is
reflected in a large exchange splitting of the d-bands. bcc-Fe
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FIG. 2. Total energy for nonmagnetic (NM) fcc-Fe and ferromag-
netic (FM) bcc-Fe calculated with the VASP code using the SCAN
functional.
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TABLE IV. Spin and orbital magnetic moments from calculations including spin-orbit coupling with the VASP code. For each element, the
volume was set to the respective experimental value, as stated in Table I. The quantization axes were taken as [100] for bcc-Fe, [111] for fcc-Ni,
and [0001] for hcp-Co. Values in parentheses correspond to the spin moments obtained without spin-orbit coupling.

ms mo mtot

(μB ) (μB ) (μB )

bcc-Fe SCAN 2.65 (2.66) 0.034 2.68
PBE 2.22 (2.22) 0.042 2.26
Expt. see Table I 0.080,a 0.086,b 0.092c 2.07,b 2.17,c 2.21,a 2.226d

fcc-Ni SCAN 0.745 (0.745) 0.059 0.804
PBE 0.629 (0.631) 0.048 0.677
Expt. see Table I 0.050,a 0.051,c 0.055e 0.57,c 0.61,e 0.619,d 0.62a

hcp-Co SCAN 1.76 (1.76) 0.084 1.84
PBE 1.61 (1.61) 0.075 1.69
Expt. see Table I 0.13,f 0.15b,c 1.67,c 1.71,f 1.70,b 1.715,d 1.728d

aReference [39].
bReference [40].
cReference [41].
dExtrapolated to 0 K, p. 36 in Ref. [45], and references therein.
eReference [42].
fReference [43].

is usually considered a weak ferromagnet in the sense that
the spin-up bands are not completely filled. This is indeed
in line with LSDA and PBE-calculations, which position the
Fermi level in a minimum in the spin-down DOS, which in turn
determines the spin splitting. However, in the SCAN picture it
seems more favorable to fill the spin-up bands, making bcc-Fe
a strong ferromagnet with a very large magnetic moment.

B. fcc-Ni

The total energy curves obtained with VASP for fcc-Ni are
shown in Fig. 4, and equilibrium properties are listed in Table I.
The results are in very good agreement with our WIEN2K

calculations (see Table II) and values published in Ref. [44].

−6 −4 −2 0 2 4
E − EF [ eV ]

D
O

S
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FIG. 3. Spin-resolved DOS for bcc-Fe calculated at the experi-
mental volume with the VASP code for the SCAN (blue), PBE (red),
and LSDA (black) functionals, where EF is the Fermi energy.

In contrast to bcc-Fe, SCAN seems to strengthen the bonds

as compared to PBE, with an equilibrium volume of 10.38 Å
3

as compared to 10.90 Å
3
. The bulk modulus is also increased

with SCAN (230.5 GPa) as compared with PBE (199.8 GPa).
This correction by SCAN is in the right direction, since the
PBE seems to produce too soft bonds in fcc-Ni. However, the
effect is exaggerated, making the agreement with experiment
clearly worse than for PBE.

The spin magnetic moment shown in Fig. 4 is seen to be
consistently larger with SCAN than PBE. At the equilibrium
experimental volume, the SCAN spin moment (0.73μB ) is still
much larger than the experimental values. All three functionals
show a tendency to overestimate the magnetic moment. LSDA
therefore comes closest to the experimental spin moment at
both the theoretical and experimental volumes. Adding the
orbital moment (Table IV) and comparing the total moment
to the spontaneous magnetization does not change the picture,
as both PBE and SCAN produce orbital moments in good
agreement with experiment.

The DOS, evaluated at the experimental volume, is shown
in Fig. 5. In the LSDA/PBE picture, the spin-up d-bands
are virtually filled, and SCAN redistributes approximately
0.1 d-electrons from the spin-down to the spin-up bands. The
resulting change in the spin magnetic moment is just below
0.2μB , which, however, is a change of almost 30% compared
to LSDA, due to the small spin moment of Ni. Due to the more
close-packed crystal structure of fcc as compared to bcc, the
canonical band structure shows less pronounced minima and
maxima, which means that the modifications to the spin-down
band appear more evenly distributed than in bcc-Fe.

C. hcp-Co

Figure 6(a) shows the total energy as a function of volume
for hcp-Co, as obtained with VASP. At each volume we
optimized the c/a ratio, which was found to be between
1.619 and 1.628 for all functionals. SCAN produces a smaller
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FIG. 4. Total energy (a) and spin magnetic moments (b) for fcc-Ni
as obtained with the VASP code for the SCAN (blue), PBE (red), and
LSDA (black) functionals. The vertical dashed line corresponds to
the experimental volume given in Table I.

equilibrium volume than PBE, 10.45 Å
3
, as compared with

10.91 Å
3

(see Table I). These values are both smaller than
experiment, and the SCAN bulk modulus is also seen to be
severely overestimated (262.5 GPa). In fact, this value of the
bulk modulus is larger than that of LSDA (237.6 GPa), although

the LSDA equilibrium volume is smaller (9.99 Å
3
).

The spin magnetic moment produced by LSDA at the
theoretical equilibrium volume is 1.49μB , while PBE and
SCAN yield 1.61μB and 1.73μB , respectively. Comparing
with the reported experimental spin moments (Table I), we
note that SCAN again overestimates the spin moment. The total
magnetic moment for the hcp phase, based on the spontaneous
magnetization extrapolated to 0 K, has been reported as
1.715μB−1.728μB [45], which is slightly smaller than the
magnetization of the fcc phase of 1.75μB [46]. Adding the
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FIG. 5. Spin-resolved DOS for fcc-Ni calculated at the experi-
mental volume with the VASP code for the SCAN (blue), PBE (red),
and LSDA (black) functionals, where EF is the Fermi energy.

orbital magnetic moment (Table IV), we obtain again that
SCAN significantly overestimates the total magnetic moment.

Figure 7 shows the DOS calculated at the experimental
volume with c/a = 1.62. LSDA and PBE results in filled
spin-up bands. Comparing to PBE, SCAN redistributes 0.05
electrons from the spin-down to the spin-up bands, which
increases the spin magnetic moment by 0.1μB .

IV. SUMMARY AND CONCLUSIONS

We have calculated equilibrium properties of Fe, Co,
and Ni with the SCAN exchange-correlation functional. The
performance of SCAN, in comparison with LSDA and PBE,
seems to follow similar trends in fcc-Ni and hcp-Co. In these
systems, SCAN overbinds, resulting in a reduced equilibrium
volume and overestimated bulk modulus. This is in contrast
to the case of bcc-Fe, where SCAN results in an only slightly
overestimated equilibrium volume and lower bulk modulus,
improving on PBE results.

Nevertheless, the magnetic moment is severely overesti-
mated by SCAN in all three systems. At the experimental
volume, the most accurate spin magnetic moments are still
obtained with LSDA. The large spin moments in SCAN are
seen to arise from an increased exchange splitting compared
to LSDA and PBE. In bcc-Fe, the spin-up bands even become
filled, so that it goes from a weak to a strong ferromagnet. This
also means that the bandwidth is larger with SCAN compared
to PBE. It is well known that the energy states produced by
PBE and LSDA are too far from the Fermi energy compared
to the experimental electron spectra [14,16,47]. There is no
formal justification to identify Kohn-Sham eigenvalues with
excitation energies [48]. Yet it should be noted that the
increased exchange splitting of SCAN moves the states to even
lower energy.

Although the exchange splitting is increased with SCAN,
it seems like the magnetic pressure associated with a larger

094413-5



M. EKHOLM et al. PHYSICAL REVIEW B 98, 094413 (2018)

5 6 7 8 9 10 11 12
0

1

2

3

4

5

6

V [ Å3 ]
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FIG. 6. Total energy (a) and spin magnetic moments (b) for hcp-
Co as obtained with the VASP code for the SCAN (blue), PBE (red),
and LSDA (black) functionals. The vertical dashed line corresponds
to the experimental volume given in Table I. In (b), the c/a ratio was
set to 1.62.

magnetic moment, which expands the lattice, is underesti-
mated. The equilibrium volume of bcc-Fe is reproduced by
SCAN at the prize of filled spin-up bands. For fcc-Ni and hcp-
Co, where the spin-up bands are already filled in the LSDA pic-
ture, the magnetic moment cannot be much further increased
by the increased exchange splitting of SCAN. This means that
the lattice does not expand as much in these systems as for
bcc-Fe, resulting in an underestimated equilibrium volume.

The recent calculations of magnetic moments in Fe, Co, and
Ni by Isaacs and Wolverton [27] are in very good agreement
with our results for the spin moments. If the spontaneous
magnetization is compared to the spin magnetic moment,
it may appear as if SCAN only slightly overestimates the
magnetic moment. However, if the spontaneous magnetization

−6 −5 −4 −3 −2 −1 0 1 2
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FIG. 7. Spin-resolved DOS for hcp-Co calculated at the experi-
mental volume with the VASP code for the SCAN (blue), PBE (red),
and LSDA (black) functionals, where EF is the Fermi energy.

is compared to the total magnetic moment, it becomes clear
that the SCAN functional consistently overestimates the spin
moment for all three systems.

It has in fact been pointed out by Perdew et al. [49] that
besides energy and electron density, approximate spin density
functionals can be interpreted to predict the on-top pair density
instead of the net electron spin density, as in the most common
interpretation. The former viewpoint allows one to resolve the
so-called “symmetry dilemma” for H2, Cr2, and many other
molecules. In fact, the authors argue that this interpretation is
the only tenable one when the electrons are strongly correlated.
In this light, one could argue that accurate spin moments
should not be expected from SCAN, or any other approximate
spin density functional, although in practice they often turn
out close to the experimental values. This is reminiscent of
the situation with the Kohn-Sham eigenstates—while being
auxiliary quantities of the theory, they often give reasonable
electronic structure and Fermi surfaces of metals.

Nevertheless, with the possible exception of bcc-Fe, SCAN
does not seem to improve on PBE regarding the structural
properties of these elements either. We therefore conclude
that from the viewpoint of itinerant electron ferromagnetism,
further development of exchange-correlation functionals is
needed.
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