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Role of temperature and Coulomb correlation in the stabilization of the CsCl-type
phase in FeS under pressure
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The iron-sulfur system is important for planetary interiors and is intensely studied, particularly for better
understanding of the cores of the Earth and of terrestrial planets. Yet, there is a paradox about high-pressure
stability of FeS: ab initio global optimization (at DFT level) predicts a Pmmn phase (with a distorted rocksalt
structure) to be stable at pressures above ∼120 GPa, which has not yet been observed in the experiments, which
instead revealed a CsCl-type phase which, according to density functional calculations, should not be stable.
Using quasiharmonic free energy calculations and dynamical mean-field theory, we show that this apparent
discrepancy is removed by proper account of electron correlations and entropic effects.
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I. INTRODUCTION

The composition of the Earth’s core is a topic of intense
research. The main components of the Earth’s core, iron and
nickel, are mixed with a small amount of lighter elements [1].
However, the chemical composition and crystal structure of
the core compounds are still a subject of discussion. Sulfur is
seen as one of the preferred candidates to be present in the
core [2] and Fe1−xS is one of the most common sulfides on
Earth (encountered also in lunar and meteoric samples [3–7]).
FeS exhibits rich polymorphism and its magnetic properties
and phase diagram under high pressure have been investigated
through both high-pressure experiments and ab initio simula-
tions in numerous previous studies [3,5,8–23].

Stoichiometric FeS has a NiAs-type (B8) hexagonal struc-
ture (troilite, FeS I) at ambient conditions with P 6̄2c space
group [17]. The onset of long-range magnetic order is ob-
served at TN ∼ 600 K. Previous experimental studies demon-
strate a series of phase transitions with increasing pressure at
room temperature; troilite transforms to a MnP-type structure
(FeS II) with the orthorhombic space group Pnma above 3.4
GPa [8,24] and further to a monoclinic structure (FeS III)
above 6.7 GPa. This transition is accompanied by a lattice
volume collapse [4] and a change in the crystal symmetry
(FeS III has space group P 21/a). The structural change from
FeS II to III involves abrupt breaking of the long-range
magnetic order [10,17,25], spin transition of iron, and metal-
semiconductor transition. FeS IV (hexagonal superstructure
of the NiAs-type) and FeS V (NiAs-type structure) are also
known to exist at high pressures and temperatures. A phase
transition to FeS VI with Pnma space group (MnP type) was
found to occur above 30 GPa and 1300 K [26]. Ab initio
calculations at higher pressures predicted transformation from
the monoclinic phase of FeS to CsCl-type (B2) phase (FeS
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VII) with Pm3̄m space group [19]. This result has been con-
firmed by experiment: the CsCl-type phase was synthesized at
1300 K and 186 GPa [27].

However, there is a contradiction with more recent band-
structure calculations [28] which predicted another phase with
Pmmn symmetry to be stable, while the CsCl-type structure
was predicted to be metastable at 0 K (by 0.1–0.15 eV/atom)
(Fig. 1). It should be noted that the CsCl-type phase is stable
at high pressures in other iron alloys, such as FeSi [29].

Such discrepancy between theoretical and experimental
results is quite intriguing. One can assume that the CsCl-type
phase is stabilized by thermal effects. The results of Gibbs free
energy calculations within the quasiharmonic approximation
confirmed this hypothesis to a certain degree, while placing
the CsCl-type phase stability field much higher in terms of
pressure and temperature in comparison with the experimental
data [30]. Such a difference cannot be put down to numerical
errors, and that is why we hypothesized that Coulomb corre-
lations too may be crucial in the stabilization of the CsCl-type
phase. To confirm this, we conducted calculations by com-
bining the generalized gradient approximation and dynamical
mean-field theory (DFT+DMFT). Phonon calculations were
run using the finite displacements method and allowed us to
take thermal effects into account. Combining the results of our
computational modeling, we calculated Gibbs free energy and
constructed the (P, T )-phase diagram.

II. METHOD

In present work we have applied a combination of the
state-of-the-art DMFT method with accounting for vibrational
entropy to describe structural transitions. First, we relaxed the
three crystal structures under investigations (namely Pnma,
Pmmn, and CsCl type) at a number of pressures in a wide
pressure range (−10 : 400 GPa) using the VASP code [32]
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FIG. 1. Schematic phase diagram reproduced from Ref. [28].
Experimental point of CsCl-type phase [27] is shown with a red
diamond.

(Fig. 2). We used the exchange-correlation potential in the
form proposed by Perdew, Burke, and Ernzerhof [33]. PAW
potentials with an [Ar] core (radius 2.3 a.u.) and [Ne] core
(radius 1.9 a.u.) for Fe and S atoms, respectively, and a plane
wave kinetic energy cutoff of 600 eV were used. Structure
relaxations employed homogeneous-centered meshes with re-

ciprocal space resolution of 2π × 0.02 Å
−1

and Methfessel-
Paxton electronic smearing with σ = 0.16 eV. In order to
take into account the correlation effects in the d shell of
iron we applied the DFT+DMFT approach which exploits
the advantages of two methods widely used nowadays: the
noninteracting band structure ε(�k) obtained within density
functional theory (DFT) takes into account all the peculiarities
of ε(�k) for a given material, while dynamical mean-field
theory (DMFT) takes care of many-body effects such as
Coulomb correlations [34,35]. This method was successfully
used in investigating different magnetic phenomena, including
spin state transitions [36–39]. In contrast to LDA+U or
GGA+U approaches, it allows both considering frequency
dependence of the self-energy and simulating a paramag-
netic state. The noninteracting GGA calculations were per-
formed using the pseudopotential method as implemented in
Quantum ESPRESSO [40]. We used the Wannier function
projection procedure [41] to extract the noninteracting GGA
Hamiltonian HGGA which included both Fe 3d and S 2p

states. The full many-body Hamiltonian to be solved by the

FIG. 2. Crystal structures of Pnma (left) Pmmn (middle), and
CsCl-type (right) phases of FeS. Iron is shown with red and sulfur
with blue balls. The crystal structures were drawn using VESTA [31].

DFT+DMFT is written in the form

Ĥ = ĤGGA − Ĥdc + 1

2

∑
i,m,m′,σ,σ ′

U
σ,σ ′
m,m′ n̂i,m,σ,n̂i,m′,σ ′ . (1)

Here U
σ,σ ′
m,m′ is the Coulomb interaction matrix and n̂im,σ is the

occupation number operator for the d electrons with orbitals
m or m′ and spin indexes σ or σ ′ on the ith site. The term
Ĥdc stands for the d-d interaction already accounted for in
DFT, the so-called double-counting correction which was
chosen to be Ĥdc = Ū (ndmft − 1

2 )Î [34]. Here ndmft is the
self-consistent total number of d electrons obtained within
DFT+DMFT and Ū is the average Coulomb parameter for
the d shell. The elements of Uσσ ′

m,m′ matrix are parametrized by
U and JH according to the procedure described in Ref. [42].

The effective impurity problem for the DMFT was solved
by the hybridization expansion continuous-time quantum
Monte Carlo method (CT-QMC) [43]. Calculations were per-
formed for all the structures in the paramagnetic state at
temperatures of 1160, 2000, 3000, 4000, and 5000 K, using
the AMULET code [44]. For the sake of simplicity we used
the same set of Coulomb parameters for all the structures
and pressures (unit cells) under investigation. The on-site
Hubbard U = 6 eV and Hund’s intra-atomic exchange JH =
0.95 eV were estimated in QE using constrained GGA calcu-
lations [45]. Note that these values agree well with the results
of previous calculations of U for other Fe sulfides and oxides
at high pressure [23,46] on the same Wannier functions which
were applied to construct a small noninteracting Hamiltonian
used in the subsequent DFT+DMFT calculations. Total en-
ergy was calculated within the DFT+DMFT as described in
Ref. [47]:

E = EGGA + 〈ĤGGA〉 −
∑
m,k

εGGA
m,k

+ 1

2

∑
i,m,m′,σ,σ ′

U
σ,σ ′
m,m′ 〈n̂i,m,σ n̂i,m′,σ ′ 〉 − Edc. (2)

Here EGGA stands for the total energy obtained within
GGA. The third term on the right-hand side of Eq. (2)
is the sum of the Fe-d, S-p valence state eigenval-
ues calculated as the thermal average of the GGA Wan-
nier Hamiltonian with GGA Green function

∑
m,k εGGA

m,k =
1
β

∑
n,k Tr[HGGA(k)GGGA

k (iωn)]eiωn0+
. 〈ĤGGA〉 is evaluated in

the same way but with the Green function which includes
self-energy. The fourth term represents the interaction energy,
here 〈n̂i,m,σ n̂i,m′,σ ′ 〉 is the double occupancy matrix calcu-
lated in the DMFT. The double-counting correction Edc =
1
2

∑
i,m,m′,σ,σ ′ U

σ,σ ′
m,m′ 〈n̂i,m,σ 〉〈n̂i,m′,σ ′ 〉 corresponds to the aver-

age Coulomb repulsion between electrons in the Fe 3d Wan-
nier orbitals calculated from the self-consistently determined
local occupancies.

Vibrational entropy was calculated using the finite-
displacement approach as implemented in the PHONOPY
code [48,49]. First, supercells (typically 2 × 2 × 2) were con-
structed, and symmetrically inequivalent displacements of the
atoms by 0.01 Å performed. From the computed forces on
atoms we constructed the dynamical matrix. Next, phonon
frequencies and eigenvectors were obtained by solving the
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dynamical matrix. A more detailed description of this tech-
nique is available elsewhere [48,49].

Combining results of DFMT and phonon calculations we
were able to construct the phase diagram in (P, T ) coordi-
nates. For this purpose, we computed Gibbs free energies of
the studied FeS phases. We addressed the task based on the
following reasoning:

F (V, T ) = Eelect(V, T ) + Fvib(V, T ), (3)

Eelect(V, T ) = EDFT(V ) + EDMFT(V, T ). (4)

The first term in Helmholtz free energy [Eq. (3)] comes from
an electron subsystem and can be calculated as the sum of
total energy calculated within DFT and correction energy
calculated within DMFT which takes into account electron-
electron correlation effects [Eq. (4)]. The second term in
Eq. (3) corresponds to vibration energy and can be calculated
as

Fvib(V, T ) = Ezp(V ) +
∫ T

0
CV dT + Svib(V, T )T . (5)

The pressure can be determined as

P = −∂F (V, T )

∂V
= Pelect(V, T ) + Pvib(V, T ). (6)

The equations of state for electron energy were fitted using
the Vinet equation of state [50], while phonon (Helmholtz)
free energy was fitted by a third-order polynomial function.
Next we calculate Gibbs free energy to construct the whole
phase diagram:

G(P, T ) = F (V, T ) + P (V, T )V. (7)

A similar approach for construction of the phase diagram was
used by us earlier [30].

III. RESULTS AND DISCUSSION

As the first step we have carried out DFT calculation for all
structures under investigation. Next, the DFT total energies
were fitted using third-order Birch-Murnaghan equation of
state [51] for comparing with results of Ref. [28] where the
same equation of state were used. The enthalpies calculated
from the DFT total energy as the first step showed that the
CsCl-type phase is unstable, which agrees with the previous
study by Ono et al. [28], and the transition pressure from
MnP-type (Pnma) and Pmmn phases is about 140 GPa.

Then we have taken into account on-site Coulomb repul-
sion within the DFT+DMFT method (Table I). Note that all
phases under consideration at high pressures were obtained in
the low spin (LS) and paramagnetic state. The magnitude of
average squared local moment 〈m2

z〉 is different from zero and
decreases gradually with pressure, e.g., it is ∼4 μ2

B at ambient
pressure (AP) and 1.8 μ2

B at ∼400 GPa for the CsCl-type
phase. Similar behavior was observed for the Pnma phase
(3.08 and 1.79 μ2

B) and Pmmn phase (2.56 and 1.87 μ2
B) at

AP and ∼400 GPa, respectively.
To check the accuracy of this calculation scheme we also

calculated the critical pressure for the HS to LS transition in
the Pnma phase. The result is shown in Fig. 3. The calcu-
lated transition pressure is about 10 GPa, which agrees well

TABLE I. Parameters of the Vinet equation of state obtained
using DFT and DFT+DMFT calculations.

Expt. DFT DFT+DMFT

Pnma

V0, Å3 99.5 [22] 96.24 [28] 99.79
K0, GPa 156 [22] 175.7 [28] 147.16
K ′ 4 [22] 4.39 [28] 4.94
Pmmn

V0, Å3 – 46.95 [28] 54.15
K0, GPa – 176 [28] 63.02
K ′ – 4.35 [28] 6.34
CsCl type
V0, Å3 – 22.99 [11], 23.18 [19], 23.15 [28] 22.58
K0, GPa – 191 [11], 173.7 [19], 172.5 [28] 182.15
K ′ – 4.11 [11], 4.55 [19], 4.54 [28] 5.08

with the experimental data (6.7 GPa at room temperature).
Recently Ushakov et al. [23] have shown that a similar HS
to LS transition in troilite (FeS I, P 6̄2c space group) can be
reproduced by cell volume reduction.

As the next step we have taken into account vibrational
contribution to the free energy, combining the results of the
energy correction calculated within DFT+DMFT with results
of phonon calculations in order to compute Gibbs free ener-
gies and construct the phase diagram in (P, T ) coordinates.

The phase diagram calculated within the DFT+DMFT
method, including vibrational effects, is shown in Fig. 4.
Results of DFT with accounting for vibrational effect are
reproduced from Ref. [30] and shown by gray dashed lines.
The results of DFT+DMFT calculations which take into
account vibrational effect are shown by black solid lines.
The contribution of Coulomb correlation effect can be seen
as the difference between results of these two methods. The
DFT+DMFT results lie much closer to the experimental
conditions of the phase transition from the Pnma phase to
the CsCl type (186 GPa and 1300 K) [27]. It is known that
the laser-heating method used in the experimental study has
a significant temperature gradient in the sample [52,53] and
therefore the experimental data had a big error (�300 K).
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FIG. 3. Enthalpy difference between HS and LS states of the
Pnma structure at T = 1160 K calculated in DFT+DMFT.
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FIG. 4. Phase diagram as calculated within the DFT and
DFT+DMFT methods, including vibrational effects. The temper-
ature profile of the Earth (geotherm) is shown for reference. The
experimental point of the CsCl-type phase [27] is marked with a red
diamond.

However, the experimental points still lie in the computed
stability field of the Pmmn phase. This discrepancy, albeit
insignificant in this case, can be corrected by moderately
adjusting the on-site Hubbard U (which was fixed in the
present study, but should decrease slightly with pressure
due to more effective screening) and Hund’s intra-atomic
exchange JH . It was shown recently within DFT+DMFT
method that calculated total energy and hence the critical
pressure of phase transition were sensitive to the choice of
Coulomb parameters [37,54]. Our results shows that the CsCl-
type phase of FeS is stabilized by a combination of entropic
and electron correlation effects, and that accounting for these
effects one gets a dramatic improvement in the theoretical
description of its stability in comparison with pure DFT
calculations. The computed phase diagram shows that the cor-
relation effects have a strong impact on the stability field of the

CsCl-type phase, leaving other transitions almost unchanged.
We propose that such a selective effect could be related to
the difference in coordination numbers. In the Pmna and
Pmmn structures, iron has the same coordination number
6, whereas in the CsCl-type structure it is 8-coordinate. It
seems plausible form our point of view, that phase transitions
involving coordination number changes are particularly sen-
sitive to electron correlation effects. Further investigation of
possible interplay between change in coordination number of
the strongly correlated atom and phase stability will require
accurate charge self-consistent DFT+DMFT calculations.

IV. CONCLUSION

Unlike other known FeS phases which are well modeled
in the DFT and DFT+U approximations, the CsCl-type
structure could only be found to be stable after a thorough
investigation with the thermal and electron correlation effects
taken into consideration. However, modern computational
techniques are capable of dealing with cases as subtle as this,
displaying general agreement with experimental results.

By this means, we gain insight into the intriguing behavior
of the iron sulfide exposed to high pressure. The calculated
phase diagram gives a clue as to how to synthesize the Pmmn

phase which has been predicted recently but still not seen in
experiments: lower temperatures should be used. Our results
show that electron correlations can play an important role even
at very high pressures, such as pressures in the Earth’s core,
where local magnetic moments on iron atoms are suppressed
but magnetic fluctuations are still significant.
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