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Efficient coupling of disorder states to excitons in an InGaN nanostructure
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InxGa1−xN disks in GaN nanowires (DINWs) have emerged as a viable technology for on-chip tunable visible
spectrum emission without the use of a phosphor. Here, we present a study of the optical emission and absorption
dynamics in DINWs that incorporates the important role of background disorder states. The optical emission in
the system is dominated by quantum-confined excitons, however, we show here that the excitons are coupled to
a large density of background disorder states. Rapid nonradiative decay (compared to other decay rates such as
spontaneous emission) from disorder states into excitons is observed after optical excitation of our sample that
dominates the nonlinear absorption dynamics. Because disorder states are ubiquitous in InGaN layers, we believe
that this result reveals an important decay channel that should be incorporated in future modeling and engineering
of InGaN-based optical devices in general.
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Epitaxially grown planar InxGa1−xN/GaN layers have be-
come an industry standard for solid state white light emitters
such as light-emitting diodes (LEDs). In conventional planar
quantum well structures, achieving efficient full visible spec-
trum emission has been challenging due to issues such as
efficiency droop at high injection currents [1], large internal
polarization fields [2,3], and a rapidly decreasing emission
efficiency as a function of increasing InN concentration, known
as the green gap [4–6].

Many of the above issues have been mitigated in InGaN
disk-in-nanowire (DINW) structures that can be grown defect-
free on foreign substrates such as Si [7] with significantly
reduced internal electric fields due to strain relaxation in
the active area [8,9]. These improvements have paved the
way for recent demonstrations such as on-chip full visible
spectrum lasers [10,11] and red-green-blue LED arrays [7,12–
14]. Smaller diameter (∼100-200 nm or less) DINWs support
emission from exciton states (Coulomb-bound electron-hole
pairs) that are confined to the center of the InGaN disk due
to strain relaxation at the DINW sidewalls [2,9,14–16]. Be-
cause of bright emission from the quantum-confined excitons,
devices made from DINWs have shown the potential for large
increases in emission efficiency over more conventional planar
InGaN quantum well devices at all wavelengths [2,9,14–16].
Excitons that are confined to the center of the DINW in
three dimensions have also become a promising candidate
for quantum information science applications such as high-
temperature single-photon emitters [15]. Hence, understanding
the excited states and relation pathways for injected carriers
is important for understanding the fundamental limits for the
quantum yield as well as for being able to evaluate these
structures for possible applications to advanced devices for
quantum information.

Studies of InGaN layers over the last few decades have
often been focused on understanding the physics of disorder
in InGaN layers. Electronic energy states formed by disorder

arise naturally in InGaN systems from random variations in
the InN concentration within the material or from atomistic
defects [17–19] such as In-N-In chains [19]. The important role
of disorder states is highlighted in planar InGaN quantum well
light emitters, where excitonic emission is typically quenched
due to a large density of threading defects in the active region
that are not present in DINWs [8,17]. Emission in planar
quantum wells is instead provided by radiative recombination
of electron-hole pairs trapped by localized disorder states that
are small enough to avoid the defect sites [17]. Recent results
have confirmed that large densities of disorder states can also
exist in DINW systems [20], although, as noted above, the
emission from DINWs has been shown to be dominated by
radiative recombination from quantum-confined exciton states
rather than localized disorder states.

Currently the combined dynamics of optically excited ex-
citons and disorder states including effects such as population
transfer via nonradiative decay of electron-hole pairs has
not been characterized in InGaN systems. As optical devices
continue to utilize emission from quantum-confined excitons
using DINWs and other structures such as self-assembled
quantum dots, it will become more important to understand
the physics of exciton-disorder state systems.

In this Rapid Communication, we study the linear and
nonlinear optical properties of an ensemble of red-emitting,
selective area InGaN/GaN DINWs that support emission from
quantum-confined excitons in order to understand the physical
processes in the system associated with optically excited
disorder states and excitons. Using coherent pump probe
(CPP), photoluminescence (PL), and photoluminescence ex-
citation (PLE) spectroscopy data along with a model of the
system based on the optical Bloch equations, we find that
the dynamics of optically excited electron-hole pairs can be
described using incoherent coupling between optically excited
electron-hole pairs in the background disorder states and the
quantum-confined exciton states. Measurements such as PL are
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dominated by processes in which electron-hole pairs are first
excited into the background disorder states (in first and second
order of perturbation theory in our model), then subsequently
decay into the exciton states (resulting in a nonlinear absorption
signal to third order). This finding suggests that optical exci-
tation of background disorder can effectively increase the PL
brightness of excitons in the system by providing a higher rate
of exciton state filling compared to systems with no disorder.

Experiments were performed on an ensemble of site-defined
InGaN disks in GaN nanowires grown on a GaN template
on a sapphire substrate using plasma-assisted molecular beam
epitaxy (PAMBE). Each nanowire contains ∼600 nm GaN,
eight InGaN(3 nm)/GaN(3 nm) vertically aligned quantum
disks, and a ∼5-nm GaN capping layer. Further details of the
growth procedure are discussed in the Supplemental Material
[21] and references therein [12,22]. The PL and PLE spectra of
the sample (excitation spot size ∼1 μm2, exciting ∼200-300
DINWs) are shown in Fig. 1(a). To collect PL data, the sample
is excited in a backward geometry by a continuous-wave
3.06-eV diode laser. This laser is replaced by a tunable laser for
PLE measurements. The PL spectrum (black) shows a broad
resonance while the PLE spectrum (red) is dominated by a
relatively featureless signal that is closely described by an
exponential function of energy, as noted earlier. The apparent
exponential energy dependence of the PLE spectrum below the
band edge is a common signature of inhomogeneous broaden-
ing from disorder states that has been observed frequently in
InGaN systems [23–25]. It is typical for the linear absorption
spectrum in InGaN systems to be dominated by a large density
of disorder states rather than excitons, where the density of
disorder (and the length of the tail) increases with increasing
InN concentration [24].

To perform CPP measurements, the differential transmis-
sion (dT /T , where T is the sample transmittance) of a
tunable probe beam is monitored to detect the changes in
sample absorption properties induced by a separately tunable
pump beam using phase-sensitive detection. The lowest-order
contribution to the differential transmission signal of interest
is proportional to the imaginary component of the third-order
[in the field, χ (3)(ωprobe = ωprobe + ωpump − ωpump), whereω is
the optical frequency] nonlinear optical response of the sample.
Further details of the detection technique are discussed in the
Supplemental Material [21].

The degenerate CPP (DCPP, ωpump = ωprobe) data [shown
in Fig. 1(b)] show a series of resonances that are peaked in
amplitude around 2.05 eV and slowly roll off as a function
of energy. Similar results from previous studies have been
observed [20,26], where the resonant structures in the degen-
erate nonlinear absorption spectrum were assigned to exciton
transitions. Here, we attribute the resonances to quantum-
confined exciton states from different-sized DINWs within
the ensemble, an assignment that will be further validated
shortly. Energy separations between the exciton states are
∼10’s of meV and can be accounted for by the variation in
DINW diameter due to the tapered design of the DINW [12]
or possibly from excited-state transitions in the system [9]. We
rule out that the resonances observed in the nonlinear spectrum
are due to étalon effects because the DCPP data show similar
resonances to the modulated absorption [27] spectrum of the
sample (not shown), where the pump beam is replaced by

FIG. 1. (a) PL spectrum (black) plotted with PLE (red), and
several nondegenerate CPP spectra with fixed probe energy and
scanning pump. The PLE spectrum is fit using a single Lorentzian.
The fixed probe energies are shown by the solid arrows. For each
fixed probe energy, the corresponding nondegenerate CPP spectrum
is color coded to match the solid arrow. The data are individually
normalized to facilitate comparison of the qualitative behavior. The
nondegenerate CPP data are scaled so that the ωpump = ωprobe point
coincides with the PLE spectrum. (b) Degenerate CPP (ωpump =
ωprobe) fit with a total of nine exponentially weighted Lorentzians as
per Eq. (S9) from the Supplemental Material [21]. (c) Nondegenerate
CPP data for a fixed probe energy of 1.95 eV fitted to the indirect term
from Eq. (S9) from the Supplemental Material [21] (black points and
line) along with the PLE data (red points) plotted as a function of
pump-probe detuning.

a 3.06-eV diode. In this measurement, such an étalon effect
would depend strongly on the pump energy since the nonlinear
signal (dT /T ) is normalized to the probe transmission and no
strong pump energy dependence of the resonances has been
observed.

The nondegenerate CPP data for fixed probe beam energies
and as a function of scanning pump energy are also shown in
Fig. 1(a). We find that the saturation of the probe absorption
due to the presence of the pump (positive dT /T ) increases
rapidly as a function of energy for ωpump � ωprobe and shows
a qualitatively similar dependence on energy as the PLE
spectrum. For ωprobe > ωpump, the CPP signal tends to decrease
more rapidly than the PLE signal and has an additional negative
dT /T (an increase in absorption) offset that is observed once
the pump beam is sufficiently detuned from the probe. The
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FIG. 2. (a) PL peak energy plotted as a function of excitation
intensity. The error bars represent variation in the measurement
possibly caused by small sample vibrations. The inset shows the
PL spectrum for three different orders of magnitude in excitation
intensity. The dashed line is a fit to the simple model. (b) DCPP
spectrum with a 3-Lorentzian fit in the same energy window as shown
in (a). The peak energy of the Lorentzians is the same energy as the
excitation intensity-independent regions in (a).

measurement is repeated for several different fixed probe
energies and the same qualitative behavior is observed in
each case, however, the magnitude of the negative dT /T

background signal generally increases as a function of fixed
probe energy. A negative dT /T offset has been observed
in previous nonlinear spectroscopy studies of self-assembled
DINW samples [20]. The origin of the negative offset, which
can be observed in degenerate CPP spectra as well, is still under
investigation, however, it may be an effect related to band-gap
renormalization or screening [20,28,29]. A zoomed-in view
of the nondegenerate CPP spectrum for a fixed probe near
1.95 eV is shown in Fig. 1(c) along with the PLE spectrum.
The data are fit using a model based on the optical Bloch
equations and will be discussed further later on. In addition
to the above nonlinear optical data, the CPP spectrum also
features narrow (sub-μeV) resonances at zero pump-probe
detuning that are caused by coherent population pulsations (not
shown). The nature of the population pulsation resonances has
been explored in a previous work featuring an identical sample
at room temperature [30].

To further understand the system, we consider the intensity-
dependent PL spectrum as shown in Fig. 2(a). It has been
shown that emission from exciton states in individual, lo-
calized DINW systems shows no energy shift as a function
of excitation intensity and effects such as charge screening
of the internal electric fields that would result in carrier
density-dependent shifts are insignificant [2,31]. The energy-
independent regions of Fig. 2(a) are therefore consistent with
emission from exciton states, where the energy differences
can be provided by the DINW diameter [12]. The discrete
blueshifting behavior in Fig. 2(a) is contrary to simple two-
level dynamics but can be accounted for in the model discussed
in the Supplemental Material [21,32] and is related to the
variation in emission energies and PL saturation intensities
in the system from groups of DINWs with different diameters,
as observed in Ref. [12]. As a simple approximation, we find
that the DCPP data can be fit to a series of Lorentzians (note
that this simple approach will be modified later on), each

FIG. 3. (a) Model for the energy levels in the system along with
the perturbation sequence for indirect exciton saturation. The exciton
state is represented by |X〉 with energy h̄ωX while the disorder states
that are resonant with the pump beam are represented by |D〉. The
yellow circles represent states that have a nonzero population of
electron-hole pairs in second order. (b) Corresponding energy-level
diagram and perturbation sequence for direct exciton saturation. (c)
Theoretical nonlinear response from the imaginary part of Eq. (S9)
from the Supplemental Material [21]. The indirect term [first term on
the right-hand side of Eq. (S9) and corresponding terms in Eqs. (S10)
and (S11) (green dashed)] is shown separately from the direct term
[second on the right-hand side of Eq. (S9) (red dots)].

representing nonlinear absorption from exciton transitions.
We find that the center energy of the Lorentzians from the
fit in Fig. 2(b) shows good agreement with the excitation
intensity-independent energies from Fig. 2(a). These data show
a consistency in our interpretation of the nonlinear absorption
signal being mainly sensitive to exciton states rather than
absorption from the disorder states.

To understand the nondegenerate nonlinear data, we con-
sider a unified model of the system in which electron-hole
pairs can be excited into background disorder states and
subsequently decay nonradiatively into lower-energy exciton
states. The nonradiative decay process could occur from the
emission of acoustic phonons, for example [33,34]. In our
model, the probe beam is also resonant with a homogeneously
broadened exciton state |X〉 and that the pump beam is allowed
to vary in energy. In the Supplemental Material, the third-order
signal is found using the above model and the optical modified
Bloch equations to third order in perturbation theory [21,32].
We consider two different excitation pathways that contribute
to the third-order signal: The first represents excitation of
electron-hole pairs in the background disorder states in the first
and second order of perturbation theory that can nonradiatively
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decay into the exciton state and reduce the absorption of the
exciton state in third order (indirect exciton saturation), as
shown in Fig. 3(a). The second nonlinear term represents direct
nonlinear absorption of the excitons in which the pump and
probe beam excites an exciton population in first and second
order that directly saturates the absorption of the probe beam
in third order, as shown in Fig. 3(b) (direct exciton saturation).

In Fig. 3(c), we plot the theoretical direct and indirect
saturation components (red and blue lines) as well as the
total nonlinear signal expected from the theory presented in
the Supplemental Material [21] [green line—representing the
imaginary part of Eq. (S9)] assuming that �Dec = 10�X, where
�Dec is the rate of exciton decoherence and �X is the exciton
population decay rate [21,32]. At zero pump-probe detuning
(both pump and probe are resonant with the exciton state),
the direct term shows a resonance while the indirect term
shows a monotonically increasing signal as a function of pump
energy that follows the same dependence as the exponential
PLE signal for ωpump > ωprobe. If both the direct and indirect
saturation terms contribute equally, the signal shows a peak at
zero pump-probe detuning that is skewed by the exponential
density of states term.

The nondegenerate CPP data in Fig. 1(b) show no evidence
of resonant structures that are characteristic of the direct
exciton excitation response from Fig. 3(c). Instead, the data
indicate that the nonlinear response is mostly dominated by
the indirect saturation term that results in a monotonic increase
in signal as a function of pump energy with respect to the
fixed probe energy. Indeed, the nondegenerate CPP signal
for h̄ωprobe = 1.95 eV, nearly on resonance with an exciton
transition from the DCPP data shown in Fig. 1(b), shows a
good fit to the indirect exciton saturation response as shown
in Fig. 1(c) [first term on the right-hand side of Eq. (S9)]
in addition to the negative dT /T offset. From the fit, we
estimate the homogeneous linewidth of the exciton state to be
∼15 meV, consistent with previous reports at room temperature
[30]. Large decoherence rates of excitons at low temperature in
InGaN have been observed before [26] and attributed to effects
such as disorder-induced dephasing [35]. For this system, the
fit in Fig. 1(c) can provide similar information to spectral
hole burning [32] of the inhomogeneously broadened exciton
ensemble. The dominance of the indirect saturation term over
the direct term indicates that the rate of nonradiative population
transfer of electron-hole pairs from the disorder states into
the excitons largely exceeds both the direct optical pumping
rate into the exciton state from the pump beam and the total
decay rate of the exciton �X. It is also possible that population
transfer from exciton excited states to lower-energy exciton

states, such as by Förster [36] or Dexter [37] energy transfer,
can add to thedT /T signal. This would likely lead to additional
resonances in the nondegenerate CPP response at higher pump
energies compared to the probe that reflects the density of
exciton excited states that may be visible in measurements such
as DCPP. It is possible that the slight dip in the nondegenerate
data near 2.10 eV is due to this type of coupling, but further
validation will be needed in future studies at the single DINW
level.

To further show consistency between the data and the above
model, we fit the DCPP signal from Fig. 1(b) using the indirect
saturation response with ωpump = ωprobe, which assumes that
the indirect term is dominant over the direct term. We find
that the value for the exponential decay constant 1

ω0
from Eqs.

(S9) and (S10) in the Supplemental Material [21] extracted
from the fit (0.076 ± 0.005) shows some discrepancy from a
single exponential fit to the PLE data shown in Fig. 1(a), where
1
ω0

= 0.109 ± 0.003. This discrepancy is possibly related to an
incomplete knowledge of the exciton energy distribution in the
system, resulting in a fit in Fig. 1(b) with too few resonances.
It is also possible that the fit can be influenced by higher-
energy transitions outside of the laser tuning range. Shown
for reference in Fig. 1(b) is the nonlinear absorption from the
exciton transitions in the absence of disorder state coupling
(i.e., the direct excitation term).

In summary, the above results indicate that optical excitation
of the sample results in a steady-state lowest-order (second
order in the applied field) exciton population that is primarily
populated via nonradiative coupling from higher-energy disor-
der states. As discussed in the Supplemental Material [21], we
expect the PL brightness to scale as N�XR for high excitation
intensities, where N is proportional to the total population of
disorder states that are coupled to the exciton and �XR is the
radiative decay rate of the exciton. This shows that the emission
efficiency of InGaN DINWs at high excitation intensities might
be improved by the incorporation of disorder in the system.
This Rapid Communication provides an important glimpse
into the dynamics of optically excited electron-hole pairs in
InGaN systems. Since InGaN layers in other device structures
such as planar quantum wells are known to contain a large
density of localized disorder states [17], we believe that the
decay of optically excited electron-hole pairs from disorder
states into the excitons should be generally incorporated into
future materials modeling and engineering design of InGaN
layers.

This work was funded at the University of Michigan through
NSF:CPHOM (DMR 1120923).
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