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Local electronic structure of interstitial hydrogen in iron disulfide
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The electronic structure of interstitial hydrogen in a compound semiconductor FeS2 (naturally n type) is
inferred from a muon study. An implanted muon (Mu, a pseudohydrogen) forms electronically different defect
centers discerned by the hyperfine parameter ωhf . A body of evidence indicates that one muon is situated at the
center of an iron-cornered tetrahedron with nearly isotropic ωhf (Mup) and that the other exists as a diamagnetic
state (Mud, ωhf � 0). Their response to thermal agitation indicates that the Mud center accompanies a shallow
level (donor or acceptor) understood by the effective mass model, while the electronic structure of the Mup

center is more isolated from the host than Mud, forming a deeper donor level. These observations suggest that
interstitial hydrogen also serves as an electronically active impurity in FeS2. Based on earlier reports on the
hydrogen diffusion in FeS2, the possibility of fast diffusion for Mup leading to the formation of a complex defect
state (Mu∗

d, T � 100 K) or to a motional narrowing state (Mu∗
p, T � 150 K) is also discussed.

DOI: 10.1103/PhysRevB.98.075210

I. INTRODUCTION

Iron disulfide (FeS2), also known as the mineral pyrite
or fool’s gold, has significant scientific interest and techno-
logical applications. It was first explored as a photovoltaic
semiconductor in the mid-1980s [1] and has attracted renewed
attention in recent years [2–9] as other thin-film absorber
materials like amorphous silicon, CdTe, and Cu(In,Ga)Se2

(CIGS) have gained commercial success [10,11]. It is a
promising optoelectronic material due to its suitable indirect
band gap (Eg � 0.95 eV) and high absorption coefficient
(>105 cm−1 at Eg ± 0.1 eV), which opens up great poten-
tial for emerging renewable energy applications, including
photovoltaics, photodetectors, and photoelectrochemical cells
[4,12]. Interest in pyrite has also revived due to its low
toxicity, virtually infinite elemental abundance, and low raw
material cost [2–9,13].

Yet another interesting possibility for pyrite is its use as
a dilute magnetic semiconductor for spintronics applications.
It is now believed that high-temperature ferromagnetism in
compound semiconductors reported previously is of extrinsic
origin, resulting primarily from the precipitation of magnetic
nanoparticles [14]. Model calculations for FeS2 under the
local-density approximation indicate that t2g orbitals in Fe
are the primary component of the valence band maximum,
whereas the conduction band minimum is dominated by Fe
eg orbitals [7,12]. Incorporation of Co into pyrite at a concen-
tration greater than 1% results in percolative ferromagnetic
order carried by the eg band [15]. The narrow band gap and
high carrier concentration of pyrite may permit a stronger ex-
change interaction among local magnetic moments and hence
a higher Curie temperature. Furthermore, Fe is known for its
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stable high-spin state in most environments, suggesting that
its magnetization is sensitive to point defects like vacancies or
substituted impurities.

The main obstacle to the development of pyrite as an
optoelectronic material is its low open-circuit photovoltage
Voc, which is typically only ∼0.2 V. Traditionally, this has
been attributed to surface defect states in FeS2, its heteroge-
neous band gap, and Fermi level pinning [16,17]. However,
recent theoretical investigations suggest many different views,
including one which suggests that sulfur vacancies are not
the cause of these difficulties [17]. Meanwhile, it has been
known for decades that natural pyrite crystals often exhibit
n-type conductivity of unknown origin with activation en-
ergies less than 0.01 eV [18]. There is circumstantial evi-
dence that hydrogen is involved in this process [1]. Moreover,
electrochemical experiment suggests strikingly fast hydrogen
diffusion in pyrite (corresponding diffusion coefficient DH �
2 × 10−6 cm2/s, comparable to that in bcc metals at ambient
condition) [19,20], which is further enhanced after the satura-
tion of defects by hydrogen [20]. Considering that hydrogen
is the most ubiquitous impurity, one may be naturally led to
suspect interstitial hydrogen as the cause of these mysterious
electrical activities in FeS2.

It is well established that a positive muon (μ+) implanted
into matter can be regarded as a light proton isotope in the
sense that the local structure of a muon-electron system is
virtually equivalent with that of hydrogen, except for a small
correction (�0.4%) due to the difference in the reduced elec-
tron mass. While the light mass of a muon (�mp/9, with mp

being the proton mass) often leads to the isotope effect which
is particularly distinctive in diffusion at low temperatures
where the quantum tunneling process becomes dominant, a
muon also simulates hydrogen diffusion via classical over-
barrier jump at high temperatures (which is demonstrated by
the typical example of muon diffusion in iron [21]). Thus,
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muon in matter can be regarded as a pseudohydrogen. We
propose the designation “muogen” (Mu) as the appropriate el-
emental name because the term “muonium” exclusively refers
to the neutral bound state of μ+ and e−, analogous to atomic
hydrogen. The electronic state of Mu can be spectroscopically
identified via muon-electron hyperfine parameters using the
muon spin rotation (μSR) technique with utmost sensitivity.

Here, it is inferred from an implanted-muon study that
there are four electronically inequivalent Mu states in FeS2,
i.e., two paramagnetic centers labeled Mup and Mu∗

p and two
diamagnetic centers labeled Mud and Mu∗

d. The magnitude
of the hyperfine parameter [ωhf/2π � 411(40) MHz for Mup

and ωhf = 0 for Mud], combined with the Hartree potential
calculation, suggests that Mup occupies an Fe-tetrahedron
center corresponding to the S-S antibonding site. It is inferred
from time-dependent muon polarization that Mup exhibits
fast conversion to a diamagnetic state Mu∗

d (ωhf = 0, ex-
hibiting depolarization due to spin/charge exchange inter-
action), which suggests the possibility of diffusion-limited
trapping of Mup by defects/impurities to form complex states.
Mud is tentatively attributed to an effective-mass-like shallow
donor/acceptor state or a sulfhydryl-like SMu− complex that
serves as the donor by releasing an electron upon formation
via the following process: S2−

2 + Mu → S2− + SMu− + e−.
The small ionization energy (Ep � 10 meV for Mup and Ed �
1 meV for Mud) indicates that the electronic levels associated
with these Mu centers are situated near (or merged to) the
band edge. Meanwhile, the electronic state of Mu∗

p inferred
from a positive frequency shift under a high transverse field is
interpreted as Mup undergoing strong dynamical modulation
of ωhf , probably due to fast diffusion. These observations sug-
gest that interstitial hydrogen also serves as an electronically
active impurity in FeS2.

II. EXPERIMENT

A single-crystalline ingot of natural pyrite (unknown ori-
gin) was sliced into slabs with a plane normal to the [100]
crystal axis for μSR measurements. A small portion of
these slabs was used for powder x-ray diffraction (XRD)
measurement and for bulk property characterization in order
to investigate magnetic impurities and carrier concentration
by uniform susceptibility χ (with magnetization measured
under 1 T), resistivity, and Hall coefficient measurements. The
crystal structure of FeS2 [shown in Fig. 1(a)] belongs to space
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FIG. 1. (a) Crystal structure of FeS2, where green and brown
balls represent Fe and S atoms. (b) Powder x-ray diffraction spectrum
obtained for the present FeS2 sample, where red lines indicate
predicted peak positions [22].

group Pa3̄ (No. 205), consisting of FeS6 octahedrons with
S vertices forming dimers between them. The powder XRD
spectra in Fig. 1(b) indicate that the sample was in a single
phase with less than 1% impurities and defects.

Regarding magnetic impurities, χ is almost completely
independent of temperature, except for a slight enhancement
below ∼20 K [see Fig. 2(a)]. A curve fit by the Curie-Weiss
law for data below 50 K yields an effective moment peff =
0.0125(3)μB , which corresponds to an atomic concentration
of 1.11(3) × 1020 cm−3 for spin S = 1 paramagnetic impuri-
ties (e.g., those associated with Fe vacancies, VFe [8]). This
paramagnetic defect center may be labeled Xp.

Meanwhile, the negative sign of the Hall coefficient RH

[Fig. 2(c)] indicates that the residual carriers are dominated
by n-type impurities. The temperature dependence of RH, as
well as that of electrical resistivity ρxx [Fig. 2(b)], suggests
that there are at least two species of unidentified donor
centers with different activation energies whose origins are
hereby labeled Xi (i = 1, 2). They accompany donor levels
EXi with |EX1|/kB � 102 K and |EX2|/kB � 200 K, yield-
ing electronically active carriers of ne = 1–2 × 1017 cm−3

(�4–8 atomic ppm). The relatively small ne compared with
the concentration of Xp suggests that the paramagnetic elec-
trons associated with the Xp center are mostly localized up to
ambient temperature.

Conventional μSR experiments were performed using the
ARTEMIS spectrometer installed in the S1 area at Muon
Science Establishment (MUSE), Japan Proton Accelerator
Research Complex (J-PARC) in order to measure the time-
dependent μ-e decay asymmetry A(t ) under zero field (ZF),
longitudinal field (LF), and weak transverse field (TF). A
100% spin-polarized pulsed beam (FWHM �100 ns) of pos-
itive muons with a momentum of 27 MeV/c was used to
irradiate a single-crystalline FeS2 slab loaded on a He-flow
cryostat to monitor A(t ) over a temperature range from 3.5
to 300 K. Additional measurements were conducted using
the NuTime spectrometer on the M15 beamline at TRIUMF,
Canada, in order to measure the μSR frequency shift under a
high transverse field of 6 T.

The time evolution of muon polarization for the muoni-
umlike paramagnetic state is described by that of the spin-
triplet (F = 1) and spin-singlet (F = 0) states. The muon spin
polarization under LF (applied to the ẑ direction parallel to the
initial spin polarization) is described by

P p
z (t ; b) = 1

2(1 + b2)
[(1 + 2b2) + cos ωbt] � 1 + 2b2

2(1 + b2)
,

(1)

where b = ωμ/ωc, ωμ = γμB, ωc = ωhfγμ/(γμ − γe ), γμ (=
2π × 135.53 MHz/T) and γe (= 2π × 28024.21 MHz/T) are
the muon and electron gyromagnetic ratio, respectively, and
ωb = ωhf (1 + b2)1/2 is the muon spin precession frequency
for the F = 0 state. Because ωb usually exceeds the limit
determined by the experimental time resolution (the Nyquist
frequency for the time resolution of 100 ns at J-PARC MUSE
is 5 MHz), the second term cannot be resolved (i.e., averaged
to zero). The residual polarization (= 1/2 for B = 0) corre-
sponds to the F = 1 state. Also disregarding the unresolved
F = 0 state, the time evolution under a TF (ωμ � ωhf ) is
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FIG. 2. Temperature dependence of bulk properties for the present FeS2 specimen. (a) Uniform magnetic susceptibility under a magnetic
field of 1 T applied parallel to the [100] crystal axis, (b) electrical resistivity, (c) Hall coefficient, and (d) n-type carrier concentration evaluated
from (c).

approximately given by that for the F = 1 state, P
p
x (t ) �

1
2 cos ωpt , where ωp = (γμ − γe )B/2 � γeB/2.

Meanwhile, the response of the diamagnetic muon (Mu+ or
Mu− state) due to the external field is described by P d

z (t ) = 1
for LF and P d

x (t ) = cos ωμt for TF when the spin fluctuation
of nearby electrons is negligible. Note that ωp for the para-
magnetic state is nearly a hundred times greater than ωμ for
the diamagnetic state. We also point out that the modulation
of P d

z,x (t ) due to random local fields from nuclear magnetic
moments is negligible for FeS2 because of the small natural
abundance of isotopes with nonzero spin nuclei [57Fe (2.14%)
and 33S (0.75%)].

III. RESULTS AND DISCUSSION

A. Electronic structure and dynamics of Mu below ∼100 K

Figure 3 shows the μSR spectra at 3.5 K observed under
various conditions for the external magnetic field, which is
magnified along the vertical axis to improve the visibility of
A(t ). The increase of A(0) from 0.210(6) to 0.230(6) upon an
LF increase from 0 to 100 mT clearly indicates that a fraction
of muons forms a paramagnetic state (which is tentatively
labeled Mup). The spectrum under TF = 2 mT is perfectly
reproduced by P d

x (t ), indicating that the rest of the precession
signal is attributed to the diamagnetic state, which is labeled
Mud. All μSR spectra are then expected to be reproduced by
the recursive functions

ALF(t ) � A(0)
[
fpP

p
z (t ; u) + fde

−t/T1 + fb
]
, (2)

ATF(t ) � A(0)

[
fp

2
P p

x (t ) + (fde
−t/T1 + fb) cos ωμt

]
(3)

for LF and TF, respectively, where fp, fd, and fb (fp + fd +
fb = 1) are, respectively, the fractional yield of Mup, Mu±,
and the background (typically, fb ∼ 0.1) and 1/T1 is the
depolarization rate due to electron spin fluctuations. A curve-
fit analysis including the field dependence for the LF-μSR
spectra yields ωhf/2π = 411(40) MHz and fp = 0.163(8)
[see Fig. 3(b)]. Similar measurements with LF applied parallel
to the [110] axis yield ωhf/2π = 417(45) MHz, suggesting
that the hyperfine interaction has the least anisotropy.

Here, the first term in Eq. (3) predicts a relatively fast
spin precession of P

p
x (t ) with a frequency ωp/2π � 28 MHz
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FIG. 3. (a) Typical examples of μSR spectra observed at 3.5 K
for the FeS2 sample with [100] orientation under a longitudinal field
of 0 (ZF), 1.5, 10, and 100 mT (applied parallel to the [100] axis).
Only a portion is visible for the spectrum under a 2-mT TF. (b) LF
dependence of the initial asymmetry A(0) at 3.5 K. The solid line
indicates the result of the curve fit by Eqs. (1) and (2) in the text,
where the LF dependence of A(0) at 300 K (dashed curve) was used
as a normalization to cancel the weakly field dependent instrumental
asymmetry. The arrowed bar indicates the partial asymmetry for
Mup.
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FIG. 4. Temperature dependence of (a) the initial asymmetry and
(b) longitudinal depolarization rate under LF = 10 mT in FeS2. The
dashed curve in (b) shows the result of the least-squares fit using
the Redfield model (see text). (c) A typical example of an LF-μSR
time spectrum observed at 103 K. (d) Fast Fourier transform of
the μSR time spectra measured under TF = 6 T, where the partial
asymmetry of the main and satellite (arrow markers) precession
signals [fdATF(0) and fpATF(0)] are shown in the inset of (a).

at 2 mT. As illustrated in Fig. 3(b), this should lead to a
reduction in the initial asymmetry for the TF-μSR spectra
by the amount ALF(0) − ATF(0) = fpA(0) � 0.038, as the
term P

p
x (t ) would be reduced to zero due to the limited time

resolution. The absence of such a reduction in the actual
spectrum in Fig. 3 [as extra asymmetry fpA(0)/2 remains]
indicates the occurrence of an irreversible process from Mup

to a diamagnetic state Mu∗
d (not necessarily identical to Mud)

at a rate faster than ωp, which leads to the increase of ATF(0)
by fpA(0)/2 � 0.019. Considering the fast diffusion inferred
for hydrogen in FeS2, we tentatively attribute the microscopic
origin of the process to the diffusion-limited formation of a
complex state between Mup and defects/impurities including
the Xp center. The disappearance of Mup with increasing
temperature towards ∼100 K is then attributed to the increase
in the conversion rate to Mu∗

d due to thermally enhanced muon
diffusion.

As shown in Fig. 4(a), ALF(0) exhibits a gradual increase
with increasing temperature, reaching full asymmetry (corre-
sponding to the initial spin polarization of 100%) above T ∗ �
80 K. The concomitant change of 1/T1 with a peak around
∼100 K [Figs. 4(b) and 4(c)] is interpreted as a monotonic
spin/charge exchange interaction enhancement between Mu∗

d
and thermally promoted carriers from the Xi donors. Note
that such a depolarization immediately implies the presence
of a Mup-like intermediate state with a lifetime greater than
ω−1

hf in the spin/charge exchange process. The temperature
dependence, including the peak structure corresponding to the
“T1 minimum,” is perfectly reproduced by the Redfield model,

1/T1 � 2δ2
shfν(T )

ω2
μ + ν2(T )

+ λp(T ), (4)

combined with the fluctuation rate controlled by thermal
excitation, ν(T ) = ν0 exp(−Ea/kBT ), where δshf is the su-
perhyperfine coupling between muon and carriers via the

electron bound to the Mu∗
d complex, ν0 is the exchange rate,

Ea is the activation energy, and λp(T ) is the additional contri-
bution emerging when T > T ∗. Provided that the influence
of acceptor impurities is negligible, we can assume ν0 �
σμve(NDNC/2)1/2 and Ea � EXi/2, where σμ is the cross
section for Mu-carrier interaction, ve is the carrier velocity,
and ND and NC are the respective densities of states for the
Xi donors and the conduction band bottom. A least-squares
fit of the data using Eq. (4) with the further assumption that
λp(T ) = λ0 exp(−Ep/kBT ) yields δshf = 0.473(17) MHz,
ν0 = 5.0(1.8) × 109 s−1, Ea = 57(3) meV, λ0 = 0.0153(16)
MHz, and Ep/kB = 102(21) K. The correspondence between
Ep/kB and T ∗ suggests that Ep is related to the stability of
the Mu∗

d complex state against ionization or charge exchange
interaction, i.e., Mu∗

d ↔ Mu∗+
d + e−, where Mu∗+

d involves
the Mup-like state. The magnitude of Ea suggests that the
spin/charge exchange process for T � 100 K is dominated by
carriers promoted from the X2 donor.

B. Spin/charge dynamics of Mu above ∼150 K

In raising the temperature above ∼100 K, another dia-
magnetic state discernible only by muon Knight shift under
a high TF (B = 6 T) is observed. As shown in Fig. 4(d),
a satellite signal develops on the higher-frequency side of
the central peak [ωμ = 812.98(1) MHz]. Curve-fit analysis in
the time domain by the function A(t ) = ATF(0)[fd cos(ωμt +
φ) + fp cos(ω′

μt + φ)] (fb = 0 for these measurements) pro-
vides the fractional yield of the satellite signal fp and the
frequency shift Kμ = (ω′

μ − ωμ)/ωμ. The mean values of
the data for 200–265 K are obtained as fp = 0.283(19) and
Kμ = +279(19) ppm, where the latter is orders of magnitude
greater than that expected for the chemical shift (<10 ppm).

While the single satellite signal is apparently inconsistent
with the case for a shallow donor-like state (which usually
accompanies two satellite signals at ωμ ± ωhf/2), the temper-
ature dependence of Kμ disfavors the possibility of ascribing
the signal to local paramagnetic defects/impurities of extrinsic
origin (for which we expect Kμ ∝ 1/T ). It is also noticeable
that Kμ is not proportional to χ , as χ does not exhibit any
steplike change around 150–200 K [see Fig. 2(a)]. Thus, the
signal is presumed to be associated with the electronic state
involving a muon as a defect center (which we call Mu∗

p
henceforth). We discuss two mechanisms that may account
for the strong modulation of hyperfine parameters, namely,
(i) fast spin/charge exchange of a stationary Mup-like state
with thermally promoted carriers and (ii) fast spin flip due to
diffusion of the Mup-like state.

In case (i), according to the model of spin/charge dynamics
for Mu in heavily n doped Si, the muon spin precession
frequency ω′

μ in the limit of fast spin/charge exchange is
determined by the mean hyperfine field exerted from the 1s

orbital electron that is polarized (obeying the Curie-Weiss
law) by an external field [23]. For the isotropic hyperfine
parameter, the corresponding shift is evaluated as

Kμ = ω′
μ − ωμ

ωμ

= hγeω
∗
hf

8πγμkBT
, (5)

where ω∗
hf is the effective hyperfine parameter for Mu∗

p which
is reduced from ωhf by charge screening. Note in Eq. (5) that
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the sign of the shift implies the sign of ω∗
hf (which can be either

positive or negative, depending on the local electronic struc-
ture). Using the observed value for Kμ, ω∗

hf/2π is coarsely
estimated to be 25–33 MHz for 200–265 K with a positive
sign. While the sign is consistent with the interpretation that
the signal comes from the Mup center, the magnitude of ω∗

hf
is considerably smaller than that expected for the relevant
carrier concentration (ne ∼ 1017 cm−3) [23]. The weak T

dependence of the shift is also against this interpretation
because Eq. (5) predicts Kμ ∝ 1/T .

Concerning case (ii), we note that the jumping frequency ν

for hydrogen suggested from the reported diffusion coefficient
is extremely high: ν � zDH/d2 � 1.7 × 1011 s−1 at ambient
temperature, where we assumed z = 6 and d = a/2 for a
presumed interstitial site (see below) with a (= 0.5428 nm)
being the lattice constant for the cubic unit cell of FeS2. The
influence of fast diffusion is similar to case (i) as long as
it induces spin relaxation of the orbital electron due to the
modulation of the hyperfine interaction associated with jump
from one site to another. Assuming that Mu∗

p also undergoes
diffusion comparable to hydrogen, the ratio γ ≡ 4ν/ωhf is
about 102 in order of magnitude. According to the theories of
spin dynamics [24–26], such a fast spin flip leads to a strong
reduction of the effective hyperfine parameter by a factor of
∼γ −1 (i.e., the motional narrowing), which is qualitatively in
line with the present result.

A plausible scenario emerging from these discussions is
that Mu∗

p is identical to the Mup center undergoing fast
diffusion, where the diffusion leads to the Mu∗

d complex
formation with defects/impurities below ∼100 K and to strong
modulation of electronic structure at high temperatures. The
temperature dependence of the yield [see Fig. 4(a), inset] sug-
gests that Mu∗

p may partially originate from muons released
from the Mu∗

d complex state by thermal agitation (detrapping
from the defect/impurity center).

C. Electronic structure of Mu/H

Now, let us discuss the possible local structure of these
Mu-related centers. As shown in Fig. 5(a), it is suggested
from our preliminary calculation [using the Vienna Ab initio
Simulation Package (VASP)] [27] that the Hartree potential
for the interstitial Mu+ exhibits minima around the center
of an Fe-cornered tetrahedron with lobes extending along
trigonal directions perpendicular to the S-S bond axis. This
naturally leads to the speculation that the position near the
Fe-tetrahedron center may correspond to the S-S antibonding
(AB) site. According to our empirical rule that the muon
(hydrogen) at such high-symmetry sites tends to form isolated
defect centers with an isotropic hyperfine parameter, Mup

may be attributed to the AB site muon. However, it must
be noted that the electronic structure is not understood by
the simple effective mass model because it predicts orders
of magnitude smaller ωhf . Adopting known values for the
effective mass (m∗/me � 0.45 [28]) and dielectric constant
(ε′ � 10.9 [29]), we have ωhf � ωvac[m∗/(meε

′)]3 � 2π ×
0.314 MHz, where ωvac/2π = 4463 MHz is the hyperfine
parameter for muonium in vacuum and m∗/(meε

′) is the Bohr
radius scaling factor. In this regard, the extremely low carrier
promotion energy associated with the Mud center suggests

E
|Ed|<1 meV

Mud
+

X2

Mup

|Ep|~10 meV |EX2|~0.1 eV

c.b.

v.b.

(a) (b)

EF (3.5 K)

Fe

S

SMu

Mup

Mud

X1

|EX1|~101 meV

Mud )(or

FIG. 5. (a) Atomic configuration of FeS2 and possible candidate
sites for two Mu states, where isosurfaces of the Hartree potential
(0.3 eV above the −11.387 eV potential minimum) are displayed by
blue hatched areas. (b) Schematic energy diagram of the electronic
states associated with two interstitial Mu centers, Mup and Mud, and
the electronic levels of Xi donors in naturally occurring n-type FeS2.
The Fermi level at 3.5 K corresponds to the lowest temperature for
the present experiment to explain the charge states of these atomic
defect centers.

that Mud accompanies the shallow donor state described by
the effective mass model.

Meanwhile, it is tempting to speculate on another pos-
sibility for the Mud center which is similar to the case
in rutile TiO2, where the formation of a OMu− complex
state is suggested at low temperatures [30,31]. The OMu−

complex accompanies a loosely bound electron in the Ti
t2g orbital (which is stable only below ∼10 K), comprising
the “large-polaron” state with an extremely shallow donor
level (�1 meV). Its local electronic structure suggests that
Mu (and hence H) is prone to the OMu bound state via the
lone-pair electrons of the O2− ligand that coordinates Ti by
sp2 hybridized orbitals, thereby promoting the reaction O2−
+ Mu → OMu− + e− (Ti3+). Considering the similarity of
the local electronic structures between FeS2 and TiO2, the
formation of a sulfhydryl-like SMu− complex is reasonably
expected. The absence of the large-polaron state even at 3.5
K then suggests the relatively large bandwidth of the 3d eg

orbitals that comprise the bottom of the conduction band.
It is further speculated that the trigonal lobes found for

the Hartree potential minima may correspond to sites for
the SMu− complex. This also leads to an estimated relative
density of states of about 3 vs 1 for Mud vs Mup, which is
in semiquantitative agreement with the experimental observa-
tions of their relative yields, fd vs fp. In this sense, it would
not be necessary to presume a correlation between the Mu∗

d
complex and Mu∗

p (= Mup under fast diffusion) because the
yield is interpreted as a result of annealing to the ground state
at ambient temperature.

Finally, the energetics of the Mu-related centers is summa-
rized in Fig. 5(b). One can infer from the spin/charge dynam-
ics that the electronic level associated with Mup is situated
at Ep � kBT ∗ ∼ 10 meV below the conduction band, which
seems shallow enough to be an electrically active impurity at
ambient temperature. [It is tempting to attribute the X1 donor
to hydrogen (the Hp center) upon observing the coincidence
between Ep and EX1.] The Mud center directly serves as a
donor by forming either an effective-mass-like shallow level
or a putative SMu− complex, while the bonding levels associ-
ated with the latter are situated deep in the valence band. The
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possibility of associating Mud with a shallow acceptor center
(Mu−

d at 3.5 K) also remains, although the local electronic
structure is unclear. It would also be worth noting that the
Mu∗

d complex state might correspond to the muon trapped in
an iron vacancy, Mu+

Fe, considering the possibility of ascribing
the Xp center to VFe. The complex state may also serve as
an acceptor via the process Mup + V2+

Fe → Mu+
Fe + h+, which

suggests the possibility that hydrogen compensation of VFe

is the origin of p-type doping in FeS2. Detailed theoretical
analysis of hydrogen-related defects based on an ab initio–
type calculation is needed for further understanding of the role
of hydrogen in FeS2.
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