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Modeling of the electrical conductivity, thermal conductivity, and specific heat capacity of VO2
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Based on Bruggeman’s symmetric effective-medium formula and an explicit expression derived for the
temperature evolution of the volume fractions of the metallic and isolating domains appearing during the heating
and cooling of VO2, respectively, we develop a model to describe the hysteresis of its electrical and thermal
conductivities as well as of its specific heat capacity. The model takes into account the average value and standard
deviation of the transition temperatures of the individual domains, as well as their activation energies, which
represent the driving force for the existence of the VO2 hysteresis. It is shown that the model’s predictions driven
by these three parameters related to the microstructure of VO2 are in good agreement with robust experimental
data. Furthermore, as these parameters are intrinsically correlated to the doping, defect, strain, and interface
effects of VO2, the proposed model enables the seamless integration of these effects, and therefore, its predictions
are also expected to be useful for describing the thermal and electrical properties of composites based on VO2.
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I. INTRODUCTION

Vanadium dioxide (VO2) is one of the most striking binary
oxides and has attracted great interest for several decades [1–3]
due to its hysteretic metal-insulator transition (MIT) around a
critical temperature (∼342 K) near room temperature. This
thermally induced MIT is driven by the transformation of
the VO2 crystal structure from a monoclinic unit cell in the
low-temperature (T < 340 K) insulating phase to a tetrago-
nal rutile one in the high-temperature (T > 345 K) metallic
phase. As a result of this remarkable change of its struc-
ture and energy carriers, the electrical, optical, thermal, and
magnetic properties of VO2 exhibit sizable changes [1,4–7],
which can be used for a wide variety of applications [2,8–10]
involving the manipulation of electrical and heat currents
to process information and efficiently manage the energy
resources of nature. In particular, this is the case for the
thermal diode, whose ability to rectify radiative current was
recently demonstrated theoretically [11] and experimentally
[12–14].

Experiments show that the physical properties of VO2 are
characterized by hysteresis, such that their values are different
during the heating and cooling processes at a given temperature
within the MIT [15–17]. Yang et al. [7] showed that the
width of the hysteresis loop of the VO2 electrical resistivity,
sharpness of the transition, and transition temperature depend
strongly on the epitaxial growth of VO2 films on sapphire.
This indicates that the substrate represents an effective way
to tailor the overall properties of VO2 films. On the other
hand, thermal conductivity variations of VO2 films were also
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measured by ultrafast pump-probe techniques [18,19]. The
comprehension and physical description of the VO2 MIT are
very challenging because of the disordered coexistence of
metallic and insulating phases involving multiple interactions
among the electronic (charge, orbital, and spin) and lattice
(phonon) degrees of freedom [20–22]. This is the reason
why physical models to describe the hysteretic MIT of VO2

are scarce and essentially empirical [5,23–26]. Based on the
Preisach’s theory [27], de Almeida et al. [23] proposed a model
for the hysteresis of the VO2 electrical resistance R in terms
of six fitting parameters. More recently, Ramirez et al. [5]
used the mean-field theory to derive another model for R by
considering that the driving force in charge of opening the
VO2 hysteresis is the interaction between nearest-neighbor
domains of the metallic and insulating phases. The predictions
of these two multiparameter models [5,23] agree with some
experimental data, but their application is restricted to the
electrical resistance of VO2. Other VO2 physical properties
are still missing a suitable theoretical description based on
physically sound parameters related to the VO2 microstructure
[28], which is paramount to properly interpret VO2 experimen-
tal data, tailor the physical properties of VO2, and assess its
practical applications.

In this work, we model the electrical and thermal conduc-
tivities of VO2 as well as its specific heat capacity during
its MIT. This is done by combining Bruggeman’s symmetric
effective-medium model with an explicit expression for the
temperature evolution of the volume fraction of the metallic
(insulating) domains that appears during the heating (cooling)
of VO2. The predictions of the proposed model depend on
three parameters driven by the VO2 microstructure and are in
good agreement with various experimental data reported in the
literature.
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FIG. 1. Scheme of the metallic (insulating) domains that show up
during the heating (cooling) of VO2.

II. THEORETICAL MODELING

According to near-field images [15–17], as the temperature
of VO2 increases, its insulator-to-metal (heating) phase transi-
tion is driven by the nucleation, proliferation, and percolation
of metallic domains inside the insulating host. On the other
hand, during the metal-to-insulator (cooling) phase transition,
the insulating domains nucleate in the metallic matrix, then
proliferate, and finally percolate as the temperature decreases.
As a result of the coexistence of both the metallic and insulating
phases within the MIT, VO2 can be considered a composite
material made up of domains (particles) embedded in a matrix,
as depicted in Fig. 1. The effective property χ (electrical
conductivity or thermal conductivity) of VO2 during its heating
and cooling can then be modeled by Bruggeman’s symmetric
model, which considers the domains and matrix to be two
symmetrical components of the composite, and therefore, it can
be used for all volume fractions of domains. Another relevant
feature of this model is its prediction of the percolation of χ for
a certain volume fraction of particles [29,30], which is the case
of the VO2 properties at its transition temperature. Based on
this fact, Bruggeman’s symmetric model was previously used
to model the VO2 permittivity [31–33], and here we apply
it for describing both the electrical conductivity (χ = σ ) and
thermal conductivity (χ = k) as follows:

fm

χm − χ

χm + (q−1 − 1)χ
+ fi

χi − χ

χi + (q−1 − 1)χ
= 0, (1)

where χm and χi are the corresponding VO2 properties in its
pure metallic and insulating phases, respectively, fm and fi =
1 − fm are the volume fractions of the metallic and insulating
domains during the MIT, and q is the domains’ depolarization
factor along the direction in which the property χ is considered.
This factor q is determined by the domains’ shape, which
drives the values of χ , as established by Eq. (1). For instance,
for flat domains (q = 1), Eq. (1) yields the following cross
plane χ of a VO2 film: 1/χ = fm/χm + fi/χi , which is the
well-known formula for domains with a spatial distribution
in series. By contrast, for long cylindrical domains (q = 0),
Eq. (1) reduces to the formula χ = fmχm + fiχi for domains
in parallel. In practice, however, according to the near-field
images taken by Qazilbash et al. [15,16] in VO2 thin films, the
factor q takes values mainly within the interval 0.2−0.4, which
indicates that the domains evolve with temperature, keeping a
nearly spherical shape (q = 1/3). This is reasonable for thin
films much thicker than the domains’ size, which is typically
a few nanometers. In this condition, the birth and growth of
the domains are not strongly affected by the film thickness, we

can model χ with the average value q = 1/3, and the physical
solution (χ > 0) of Eq. (1) can be written as follows:

χ = α +
√

α2 + 8χmχi

4
, (2)

where α = (3fm − 1)χm + (3fi − 1)χi . Equation (2) deter-
mines thus the effective property χ within the MIT, provided
that its values in the insulating (χi) and metallic (χm) phases
are known along with the temperature evolution of their
volume fractions. Considering that the nth metallic domain
appearing during the heating process of VO2 at temperature
T has a critical (minimum) temperature T (n)

c of appearance,
the volume fraction fm(T ) of all metallic domains can then be
calculated by

fm(T ) =
∫ ∞

0
pup

(
T , T (n)

c

)
D

(
T , T (n)

c

)
dT (n)

c , (3)

where pup(T , T (n)
c ) is the existence probability of the metallic

domains and D(T , T (n)
c ) is the distribution of their criti-

cal temperatures T (n)
c , which we assume to be a Gaussian

one (D(T , T (n)
c ) = exp[−(T (n)

c − Tc )2/(2�T 2)]/(
√

2π�T ))
centered at the VO2 transition temperature Tc with a width
(standard deviation) �T , as was considered previously [5].
This distribution describes well the size dispersion of the
VO2 domains along with their dynamical nature within the
MIT [28,34], and its predictions agree well with experimental
data, as shown below. Given that the metallic domains exist
only for T � T (n)

c , their probability of existence is deter-
mined by the Boltzmann distribution as follows: pup = H (T −
T (n)

c ) exp(−�E(n)/kBT ), where H (·) is the Heaviside step
function, kB is the Boltzmann constant, and �E(n) is the energy
barrier that the metallic domains need to overcome to appear
inside the insulating matrix. If kBU is the energy required to
make the first metallic domains appear, the average value of
this energy barrier is then 〈�E(n)〉 = (1 − fm)kBU , which
explicitly shows that the energy required by the insulating
phase to transform into the metallic one decreases as the
metallic volume fraction increases. The combination of this
energy activation with Eq. (3) yields

fm(T ) exp{[1 − fm(T )]U/T } = 1

2
erfc

(
Tc − T√

2�T

)
, (4)

where erfc(·) is the complementary error function. In the
limit of low (high) temperature T � Tc (T � Tc), Eq. (4)
reduces to fm = 0 (fm = 1), regardless of the energy barrier
U (in K), as expected. On the other hand, if the energy
barrier is very high (U � T ), for all temperatures of interest,
the metallic domains do not appear, and Eq. (4) predicts
that fm = 0. By contrast, for a low energy barrier (U �
T ), Eq. (4) becomes fm(T ) = erfc[(Tc − T )/(

√
2�T )]/2 ≈

1 − 1/{1 + exp[5(T − Tc )/(2
√

2�T )]}, which was empiri-
cally proposed and used in previous works [23,24,35–39].
Furthermore, note that for T = Tc, Eq. (4) reduces to U/Tc =
− ln[2fm(Tc )]/[1 − fm(Tc )], which shows the direct relation
between U and Tc and enables us to determine U , provided
that fm(Tc ) and Tc are known. Note that fm(Tc ) = 1/2 occurs
only when the energy barrier is much smaller than the critical
temperature (U � Tc). This transition temperature Tc for the
property χ can be defined by ∂χ/∂T |T =Tc

= 0. Taking into
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FIG. 2. Temperature evolution of the volume fractions of the
metallic and isolating domains during the heating and cooling pro-
cesses of VO2, respectively. Calculations have been done for three
energy barriers U and a typical �T = 0.02U .

account that the right-hand side of Eq. (4) is positive and
smaller than unity, the analytical solution of Eq. (4) can be
expressed in terms of the main branch W0 of the Lambert W

function as follows:

fm(T ) = − T

U
W0

[
− U

2T
exp

(
−U

T

)
erfc

(
Tc − T√

2�T

)]
. (5)

Given that W0 is a built-in function of many calculation soft-
wares (Wolfram Mathematica, MATLAB, PYTHON, etc.), Eq. (5)
directly provides the temperature evolution of the volume
fraction of the metallic domains, which is required to determine
the effective property χ (T ) through Eq. (2). The parameters
(U, Tc,�T ) can be calculated by fitting either Eq. (2) or Eq. (5)
to proper experimental data measured during the heating
process of VO2. For the cooling process, on the other hand,
the volume fraction fi (T ) of the insulating domains appearing
within the metallic matrix can be determined following the
same procedure as the one used to derive Eq. (5). The final
result is

fi (T ) = T

U
W0

[
U

2T
exp

(
−U

T

)
erfc

(
T − Tc√

2�T

)]
, (6)

where U is now the energy barrier that the isolating domains
have to overcome to show up within the metallic matrix, and
therefore, its value is expected to be different than that in
Eq. (5). U thus represents the driving force responsible for
the hysteresis of VO2, which, along with the other fitting
parameters Tc and �T , determines fi (T ) for the cooling
process of VO2. Figure 2 shows the predictions of Eqs. (5) and
(6) for the temperature evolution of the volume fractions of the
metallic and isolating domains during the heating and cooling
of VO2, respectively. Note that both volume fractions take the
value 1/2 at a temperature T that increases with the energy
barrier U through values slightly greater than Tc (T � Tc).
The volume fractions take the value fm(Tc ) = fi (Tc ) = 1/2
only in the absence of energy barrier (U = 0), which is not
consistent with experimental data, as was previously shown

[5]. Equations (5) and (6) are thus expected to provide a
physical description of the VO2 hysteresis in terms of the three
parameters (U, Tc,�T ), whose corresponding values for the
heating and cooling processes are different. The combination
of Eq. (2) with Eqs. (5) and (6) hence allows us to determine
the temperature evolution of the measurable property χ (T ) for
the insulator-to-metal and metal-to-insulator phase transitions.
Even though the proposed model provides the volume fractions
of both the metallic and insulating phases, it cannot be used
to determine the contributions of each of these phases to χ (T )
because Bruggeman’s model in Eq. (1) is an effective-medium
approximation that considers VO2 a homogeneous medium
with an effective property χ (T ). The separation of these contri-
butions could be possible by other theories taking into account
the inhomogeneous nature of VO2 at the domains’ level.

The volume fractions fn of the metallic (n = m) and insu-
lating (n = i) domains in Eqs. (5) and (6) can also be used to
describe the temperature evolution of the specific heat capacity
cp,l (T ) of VO2 at constant pressure during its heating (l = up)
and cooling (l = down) processes, respectively. Taking into
account that inside the MIT cp,l (T ) changes sharply [1,36],
while outside the MIT its values are determined mainly by the
lattice contribution [4], the specific heat capacity of VO2 at
temperature T can be written as follows:

cp,l (T ) = cD (T ) + T
α2

l

ρβl

+ Ll

dfn

dT
, (7)

where n = m (n = i) for l = up (l = down), cD (T ) is the
specific heat capacity predicted by the Debye model, ρ is
the density of VO2, and Ll , αl , and βl are its latent heat,
coefficient of thermal expansion, and isothermal compressibil-
ity for its dielectric-to-metal (l = up) and metal-to-insulator
(l = down) transitions, respectively. For the heating process
of VO2 samples with high purity, the latent heat is Lup ≈ 1020
cal mol−1 [4], which is expected to result from the combined
contributions of the phonons and electrons coexisting within
the MIT. The second term on the right-hand side of Eq. (7)
has been added to properly compare the specific heat capacity
at constant volume cD (T ) with the specific heat capacity
at constant pressure cp,l (T ), which is usually measured for
solid-state materials. Taking into account that the experimental
values of this second term are comparable to or smaller than
0.55 cal mol−1 K−1 [40], which is much smaller than the values
(∼14 cal mol−1 K−1) of cD (T ) for temperatures within the
MIT [4], its contribution is going to be neglected in this work.

III. RESULTS AND DISCUSSION

We now apply the proposed model in Eq. (2) to describe
the temperature dependence of the electrical conductivity σ ,
electrical resistance R, thermal conductivity k, and specific
heat capacity c of VO2. This is done by fitting our theoretical
model to the experimental data reported in the literature for
either σ , R, k, or c and treating the three parameters (U , Tc,
�T ) as fitting parameters. The values of these parameters thus
determined are therefore supported by experimental data and
are summarized in Table I.

The temperature evolution of the dc electrical conductivity
σ of VO2 is shown in Fig. 3 for the heating and cooling pro-
cesses inside the MIT. The points represent the experimental
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TABLE I. Fitting parameters involved in Eqs. (5) and (6).

Cooling (Heating)

U (K) Tc (K) �T (K)

dc electrical conductivity 13.5 (323.7) 318.2 (326.2) 5.1 (5.5)
Electrical resistance 10.1 (233.2) 334.7 (342.5) 0.8 (1.0)
Thermal conductivity 10.1 (233.2) 334.5 (342.5) 0.8 (1.0)

data reported by Samanta et al. [34], while the solid lines
stand for the theoretical predictions of Eq. (2) with σm =
84175.1 S m−1, σi = 4.86 × 106 exp(−3136.1/T ) S m−1 [34],
and the fitting parameters summarized in Table I for the
dc electrical resistance. Note that the energy U = 323.7 K
(0.03 eV) required by the metallic domains to appear inside
the insulating matrix is much greater than the one needed
by the insulating domains to show up within the metallic
matrix. This fact indicates that the binding energy of the atoms
in the monoclinic insulating phase of VO2 is higher than that
of the atoms in its tetragonal metallic phase, as was reported
in the literature [41,42]. Furthermore, this energy barrier for
the heating process is consistent with literature values [5] and
one order of magnitude smaller than the energy (0.6–0.7 eV)
required to complete the whole insulator-to-metal transition
[4]. On the other hand, Table I also shows that the transition
temperature for the heating process is 8 K higher than that
during the cooling one, which determines the hysteresis of
σ in Fig. 3. More importantly, the theoretical predictions of
Eq. (2) are in good agreement with the experimental data for
both the heating and cooling processes, which indicates that
our model can be applied to describe the full transition of the
dc electrical conductivity of VO2.

Figure 4 shows the comparison between the experimental
[16] and theoretical values of the VO2 electrical resistance

σ 

FIG. 3. Temperature evolution of the dc electrical conductivity σ

of VO2 within its MIT. The solid lines were obtained by fitting Eq. (2)
(σ = χ ) to the experimental data reported by Samanta et al. [34]. The
inset shows the hysteresis of the metallic volume fraction that drives
the values of σ .

 Ω

FIG. 4. Electrical resistance R of VO2 as a function of its temper-
ature. The solid lines were obtained by fitting Eq. (2) [R = l/(Aχ )]
to the experimental data measured by Qazilbash et al. [16] for a VO2

thin film of length l and cross section A. The inset shows the hysteresis
of the metallic volume fraction that leads the behavior of R for the
heating and cooling processes.

(R ∝ σ−1) as a function of the temperature during the heating
and cooling processes. The solid lines represent the predictions
of Eq. (2) with Rm = 16.33 �, Ri = 7.33 exp(3197.61/T ) �

[23,34], and the fitting parameters reported in Table I for the
electrical resistance. Note that the values of these parameters
are different from the corresponding ones found for the
dc electrical conductivity shown in Fig. 3. This difference
can be explained by the different techniques and substrates
used by Samanta et al. [34] and Qazilbash et al. [16] for
depositing the VO2 samples and measuring the values of σ and
R, respectively. Despite these dissimilarities, the difference
between the critical temperatures for the heating and cooling
processes (hysteresis width) is practically the same (8 K) for
both σ and R, as shown in Table I and the insets of Figs. 3 and
4. The quite good agreement between the experimental and
theoretical results shows the suitable predictive performance
of our model to describe the temperature evolution of the VO2

electrical resistance within the MIT. This fact also holds for the
VO2 thermal conductivity k, as shown in Figs. 5(a) and 5(b),
for the heating process. The points stand for the experimental
data reported by Oh et al. [18] and Qazilbash et al. [16,17]
for k and fm, respectively, while the lines represent their
corresponding theoretical values predicted by Eqs. (2) and (5),
with the three fitting parameters (U , Tc, �T ) summarized in
Table I. For the cooling process, the transition temperature
Tc has been shifted 8 K downwards to take into account the
experimentally observed thermal hysteresis of VO2 [16]. Note
that the temperature dependence of fm thus obtained along
with Eq. (2) describes quite well the experimental values of k,
which shows the consistence between the data reported by Oh
et al. [18] and Qazilbash et al. [16,17] and illustrates the good
predictive performance of the proposed model to describe the
thermal conductivity of VO2. We did not consider the effect
of the interface thermal resistance between the metallic and
insulating domains because of the sharp phase transition (large
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FIG. 5. Temperature evolution of (a) k and (b) fm during the
heating and cooling processes of VO2. The points stand for the
experimental data reported by Oh et al. [18] and Qazilbash et al.
[16,17] for k and fm, respectively, while the lines represent their
corresponding theoretical values predicted by Eqs. (2) and (5), with
km = 6 W m−1 K−1, ki = 3.6 W m−1 K−1, and the fitting parameters
summarized in Table I for k. The lines for the cooling process have
been determined by shifting the transition temperature 8 K downwards
from the heating one to take into account the experimentally observed
thermal hysteresis [16].

1/�T ) of the VO2 thermal conductivity, as shown in Fig. 5(a).
This indicates that the average temperature difference �T of
these domains is relatively small in comparison with their
average temperature around Tc, as confirmed by the values
of these parameters in Table I. This is the reason why the
temperature jumps (thermal resistance effect) at the interfaces
of the domains can be neglected, as done in Eq. (2) with χ = k.

It is worth pointing out that to test our theoretical model,
we have chosen the thermal conductivity data reported by
Oh et al. [18] for polycrystalline VO2 thin films because we
know the average depolarization factor (q ≈ 1/3) [16,17] of
the VO2 domains for this geometry and their data are consistent
with the corresponding ones measured by Kizuka et al. [43].
According to Eq. (1), the predictions of the proposed model
depend on this factor, whose values for other geometries are
unknown to the best of our knowledge. Taking into account
that the VO2 geometry and crystallinity affect the appear-

−
−

−
−

−

FIG. 6. Specific heat capacity cp of VO2 as a function of temper-
ature during its heating process. The blue, red, and green points stand
for the experimental data measured by Berglund and Guggenheim
[4], Kawakubo and Nakagawa [1], and Cook [52], respectively, while
the black solid line represents the prediction of Eq. (7).

ance and growth of the metallic (insulating) domains inside
the insulating (metallic) matrix during the heating (cooling)
process of VO2 across its MIT, VO2 samples with different
geometries are expected to exhibit distinct physical properties.
For instance, based on the vapor-transport method, Lee et al. [2]
grew single-crystalline VO2 nanobeams with a nearly constant
diameter and thermal conductivity practically independent of
temperature across their phase transition. These experimental
data for k contrast with the ones reported by Zhu et al. [44]
for single-crystalline VO2 nanobeam growth with the same
technique but with a variable diameter tapered in shape. The
latter authors found that the VO2 thermal conductance (and
hence the thermal conductivity) does vary with temperature;
however, this variation is different from the one reported by Oh
et al. [18] for polycrystalline VO2 thin films. This fact confirms
that the geometry and crystallinity of the VO2 samples affect
their thermal conductivity. The proposed model takes into
account the geometry effect through the depolarization factor q

and the crystallinity one through the VO2 transition sharpness
1/�T , which increases with the degree of crystallinity [45].

The VO2 specific heat capacity cp at constant pressure is
shown in Fig. 6 as a function of the temperature and for the
heating process. By fitting the Debye model (violet dashed line)
to the experimental data reported by Berglund and Guggen-
heim [4] for low temperatures (T < 300 K), we have found
a Debye temperature � = 750 K, which is about twice the
critical temperature (Tc = 342.5 K) reported in the literature
[4,42]. The scarce data (green points) for temperatures just
above Tc prevent the determination of the Debye temperature
in the metallic phase; however, the relatively small derivation
of the violet dashed line from the green points indicates that
its value should be similar to � = 750 K. Within the MIT, the
predictions of Eq. (7) with the metallic volume fraction fm(T )
reported by Qazilbash et al. [16] (Fig. 5) are in fairly good
agreement with the experimental data reported by Kawakubo
and Nakagawa [1]. This striking consistence between the data
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reported by two research groups 45 years apart for different
properties of VO2 provides an indication of the high quality of
their VO2 samples. Based on the predictions of the present and
Debye models shown in Fig. 6, the latent heat (area inside
the peak) of the transition is Lup = 1006 cal mol−1, which
is consistent with previous values reported in the literature
[1,4]. Most importantly, the agreement between theory and
experiment shows that Eq. (7) can be used to describe the
specific heat capacity of VO2 for temperatures inside and
outside the MIT.

The fact that the temperature dependences of the vol-
ume fractions of the metallic [fm(T )] and insulating [fi (T )]
domains of VO2, combined with Bruggeman’s model, can
describe both smooth (Figs. 3, 4, and 5) and sharp (Fig. 6)
temperature variations indicates the suitability of the proposed
model to describe, in a unified way, both the electrical and
thermal properties of VO2. Therefore, given that both fm(T )
and fi (T ) have rigorously been derived based on concepts of
statistical mechanics, as detailed in Sec. II, and are analytically
expressed in Eqs. (5) and (6), respectively, they represent the
main contribution to the proposed model. Furthermore, taking
into account that the energy barrier U and/or the transition tem-
perature Tc are directly correlated to the doping, defect, strain,
and interface effects of VO2 [45], the simple but efficient model
in Eqs. (2) and (5)–(7) enables the seamless integration of these
effects, and therefore, it could also be applied for describing the
complex behavior of the electrical and thermal conductivities
as well as the heat capacity of composites based on VO2.

Taking into account that both the critical temperature Tc

and transition sharpness (1/�T ) can directly be deduced from
the experimental data [46], while the energy barrier U can be
determined only by fitting, the values of U can be estimated
by applying the proposed model. These three parameters drive
the VO2 MIT and can be regulated by means of the following
effects:

Doping effect. One efficient method to lower U and Tc

is by doping VO2 with W, as was experimentally found for
V1−xWxO2 films [47]. As the tungsten doping content x

increases, these parameters linearly decrease as a result of the
increasing disordered distribution of atoms and the detwisting
of the V-V bonds [48].

Defects effect. The transition width �T ∝ Dd is propor-
tional to the defect density Dd (defect content per unit volume),
including point defects, clusters, impurities, dislocations, and

grain boundaries [45,49]. The impact of these latter planar
defects is expected to strengthen for smaller nanograins, given
that the surface area/volume ratio of grains increases as their
sizes decrease. Therefore, sharper transitions (smaller �T ) can
be obtained with larger grains, as was experimentally observed
by Narayan and Bhosle [45].

Strain/stress effect. The stresses and strains in VO2 thin
films, particularly epitaxial ones, shift the transition tempera-
ture Tc and transition width �T to lower values [4]. This effect
can be generated by a suitable choice of the substrate and thin
film processing parameters, as reported in the literature [50,51].

Based on these three effects, it is clear that the proposed
model, whose predictions are driven by the three parameters
(U , Tc, �T ), can be used to predict not only the doping (energy
barrier) required but also the microstructure needed to tailor the
VO2 properties for a particular application. Thus, this model
establishes a fundamental correlation between the structure of
VO2 and its physical properties, which is essential to develop
predictive capabilities.

IV. CONCLUSIONS

We have developed a model to describe the tempera-
ture evolution and hysteresis of the electrical and thermal
conductivities as well as the specific heat capacity of VO2

within its metal-insulator transition. This has been achieved
by deriving an explicit expression for the volume fractions of
the metallic and insulating domains in terms of their average
transition temperature, the associated standard deviation, and
their energy barriers inside the insulating and metallic matrices,
respectively. By determining the values of these three physical
parameters related to the microstructure of VO2, we have
shown that the physically sound predictions of the proposed
model are in good agreement with convincing experimental
data. This analytical model enables us to take into account the
doping, defect, strain, and interface effects of VO2, and there-
fore, its predictions are expected to be useful for describing the
electrical and thermal properties of VO2.
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