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The superconductor-insulator transition (SIT), one of the most fascinating quantum phase transitions, is closely
related to the competition between superconductivity and carrier localization in disordered thin films. Here,
superconducting TiOx films with different oxygen contents were grown on Al2O3 substrates by a pulsed laser
deposition technique. The increasing oxygen content leads to an increase of disorder, a reduction of carrier density,
an enhancement of carrier localization, and therefore a decrease of superconducting transition temperature. A
fascinating SIT emerges in cubic TiOx films with increasing oxygen content and its critical sheet resistance is
close to the quantum resistance h/(2e)2 ∼ 6.45 k�. The scaling analyses of magnetic field–tuned SITs show that
the critical exponent products zν increase from 1.02 to 1.31 with increasing disorder. Based on the results, the
SIT can be described by the “dirty boson” model, and a schematic phase diagram for TiOx films was constructed.
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I. INTRODUCTION

Superconductor-insulator transition (SIT), as one fascinat-
ing example of quantum phase transitions [1], has remained
an active topic in recent years. The SIT could be controlled by
various nonthermal tuning parameters [2], including disorder
[3–6], thickness [7–9], magnetic field [4,7,10,11], chemical
composition [12,13], carrier density [4,14], and gate voltage
[15,16] in two-dimensional (2D) superconductors. Taking
disorder as an example, for the disorder strength below a
critical transition value, the film is in a superconducting
state characterized by the superconducting electron-pair wave
function with a nonzero amplitude and a time-independent
coherent phase. With the disorder close to the critical value,
the system enters the critical regime where excitations (such
as electrons and vortices) are strongly correlated. In the high
disorder regime exceeding the critical value, the system is
insulating. Theoretically, SIT can be achieved by either the
phase or amplitude fluctuations [2,17], due to two different
mechanisms. One is the bosonic model [18], where the SIT
appears in the presence of the phase fluctuations. In this frame-
work, the superconducting phase corresponds to a condensate
of Cooper pairs with localized vortices, while an insulating
phase corresponds to a condensate of vortices with localized
Cooper pairs. The other one is a fermionic description [19]
where, in the insulating phase, the Cooper pairs are broken into
individually localized electrons corresponding to the amplitude
fluctuations. Despite the efforts for investigating the SIT over
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the last few decades, there are still many open issues, for
example, the appearance of a metallic intermediate phase
between the superconducting and insulating phases [7,10],
different critical exponents signifying different universality
classes [7,10,11,20], and various values of critical transition
points found in different materials [4,8,9,21]. To clarify these
issues and explore more interesting phenomena, researchers
are still looking for new SIT systems with widely tunable pa-
rameters, as recently reported in the LaAlO3/SrTiO3 interface
[22] and NbSe2 monolayer [23].

Recently, epitaxial titanium monoxide TiOx films were dis-
covered to display enhanced superconductivity (Tc ∼ 7.4 K)
[24,25], compared with its polycrystalline bulk form (Tc ∼
5.5 K) [26]. One of the most interesting properties of TiOx

is that its oxygen content can be tuned in a significantly
wide range 0.7 < x < 1.3 without changing its cubic structure
[27], and the superconducting state with the maximum Tc was
observed at x ∼ 1.05 in bulk TiOx [28]. As demonstrated by a
thermodynamic model, the minimum strength of the structural
disorder also occurs at x ∼ 1.05 [29]. Namely, the stronger
the disorder is, the lower the Tc would be. Considering that
the increasing disorder may induce an SIT, TiOx with widely
tunable oxygen contents and disorder strengths, in which SIT
has not been observed yet, may provide an ideal platform to
study the nature of SIT.

In this paper, we found that, with increasing oxygen content
in TiOx (1.08 � x � 1.28) films, the disorder and carrier
localization enhance, while the carrier density decreases, and
thus the superconducting transition temperature decreases.
Importantly, TiOx films display both oxygen content– and
magnetic field–tuned SIT, which can be described by the dirty
bosonic model. A schematic phase diagram for disordered
TiOx films was constructed accordingly.
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II. EXPERIMENT

TiOx epitaxial films with thicknesses of 70–80 nm were
grown on (0001)-oriented α-Al2O3 single crystalline sub-
strates by a pulsed laser deposition technique under different
oxygen pressures PO2 as 6 × 10−4 Pa (labeled as P-6), 6.5 ×
10−4 Pa (P-6.5), 7 × 10−4 Pa (P-7), 7.5 × 10−4 Pa (P-7.5), 8 ×
10−4 Pa (P-8), 8.5 × 10−4 Pa (P-8.5), and 9 × 10−4 Pa (P-9),
respectively. The crystal structure, chemical composition, and
film thickness of representative samples were characterized
by x-ray diffraction, electron energy-loss spectroscopy, and
cross-sectional scanning electron microscopy, respectively, as
shown in the Supplemental Material, Figs. S1 and S2 [30]. A
Hall bar geometry was used to perform the resistivity and the
Hall measurements. The transport measurements in magnetic
field were carried out in a Physical Property Measurement
System (PPMS-9T, Quantum Design) down to 0.45 K, while
the resistivity vs temperature measurements in zero magnetic
field down to 0.05 K were performed in a dilution refrigerator.

III. RESULTS AND DISCUSSION

A. Oxygen content– and magnetic field–tuned SIT

Figure 1 shows the temperature-dependent resistivities
(ρ-T ) for the TiOx films (P-6, P-6.5, P-7, P-7.5, P-8, P-8.5, and
P-9). One can see that the resistivity increases with increasing
oxygen content. The right inset of Fig. 1 displays the supercon-
ducting transition and the sheet resistance R� (resistance per
square R� = ρ/d = RW/L, where d is thickness, W is width,
and L is length) with an enlarged view at low temperatures. The

FIG. 1. Temperature-dependent resistivities for TiOx films (P-6,
P-6.5, P-7, P-7.5, P-8, P-8.5, and P-9). Right inset: The enlarged view
of sheet resistances for TiOx films at low temperatures, and the critical
quantum resistance RQ = 6.45 k�. Left inset: The gray open circle
and arrow correspond to the enlarged sheet resistance of P-8.5 below
2 K.

cubic TiOx films with 1.08 � x � 1.19 are superconductors
with the onset superconducting transition temperature Tc,onset

(defined by the resistivity dropping to 90% of the normal state
resistivity) gradually decreasing from 6.12 K for P-6 to 1.08 K
for P-8.5. At an even higher oxygen content, x = 1.28 (P-9),
the TiOx film becomes a non-superconducting insulator. This
implies that a clear oxygen content–driven SIT appears in
TiOx films. Close to the T = 0 K limit, a metallic intermediate
phase [31] with the resistance saturating at a nonzero value
appears between the superconducting and insulating phases,
such as the P-8.5 specimen (see the left inset of Fig. 1).
Thus, it would be more appropriate to describe the transition
as a superconductor-metal-insulator transition. The similar
intervening metallic phase with substantial superconducting
fluctuations was also observed in Ta [7] and MoGe [10], but
not in TiN [6], which may be related to the different disorder
strengths [20,32]. The critical transition sheet resistance for the
SIT at zero temperature and zero magnetic field is close to the
quantum sheet resistance RQ ∼ h/(2e)2 for Cooper pairs. This
value is compatible with the prediction of the “dirty boson”
model [33], which is valid at very low temperature when only
Cooper pairs are present. It is also observed that the sheet
resistance remains near RQ upon increasing the temperature
to high temperature T = 8 K for sample P-8.5, where no
Cooper pairs are expected. This behavior is not well understood
at this point, and thus further theoretical and experimental
investigations on the SIT are required.

Tuning the magnetic field across the putative quantum
critical point allows one to investigate the critical scaling
behavior in its vicinity. The SIT driven by magnetic field in
samples P-7.5, P-8, and P-8.5 shows that the magnetoresistance
isotherms cross at a characteristic value of magnetic field Hc,
as depicted in the left panels of Fig. 2. The approximate values
for Hc and Rc are marked with the red arrows. Here, Rc is
the temperature-independent critical resistance at the transition
point. For H < Hc, the samples are in a superconducting
state, and the sheet resistance R� decreases with decreasing
temperature. Approaching Hc, there is a diverging correlation
length ξ ∼ |H − Hc|−ν , and the characteristic frequency van-
ishes as � ∼ ξ –z, where ν is the static critical exponent of the
correlation length and z is the dynamic critical exponent. The
sheet resistance R� obeys a universal scaling law given by [1]

R�(H, T ) = Rcf (|H − Hc|/T 1/zv ), (1)

where f (x) is a universal scaling function with a unique
constraint: f (0) = 1. The right panels of Fig. 2 show the
scalings near the SIT over a range of temperatures, and the
critical exponent products zν are about 1.02 for P-7.5, 1.17
for P-8, and 1.31 for P-8.5, determined by evaluating the
inverse slope of the log-log plot of (dR/dH )|Hc

vs 1/T [11],
as shown in the insets. Generally, considering a long-range
Coulomb interaction among charges, the dynamical exponent
z is found to be ∼1 [34]. According to the Harris criterion
[35], the critical exponent ν is less than 1 in a clean limit
system, and in a disordered system (in the dirty regime), ν is
expected to over 1, as recently observed in superconducting
LaTiO3/SrTiO3 interfaces [36]. The relationship between the
disorder and the critical exponent was also reported in InOx

[11,20], which shows zν ∼ 1.3 and 2.3 for weakly and highly
disordered states, respectively. In our case, the critical exponent
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FIG. 2. Scaling behaviors of magnetic field–tuned SIT in TiOx

films: (a) P-7.5, (b) P-8, and (c) P-8.5. Left panels: Magnetoresistance
isotherms for samples P-7.5, P-8, and P-8.5 near the SIT. Right panels:
The scaling analysis corresponding to the left panels. Insets: The
fitting results of a power law to the inverse temperature-dependent
dR/dH at Hc.

products zν are 1.02 for P-7.5, 1.17 for P-8, and 1.31 for P-8.5,
all larger than 1, consistent with the theoretical prediction in
the “dirty boson” model [18], and the larger zν for the films
with higher oxygen content is consistent with the enhanced
disorder with increasing oxygen content.

Most SITs are experimentally observed and theoretically
described in 2D thin films with their thicknesses smaller
than or comparable to the superconducting coherence lengths
ξ (0) at zero temperature [37]. To check the ξ (0) values
of the TiOx samples, we studied the superconductivity for
higher-transition-temperature samples (P-6, P-6.5, and P-7) in
magnetic fields. Figures 3(a) and 3(b) show the temperature-
dependent resistivities of a typical TiOx film, P-7, in different
magnetic fields (0, 0.5, 1, 3, 5, 7, 9 T) with both perpendicular
[H⊥(111)] and parallel [H ‖ (111)] fields. With increasing
magnetic field, the resistivity broadening becomes slightly
wider and the onset of superconductivity gradually shifts
to a lower temperature. Figure 3(c) shows the temperature
dependence of the upper critical field Hc2(T ) (defined by the
resistivity drop at 90% of the normal state resistivity [38]),
which can be well fitted by the Werthamer-Helfand-Hohenberg
(WHH) theory [39]. Similar results for P-6 and P-6.5 were
also obtained, as shown in Fig. S3 [30]. We summarized
the Hc2(0) and fitting parameters for P-6, P-6.5, and P-7 in
Fig. 3(d), indicating that the strong disorder may contribute
to the spin-paramagnetic effect, and cause a large α at high
oxygen content [40,41]. The details for the variations of

FIG. 3. (a,b) Temperature-dependent resistivities of P-7 in mag-
netic fields for H⊥(111) and H ‖ (111) from 0 to 9 T (0, 0.5, 1,
3, 5, 7, and 9 T), respectively. (c) Temperature-dependent Hc2(T ) of
P-7 for H⊥(111) (closed circles) and H ‖ (111) (closed stars). Solid
lines are the fitting curves with the WHH model. (d) PO2-dependent
Hc2(0) (red symbol lines) and α (blue symbol lines) for H⊥(111)
(closed circles) and H ‖ (111) (closed stars).

Hc2(T ) with temperature and oxygen content are discussed
in the Supplemental Material, S2: Upper critical fields [30].
According to the equation ξ (0) = [ϕ0/2πHc2(0)]1/2 where
ϕ0 is the flux quantum, we can obtain the superconducting
coherence lengths ξ (0) as 5.1, 5.6, and 5.8 nm for samples
P-6, P-6.5, and P-7, respectively. On the other hand, another
important superconductivity related physical length scale, the
London penetration depth λ(0), is about 670.7 nm for a TiO
film (∼80 nm), as obtained in our previous report [25]. Thus,
we can see that the thicknesses (70–80 nm) of our samples are
longer than the coherence length ξ (0) but much shorter than the
penetration depth. In spite of this, the SIT behavior still appears
in TiOx films and could be described by a 2D scaling theory.

In fact, it is still controversial whether a 2D theory of super-
conductivity cannot be used for a thick film. For example, the
magnetic field–induced fluctuating conductivity around transi-
tion temperature in superconducting MoGe with a thickness of
69 nm [42], the vortex-glass transition in superconducting TiO
with thickness of 80 nm [25], and especially the magnetic field–
tuned SIT in a superconducting Mo3Si film with thickness of
170 nm [43], have been successfully described by the 2D theory
of superconductivity, although their thicknesses (much longer
than superconducting coherence length) make them more like
a three-dimensional (3D) system. Thus, maybe sometimes the
2D SIT behavior could be observed in a certain thick film,
or a 2D theory may be extended to a 3D system to describe
the superconductivity in a certain thick film. It has been
demonstrated theoretically that sometimes the SIT scenarios
are very similar in 2D and 3D systems [44]. This is an open
issue and deserves further investigations.

B. First-principles calculation of electronic structure

It is well known that the electric transport properties
of materials, including the superconducting properties, are
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FIG. 4. (a) Oxygen content x-dependent total and partial DOS
N (EF ) at the Fermi level of TiOx . Experimental values of the carrier
density of TiOx films as a function of oxygen content x. (b) Lattice
parameters a from the theoretical calculation, experimental data, and
reference values of TiOx as a function of oxygen content x. Open
symbols are experimental data, and solid symbols are calculated
values.

closely related to the electron density of states (DOS) at the
Fermi level which can be obtained by theoretical calculation
of the electronic structures [45]. Here, the electronic structures
of TiOx with different oxygen contents were calculated by a
supercell method with density functional theory (DFT) [46,47].
A 3 × 3 × 3 supercell of TiO based on the optimized cell
was created to act as the computational model (see detailed
description in the Supplemental Material, S3: First-principles
calculation of density of states and lattice constant of TiOx

[30]). TiOx contains a certain amount of both titanium and
oxygen vacancies. The increase of oxygen content corresponds
to an increase (a decrease) of the vacancy concentration in
the titanium (oxygen) sublattice [29]. The detailed calculation
results are illustrated in Fig. S6 in the Supplemental Material
[30]. We found that the total electron DOS N (EF) at the Fermi
level of TiOx (x from 1 to 1.3) is mainly derived from d states of
titanium atoms, and it decreases with the increase of titanium
vacancies, as shown in Fig. 4(a). The decrease of N (EF)
indicates the decease of carrier density, and thus the increase of
resistivity as well as the decrease of superconducting transition
temperature as a result. This is consistent with the Hall
measurements showing that the room temperature electron
density n decreases with increasing oxygen content, as shown
in Figs. 4(a) and Fig. S7 in the Supplemental Material [30].
It is also confirmed that the n-type electronic charge carriers
dominate the conduction mechanism. Furthermore, Fig. 4(b)
shows that the calculated lattice parameter a decreases with
increasing oxygen content. The red line is drawn through the
solid circles calculated in the present work, consistent with the
earlier experiment results (the open symbols) in bulk TiOx [28].
The experimental values (red open circles) in TiOx films are
less than the values of bulk, which may be due to the substrate
strain on films.

C. Localization length

Usually, the superconductivity of a material is closely
connected with the physical properties in its normal state,
such as the disorder strength and electron localization length,
which could be obtained by quantitative analyses of trans-

FIG. 5. (a) The fitting results of ρ-T curves with the VRH model
for TiOx films (P-6, P-7, P-8, and P-9) in the temperature range from
300 to 100 K. The points are the experimental values, and the black
lines represent the fitting results. (b) Oxygen content x-dependent on
the characteristic temperature T0 and localization length ξl in TiOx .

port behaviors in the normal state [48,49]. Thus, we used
the variable range hopping (VRH) model [50] to fit the
normal state ρ-T curves of TiOx films (P-6, P-7, P-8,
P-9) from 300 to 100 K. Figure 5(a) shows the fitting
results with ρ(T ) = ρ0 exp (T0/T )1/4. Here, the character-
istic temperature T0 is given by T0 = 24/[πkBN (EF)ξ 3

l ],
where ξl is the localization length. The fitted values of T0

are 0.6 × 104 K for P-6, 1.2 × 104 K for P-7, 2.8 × 104 K
for P-8, and 9.1 × 104 K for P-9. According to the cal-
culated lattice parameters and N (EF) in a 3 × 3 × 3 su-
percell, the N (EF) values are about 5.07 × 1028 eV−1 m−3,
4.89 × 1028 eV−1 m−3, 4.69 × 1028 eV−1 m−3, and 4.21 ×
1028 eV−1 m−3 for P-6, P-7, P-8, and P-9, respectively.
Based on the values of T0 and N (EF), we can obtain

FIG. 6. Schematic phase diagram of TiOx films for oxygen
content (x), magnetic field (H ) and temperature (T ). The points
are the experimental values. The WHH theory and an empirical
equation Hirr (T ) = Hirr (0)[1 − (T/Tc,zero )2] [where Hirr (0) is the
irreversibility field at absolute zero temperature] are used to fit the
temperature-dependent Hc2 and Hirr , respectively. Other solid lines
are quadratic fitting curves. The different regimes of the diagram are
described in the text.
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TABLE I. Structural and electronic properties of representative TiOx films (P-6, P-7, P-8, and P-9), including the stoichiometry x, thickness
d , superconducting transition temperature Tc,onset , room-temperature resistivity ρ, upper critical field Hc2(0), coherence length ξ (0), localization
length ξl , electron density of states at the Fermi level N (EF ), and carrier density n.

x d Tc,onset ρ (300 K) Hc2(0) ξ (0) ξl N (EF ) n

Sample name (TiOx ) (nm) (K) (� cm) (T) (nm) (Å) (eV−1 m−3) (1021 cm−3)

P-6 1.08 80 6.12 5.2 × 10−4 12.7 5.1 6.65 5.07 × 1028 8.02
P-7 1.14 77 3.72 9.9 × 10−4 9.6 5.8 5.26 4.89 × 1028 6.28
P-8 1.19 74 1.37 1.9 × 10−3 4.7 8.4 4.00 4.69 × 1028 5.72
P-9 1.28 73 N/A 5.1 × 10−3 N/A N/A 2.87 4.21 × 1028 4.78

the values of ξl which are 6.65, 5.26, 4.00, and 2.87 Å,
respectively, as shown in Fig. 5(b). With oxygen content x

from 1.08 to 1.28, the decreased ξl contributes 12.6 times
the increase of T0, much larger than the contribution of the
decreased N (EF) (about 20%). It is clear that the decreases of
ξl can inevitably localize the Cooper pairs [48], and thus reduce
the superconducting transition temperature significantly at
high oxygen content. The enhanced carrier localization also
reflects the increase of disorder [51,52] at high oxygen content.

D. Superconductor-insulator phase diagram

In order to obtain a comprehensive understanding of the
quantum SIT in TiOx films driven by both oxygen content
and magnetic field, a superconductor-insulator phase diagram
was constructed with different magnetic fields, temperatures,
and oxygen contents, as shown in Fig. 6, and the physical
parameters for representative samples (P-6, P-7, P-8, and P-9)
are summarized in Table I. In the phase diagram, the Hc2

and Tc,onset lines separate the superconducting state and the
normal state. The Tc,zero is defined by the resistivity dropping
to zero. The irreversible field Hirr , defined as the field where the
resistivity drops to 0.1% of the normal state resistivity [53], will
further divide the superconducting phase into vortex solid and
liquid phases [54–57]. At the T = 0 K limit, with increasing
oxygen content or magnetic field, the TiOx film passes through
the vortex solid, vortex liquid, Bose insulator, and Fermi
insulator phases. Below Hirr (0), the vortex solid phase mainly
contains the condensate Cooper pairs and localized vortices
[18]. According to Mulligan and Raghu’s suggestion, the
vortex liquid phase between Hirr (0) and Hc2(0) is a composite
fermion metal, where composite fermions are mobile vortices
attached to one flux quantum of an emergent gauge field
[32]. Across Hc2(0), the Bose insulating phase appears. In
other words, the superconductor-metal and metal-insulator
transitions occur around Hirr (0) and Hc2(0), respectively.
During the SIT driven by either oxygen content or magnetic
field, the Cooper pairs are localized, and the vortices are
delocalized and will undergo a Bose condensation [18,32,58].
With further increasing oxygen content or magnetic field,

the localized Cooper pairs are destroyed and the individual
electrons are presumably localized. Inferred from the oxygen
content–dependent superconducting transition temperatures of
TiOx films, at zero temperature and zero magnetic field, the
critical oxygen contents are about 1.17 for superconductor-
metal transition and 1.22 for metal-insulator transition, and
with oxygen contents in between 1.17 and 1.22, TiOx is in a
metallic phase with a finite resistance.

IV. CONCLUSIONS

In summary, the effects of oxygen content on the super-
conductivity of TiOx films were systematically investigated.
With increasing oxygen content, the enhanced disorder and
carrier localization as well as the decreased carrier density lead
to the increase of resistivity, the decrease of superconducting
transition temperature, and the appearance of SIT without
changing the cubic structure of TiOx films. The critical transi-
tion quantum resistance and the scaling behavior demonstrate
that the SIT in TiOx films follows a bosonic model, which
illustrates that the appearance of the SIT is mainly due to the
phase fluctuations induced by increasing oxygen content and
magnetic field. A schematic phase diagram for disordered TiOx

films was constructed with three variables of magnetic field,
temperature, and oxygen content.
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