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We study narrow zigzag graphene nanoribbons (ZGNRs), employing density functional theory (DFT)
simulations and the tight-binding (TB) method. The main result of these calculations is the braiding of the
conduction and valence bands, generating Dirac cones for noncommensurate wave-vectors k. Employing a TB
Hamiltonian, we show that the braiding is generated by the third-neighbor hopping. We calculate the band
structure, the density of states, and the conductance; new conductance channels are opened, and the conductance
at the Fermi energy assumes integer multiples of the quantum conductance unit G, = 2¢*/h. We also investigate
the satisfaction of the Stoner criterion by these ZGNRs. We calculate the magnetic properties of the fundamental
state, employing the random-phase approximation and employing local spin-density approximation (LSDA)
(spin-unrestricted DFT) we confirm that ZGNRs with N = (2,3) do not satisfy the Stoner criterion and as such,
the magnetic order could not be developed at their edges. These results are confirmed by both tight-binding and

LSDA calculations.
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I. INTRODUCTION

The graphene era began with the seminal work of Novoselov
et al. [1], who isolated sheets of graphite crystal only one-atom
thick. At low temperatures, the graphene density of states
exhibits a V-shaped gap, and at low energies its dispersion
relation is linear. The electrons behave like massless fermionic
particles, obeying the Dirac equation [2]. However, graphene
is gapless and cannot be used in microelectronics. Therefore,
it is necessary to open and control the gap without drastically
changing its mobility. One effective way to open a band gap
is by employing electronic confinement, which is naturally
present in the geometric structure of nanoribbons, turning
these systems into excellent candidates to substitute silicon
in technological applications [3]. However, from the exper-
imental point of view, their synthesis produces nanoribbons
with roughness at their edges that presents an adverse effect
on their electronic transport properties [4,5]. But this situation
can change due to a recent bottom-up synthesis of 6-ZGNR [6],
[zigzag graphene nanoribbon (ZGNR) with six carbon zigzag
lines wide] with atomically precise zigzag edges.

N-ZGNRs (where N labels the number of carbon zigzag
lines along the width) exhibit several fundamental states. They
can be metallic, insulating, or semiconducting, constituting
a frontier in the research of graphene-based materials. Con-
sidering a nearest-neighbor (NN) hopping tight-binding (TB)
calculation [7], the edge states of ZGNRs were theoretically
predicted to couple ferromagnetically along the edge and
antiferromagnetically between them, but direct observation
of the spin-polarized edge states of ZGNRs have not yet
been achieved, owning to the limited precision of current
measurement techniques [6].
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We develop a tight-binding calculation of ZGNRs taking
into account only the NN hopping (¢) and third-neighbor (N3)
hopping (") [8—10]. Graphene ZGNRs exhibit localized edge
states originating from the sublattice or chiral symmetry [11],
which is associated with the existence of two nonequivalent
sublattices A and B. The lattice becomes bipartite, and a
chiral symmetry is connected to the particle-hole symmetry
of the band structure. The qualitative importance of the N3
hopping was discussed in a study of single wall carbon
nanotubes (SWNTs) [12]. Considering the N3 hopping, the
authors explained why the effective hopping e = ¢ — 2¢” in
those SWNTs was smaller than the corresponding hopping
for the polymer all-trans polyacetylene, thus resolving a long-
standing issue regarding the relatively small size of t.¢ in
SWNTs.

We do not consider second-neighbor (N2) hopping (¢)
between sites sharing the same sublattice because its main
effect is to break the particle-hole symmetry between the
valence and the conduction bands [13] without introducing any
qualitative changes in the braiding of the edge states as shown
by our density functional theory (DFT) calculations of Sec. III.
However, N2 hopping becomes important when the spin-orbit
(SO) interaction is taken into account in doped graphene with
hollow adatoms [14]. A more complete study of the effects
of the N2 hopping in the properties of the nanoribbons was
reported in Ref. [15].

The general effects of the N3 hopping in pristine graphene,
nanoribbons, and in the context of the Kane-Mele [16]
generalized model have been considered in several articles
[13,17-25], but their particular effects on the properties of
zigzag nanoribbons with low-N width are addressed here. The
main objective of this paper is to fill up this gap employing
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the DFT and TB methods to calculate the band structure, the
density of states, and the conductance of these kinds of ZGNRs.
To investigate the magnetic nature of their fundamental state
we employ the random-phase approximation (RPA) and a
spin-unrestricted local spin-density approximation (LSDA)
calculation. On general grounds, both DFT and TB results
are similar, showing that the inclusion of N3 hopping in
the TB calculations is necessary to capture the physics of
those low-width ZGNRs. When the N3 hopping is included
in the calculations the Stoner criterion [26,27] is not sat-
isfied by low-width ZGNRs with N = (2,3) and, therefore,
these nanoribbons could not develop magnetic order at their
edges.

One important consequence of the inclusion of N3 hopping
in the calculation is the lifting of the degeneracy of the
edge states at the Fermi energy, producing braiding of the
conduction and valence bands and generating Dirac cones for
noncommensurate values of the wave-vector k [9,10]. New
conductance channels are opened at the Fermi energy with
the conductance assuming integer multiples of the quantum
conductance G, = 2¢*/h unit. The edges of the ZGNRs
behave like a quantum wire with the number of conductance
channels being controlled by the width of the ZGNRs. It is
also expected that the inclusion of N3 coupling qualitatively
changes the properties of the edge states in pristine graphene
[13], carbon nanotubes [17], and armchair nanoribbons that
include defects [20].

This paper is organized as follows: In Sec. II, we introduce
the tight-binding Hamiltonian of the system that considers only
NN and N3 hoppings, and we discuss the Landauer-Buttiker
formalism in order to calculate the conductance. In Sec. III we
present the DFT results in the absence of spin polarization and
obtain the braiding of the conduction and valence bands. In
Sec. IV, we introduce the tight-binding method and compare
its results with the corresponding DFT one, obtained in Sec. III.
Using the RPA we calculate the magnetic ground state of
the edges of ZGNRs. Employing the TB calculation we also
calculate the transport properties and discuss their physical
consequences. In Sec. V, employing the spin-polarized DFT
(LSDA), we discuss the magnetic order of the fundamental
state and the fulfillment of the Stoner criterion. Finally, in
Sec. VI we summarize the main findings of the paper and
present the concluding remarks.

II. THE MODEL

The honeycomb lattice can be modeled by a tight-binding
Hamiltonian [13],

H=—t Z C;[ACjB — Z (CjACjA—FC}LBCjB)

i,j=NN i,j=N2
—1" 3" cleip+He, )
i,j=N3

where z, ¢/, and t” label the NN, N2, and N3 hoppings,
respectively, (i,j) labels the different sites of the unit cell,
and cjj’ ag/Cij,ap creates/annihilates an electron at site (i, )
of the sublattice (A, B) also, the negative sign of the hopping
is associated with the formation of the proper bonding and
antibonding state alignments of the p, orbitals in graphene

FIG. 1. Schematic of a generic ZGNR where the green dashed
region M denotes the unit cell containing NN (¢), N2 (¢'), and N3 (¢”)
hoppings.

[28]. In Fig. 1, we describe the different hoppings between
neighboring sites of the unit-cell M and label the correspond-
ing vectors of the first (§;) and the third nearest neighbors
(d;) as
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where a = 2.46 A is the graphene lattice parameter. In order to
obtain the ZGNR Hamiltonian that we use in our calculations,
we follow Ref. [29] and we write

N
H=—tY Y {|Am.n)(B.m—1/2n|

m n=1

+|A.m.n)(B.m +1/2,n| + |A,m,n)(B,m,n — 1|}

N
—t”ZZ|A,m,n)(B,m,n+1| +Hec., )

m n=1

where A and B indicate the nonequivalent sublattice sites of
Fig. 1. The label m runs over the unit cell along the infinite
direction x, whereas the label n = 1,2, ...,N is associated
with the width N of the nanoribbon along the y direction. As
discussed in the Introduction, we do not consider the effect
of N2 hopping because it occurs between sites of the same
sublattice and breaks the chiral symmetry of the lattice. Besides
this, in order to simplify the calculations, we only consider N3
hopping along the y direction, corresponding to the vector d,
and we discard N3 lateral hopping along d, and d; since it does
not change the results in a qualitative way.

To derive the dispersion relations, we apply a Fourier
transform to the ZGNR Hamiltonian, along the translationally

045419-2



BRAIDING OF EDGE STATES IN NARROW ZIGZAG ...

PHYSICAL REVIEW B 98, 045419 (2018)

()

Left . . Right

Lead Scattering Region Legd
LU Vi

X |

FIG. 2. (a) Schematic of the two-terminal device (scattering
region) attached to equal semi-infinite leads through the coupling
(I',,Tg) functions. (b) V(g c is the matrix that couples the central
part to the leads through the hopping ¢..

invariant x axis,

N . N
ZZeikX-R,,,[WA(k’n)|A,m,n>

1
V) = —
W) T2
+yg(k,n)| B,m,n)], 5)

where M labels the unit cell, R ~ is the vector position of site
N, and k, is the momentum along the x axis. Substituting the
Hamiltonian [Eq. (4)] and the eigenvectors’ equation [Eq. (5)]
into the Schrodinger equation,

H|V) = E|WV), (6)

we obtain

Eya(k,n) = —t| 2y(k,n) cos (’%“) +yplkn — 1)

"[pk.n + 1], )

|
-

[ kea

Eygk,n) = —t 2¢A(/€,n)cos< >

>+w@m+n

— [P atk,n + 1)]. 8)

The dispersion relations are obtained as the numerical
solution of Egs. (7) and (8).

In many systems, the nonequilibrium surface Green’s-
function method [30] is employed to calculate transport prop-
erties. The main advantages of this approach are its simplicity
and its low computational cost. To apply this technique to
the ZGNRs problem, the system is divided into three regions:
The central or scattering region and the left and right leads
as shown in Fig. 2(a). The influence of the leads on the
central part is considered through their self-energies (X, g).
The electrical conductance is calculated by employing the cell

indicated in the rectangular region C of Fig. 2(b), through the
Landauer-Buttiker formula [31,32],

G(2) = G, Tr{I'(2)GL()TR(2)G(2)}, 9)

where G, = 2¢?/h is the quantum conductance unit. Tr{- - - }
indicates the trace of the product of the retarded and advanced
Green’s functions of the central part G“(z), respectively,
and its couplings to the leads I'V(z) (j = L,R); z = E % in,
where E is the energy and n — O is an infinitesimal real
quantity. To calculate G/.(z) and G¢(z), weemployz = E — in
and z = E + in, respectively. The Green’s functions of the
two-terminal device are given by

Gi(2) =z — H. — T1(2) — Zr(@)] ™, (10)

where H, is the Hamiltonian of the central part, X;(z) =
VJ.J(ng(z)Vj,C (j = L,R) are the self-energies, V; . is the ma-
trix that couples the central part to the leads through the
hopping matrix 7., and g; is the Green’s function of the
semi-infinite leads, which is calculated iteratively [30-32]. We
define the couplings to the leads "% as

IM(z) =i{Z () - 2]

The local density of states (LDOS) and the total density of
states p(E) are given by

(G=L.R). (1D

LDOS(E) = —(1/m)Im[G’(2)i;]. (12)
1 L
p(E) = T ELDOS(E), (13)

where L = 2N is the number of sites along the transverse
direction.

III. DENSITY FUNCTIONAL THEORY SIMULATIONS

In this section, we develop an ab initio calculation by means
of the DFT to investigate the behavior of the band structure
of narrow-width zigzag nanoribbons. We employed in all the
calculations, the local (spin) self-consistent pseudopotential
method using the local density approximation (LDA) of
the DFT and, for the purposes of magnetism computations
discussed in Sec. V, the L(Spin)DA as implemented in the
SIESTA package [33]. An energy cutoff of 350 Ry was employed
with a double-(¢)-polarized basis set. In this approach, the
electron density is obtained by integrating the density matrix
with the proper Fermi-Dirac distribution. The geometry of each
ZGNR was fully relaxed until the force felt by each atom was
less than 0.001 eV/A. A Monkhorst-Pack k-point sampling
of 20 points along the periodic direction was employed. We
set the vacuum between edges and planes as 25 and 20 A,
respectively, in order to avoid spurious interactions with the
periodic images. The edges of the ZGNRs were passivated with
hydrogen to neglect effects related to carbon dangling bonds.

In Figs. 3(a), 3(b), 4 [a detail of Fig. 3(a)], 5(a), and 5(b)
we plot the band structure and the density of states for even
and odd ZGNRs, respectively. We only plot the branches close
to the Fermi energy in order to compare to the tight-binding
results of the next section as indicated in Figs. 6(a) and 7(a);
we set the Fermi level to zero. The TB and LDA results are
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FIG. 3. (a) Electronic band structure and (b) unpolarized density
of states for ZGNRs with even width N = 2,4,6,8.

very similar, however, the LDA braiding results present some
distortion as indicated in Fig. 4. This happens because it takes
into account all the orbitals present in the ZGNRs, and the
main cause of this particle-hole asymmetry is the N2 hopping,
which is hiding inside the LDA calculations.

IV. TIGHT-BINDING CALCULATIONS

In order to investigate in more detail, the braiding of edge
states obtained in the last section by the LDA calculations
and the associated transport properties of narrow ZGNRs,
we perform tight-binding calculations considering the effects
of the NN and N3 hoppings employing the tight-binding
Hamiltonian [Eq. (4)].

In the following calculations, we employ the realistic
tight-binding parameters obtained in Ref. [22] that fit ribbon
graphene structures to DFT results: r = 2.8 eV, ' = 0.025¢,
and t” = 0.15¢. It is interesting to observe that the absolute

E (eV)

Kxa

FIG. 4. Zoom showing the existence of braiding of conduction
and valence bands at the Fermi level for ZGNRs with even width
N =2,4,6,8.

FIG. 5. (a) Electronic band structure and (b) unpolarized density
of states for ZGNRs with odd width N = 3,5,7,9.

value of the N3 hopping is much larger than the N2 hopping,
which reinforces our earlier supposition of only considering
hopping that preserves chiral symmetry. In the next two
subsections, for the calculation of the conductance we consider
the central cell and the leads connected by the same NN
hopping: t. = ¢. Therefore, the two-terminal device of Fig. 2(b)
reduces to an infinite ZGNR.

A. N3 of the same sign as NN

In Figs. 6(a), 6(b) 7(a), and 7(b), we plot the band structure
and the density of states, respectively, for even and odd ZGNRs
with ¢ of the same sign as ¢”. The net effect of the inclusion
of N3 hopping is to lift the degeneracy of the edge states at
the Fermi energy, producing the braiding of the valence and
conduction bands [13,34] and generating Dirac cones with
noncommensurate wave-vectors k. For N = 2, the Dirac cone
moves from the border of the Brillouin zone (when " = 0)
to a noncommensurate k. For even N, a gap is opened at the
border of the Brillouin zone, whereas for odd N this gap is
closed, but in both cases with an increase in N the density of
states grows and generates a strong peak at the Fermi energy.
A similar effect occurs in the case of oligoacenes, formed by
joining a finite number of benzene rings [34]. In this case, the
gap shows an oscillatory behavior, depending on the number
of benzene rings.

In the two insets of Fig. 6(a), we plot the braiding of edge
states (top inset) and the LDOS(E = 0) at the Fermi energy
(bottom inset) as a function of the transverse sites’ position
for a 6-ZGNR. It is clear from the bottom inset that the LDOS
assumes high values only at the border of the 6-ZGNR and de-
cays rapidly in a direction toward the center where it vanishes.
Therefore, the edge states’ braiding produces a quantum wire
that harbors a multichannel conductance associated with the
width N of the ZGNR. The number of Dirac cones is N /2
for even N and (N + 1)/2 for odd N. When N increases,
the number of Dirac cones also increases, and the valence
and conduction bands merge together, generating a metallic
behavior for even or odd N, and the band structure tends to a
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FIG. 6. (a) Band structure, (b) density of states, and (c) conduc-
tance of ZGNRs with ¢ of the same sign as t” and N = 2,4,6,8,10.

case similar to only NN hopping being present with the density
of states exhibiting a strong peak at the Fermi energy. We
think this is the reason why these braiding effects have not
been receiving much attention up to now. The majority of the
papers are focused on TB calculations for pristine graphene,
large- N nanoribbons and in the context of the Kane-Mele [16]
generalized model [13,17,18,20,21,23-25], or more complete
numerical LDA calculations for a N = 11 zigzag ribon [22]
in which the numerical resolution blurs the braiding effects of
the edge states, which according to our calculations only occur
for low-N ZGNRs.

It is important to mention here that the edge braiding
states are not affected by the intrinsic SO interaction since this
interaction (A, ) is negligible in graphene; A, = 1.3 eV [35].
However, the two-dimensional (2D) materials, such as silicene
[36], germanene [37], and stanene [38] exhibit a much stronger
intrinsic SO interaction than graphene [39], which is due to
their higher atomic number and planar buckling structures. In
silicene, the SO is very low; Ay, = 3.9 meV and can also be
neglected. However, in germanene: Ay, = 46.3 meV and in
stanene: Ag, = 64.4 meV [35], this interaction is higher, and
the degeneracy of the edge braiding states is lifted by the SO
interaction, and a tiny gap on the order of meV is opened in
the density of states.
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FIG. 7. (a) Band structure, (b) density of states, and (c) conduc-
tance of ZGNRs with ¢ of the same sign as t”, and N = 3,5,7,9,11.

Another important result of the present paper is obtained
as a consequence of the Stoner criterion, which states that
the magnetic order is favored if Up(E ) > 1 [26,27], where
U is the electronic local Coulomb correlation and p(Ey)
is the noninteracting density of states at the Fermi energy.
Considering a NN tight-binding calculation, the ZGNRs edge
states were theoretically predicted [7] to couple ferromagneti-
cally along the edges and antiferromagnetically between them.
When only NN hoppings are taken into account, the Stoner
criterion is always satisfied due to the moderate electronic
correlation on the order of U =~ 0.8¢ present in those ZGNRs
[40] and the strong peak at the Fermi energy. However, when
the N3 hopping is included in the calculations, this strong peak
disappears for low-width ZGNRs as indicated in Figs. 6(b) and
7(b), and the Stoner criterion could not be satisfied. According
to the density of states curves presented in Figs. 6(b) and 7(b)
for N = (2,3), p(Es) = (0.20,0.40), and to satisfy the Stoner
criterion, we must have (U > 5.0¢t, U > 2.5¢), respectively.
For N = (4,5), p(Ey) = (0.83,1.70), the Stoner criterion is
only satisfied if (U > 1.20¢, U > 0.59¢), respectively. There-
fore, according to our TB calculations, low-width ZGNRs with
N £ 4 could not develop magnetic order at their edges.

InFigs. 6(c) and 7(c), we plot the conductance in units of the
quantum conductance G, = 262 / h for even and odd ZGNRs,
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respectively. Due to the presence of the edge states’ braiding,
new conductance channels are open at integer steps, and the
conductance at the Fermi energy assumes integer multiples
of G,:for N = (2,3,4,...), G =(2,3,4,...)G,, respectively.
These ZGNRs behave as a multiple conductance quantum wire
that works as a “current filter.” The conductance value at the
Fermi energy attains high integer values that can be controlled
by their width N. Therefore, the system exhibits a potential to
be employed in technological applications. Another interesting
aspect of the conductance results is the fulfillment of the
electron-hole symmetry in relation to the Fermi energy, which
is a consequence of the chiral symmetry of the Hamiltonian as
discussed in the Introduction of this paper.

Another interesting point of the present results is the values
assumed by the density of states at the Fermi level, obtained
from the unpolarized LDA calculations as plotted in Figs. 3(b)
and 5(b). For N = 2, p(0) assumes a value close to zero, and
for N = 3 it is on the order of the unit but increases with the
increasing in N, which agrees with our TB calculations as
indicated in Figs. 6(b) and 7(b).

B. N3 and NN of opposite signs

Contrary to the case studied in the earlier subsection, we
did not identify any known 2D real system with the N3
and NN hoppings having opposite signs. However, a recent
paper described an experimental realization of tunable optical
sawtooth and zigzag lattices employing optical lattices of
ultracold atoms of alkaline-earth-like bosons and fermions
[17317MYDb and (3*33Sr) isotopes] [41]. The authors attain
precise control over the intra- and inter-unit-cell hoppings.
Therefore, the results presented in this subsection indicate
theoretical possibilities [9,13] that we expect to be realized
employing optical lattices.

In Figs. 8(a), 8(b) 9(a), and 9(b), we plot the band structure
and the density of states for even and odd ZGNRs, respectively,
considering 7 and ¢” of opposite signs. For low even-N values,
the system behaves as a band insulator with the band structure
exhibiting a gap A, at the Fermi energy but with an increase
in N, this gap decreases logarithmically as indicated in the
inset of Fig. 8(c) and tends asymptotically to zero, leading to
the system’s undergoing an insulator-metal transition. This is
a Lifshitz-type transition [42], but here the topology of the
Fermi surface changes in a discrete way. For the odd-N case,
as indicated in Figs. 9(a) and 9(b), the valence and conduction
bands cross each other at the borders of the Brillouin zone, and
the system is always metallic.

In Figs. 8(c) and 9(c), we plot the conductance for even and
odd ZGNRs in units of G, = 2¢2 / h, respectively. For even N,
the ZGNRs behave like an insulator with the gap controlled
by the width of the nanoribbon. The gap also decreases
logarithmically with an increase in the nanoribbon width N
as indicated in the inset of Fig. 8(c) and tends asymptotically
to a semimetal band. This kind of control is quantified by the
possibility of switching between different states of electrical
conductivity of the material. The ratio of the ON- and OFF-
state conductance of field-effect transistors, probed at zero gate
bias and at low drain bias, is defined as the ON/OFF ratio of
the material [43,44]. In the case of graphene, it is very low
when compared to silicon, i.e., graphene continues to conduct
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FIG. 8. (a) Band structure, (b) density of states, and (c) conduc-
tance of ZGNRs with ¢ and ¢” of opposite signs and N = 2,4,6,8,10.

a lot of electrons even in its OFF state. One possible candidate
for overcoming the limitations of graphene is the ZGNRs
discussed here, whose gap decreases logarithmically with an
increase in N, allowing a fine control over the conductance
of charge carriers and making feasible the adjustment of the
variation of the ON/OFF ratio to a value adequate to the
technological needs. For odd N, the conductance exhibits a
behavior similar to the metallic armchair nanoribbons with
N, = 3p — 1, where p is an integer number [45].

In Fig. 10, we plot the band structure of a 4-ZGNR
considering the hopping ¢” variable. For negative ¢” values, the
4-7ZGNR behaves as a band insulator, and for positive ¢” values,
it becomes metallic. Due to the variation of the N3 hopping,
the nanoribbon evolves continuously from a gap situation to
a metallic Dirac multichannel quantum wire, undergoing a
Lifshitz [42] insulator-metal transition at the quantum critical
point " = 0. This kind of phase transition was reported in a
honeycomb two-leg ladder [9] for N = 2.

C. An application: A quantum dot connected
to semi-infinite leads

In this subsection, we consider in all the calculations the
central cell indicated by a green box in Fig. 2(b), connected to
the leads by a variable hopping 7. < . The hopping ¢, can be
tuned by voltage gates.
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FIG. 9. (a) Band structure, (b) density of states, and (c) conduc-
tance of ZGNRs with 7 and t” of opposite signs and N = 3,5,7,9.

The absence of a true gap in graphene sheets constitutes a
great problem from the technological point of view. In order
to employ this material as a substitute of silicon for use in
the development of logic transistors, a fine control over the
conductance of charge carriers is necessary. In this subsection
we show that the system can be tuned to an insulator-metal
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FIG. 10. Band structure of a 4-ZGNR considering different N3
hoppings: t” = (—0.3, — 0.2, — 0.1,0,0.1,0.2,0.3)z.
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FIG. 11. (a) Two-terminal ZGNR device conductance for N = 2
and for (b) N =5, considering different couplings #. connecting the
central cell (indicated by a green box in Fig. 2(b)] to the leads.

transition with the conductance at the Fermi energy exhibiting
a staircase behavior as a function of the hopping ..

In Figs. 11(a) and 11(b), we plot the conductance of the
two-terminal device, plotted in Fig. 2(b) as a function of the
energy E fortwo ZGNRs with N = 2and N = 5, respectively.
Varying the hopping ?, in the interval [0, 1]z, the system can be
tuned to an insulator-metal transition as indicated in Fig. 11(a)
for N =2 where the transition occurs at a critical hopping
terit = 0.335¢. When N = 5 as plotted in Fig. 11(b), this tran-
sition occurs at f.j; = 0.07¢ with the inset of Fig. 11(b) showing
that the conductance at the Fermi energy exhibits a staircase
behavior as a function of ¢, increasing 2G,, in each step. In the
odd conductance channels, there is only one critical point that
is formed by the closing of a step, followed by the opening of
another conductance channel that increases the conductance
by one more G, unit. We identify those points by the numbers:
(1) corresponding to the first transition (¢, = 0.07¢) at 1G,,
(2) corresponding to the second transition (¢, = 0.34¢) at 3G,,,
and (3) corresponding to the third transition (. = 1.0¢) at 5G,,.
Therefore, the system is tuned through all the possible integer
conductance units.
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FIG. 12. Magnetic susceptibility along one edge of a N =2
ZGNR. The appearance of a strong peak at K, = 0 indicates that
the magnetic moments of the atoms at the same edge are ferromag-
netically coupled.

D. Random-phase approximation

According to our tight-binding results of Sec. IV A, the low-
width ZGNRs with N < 4 could not develop magnetic order
at their edges. In order to investigate this point more deeply,
we perform calculations employing the RPA [46]. To model
the system, we include a Hubbard term with the tight-binding
Hamiltonian [Eq. (1)], considered earlier,

t f
H=—t Y  cy,cipe—t" Y. cly,Cibo

i,j=NN,o i,j=N3,0
+U Z nj(A,B)ani(A,B)E +H.c., (14)
i(A,B)oo

where the labels (o,0) indicate the spin up and down, respec-
tively, and U is the local Coulomb interaction in each atom
(A, B) of the ZGNR.

The time-dependent transverse spin susceptibility in the real
space is given by the two-particle Green’s function [46],

X (1) = ((S55(1); S;5(0)), 15)
where S;JT = c%cﬂ and §;; = chc”.
We can write the Heisenberg equation of movement,
Ldo - _
IEEX,»J}M(I) = 8()([S5(0), S5 (O)]) + ({[75(1), H1; S (0))).
(16)

We perform the calculations following Ref. [46]. After
Fourier transforming Eq. (16), we obtain the magnetic sus-
ceptibility matrix as a function of the wave-vector K,
. X(Kw=0)
U= Ux (K0 =01

XA (K0 = 0) a7
where x°(K,,» = 0) is the magnetic susceptibility of the non-
interacting regime. To analyze the magnetic order at the edges,
we consider only one edge, the magnetic order of the opposite
edge being the same. In Fig. 12, we plot the magnetic sus-
ceptibility along one edge of a N = 2 zigzag nanoribbon as a

6.0
| |m—aNM
5.0
e——o AF
| F 0311111 |
~—
0.025F NMCAF =
4.0 B 0.02 - @—® F-AF -
Z £ 0.015¢ -
IS 0,01 (@ 4 1
s 0.005 | -
> pS SRR PR AP AP &
L 2 3 4 5 6 7 8 9 |
m LA IR L L L B N
20 025F s i
02F 4
0.15F b 3 ,
0.1¢° -
1.0 0.05 (b) 3 =
Py SN I I B
23 4 5 6 7 8 9 7
0. \ \ N \ \ \
2 3 4 5 6 7 8 9

FIG. 13. Energy in electron volt units E(eV)/2N per site as a
function of the low-width ZGNRs width N, corresponding to the
NM, AF, and F configurations between the edges.

function of the wave-vector K. The result is a strong peak at
K. = 0, which indicates that the coupling between the atoms
belonging to the edge of the nanoribbons is ferromagnetic
[47,48]. As a consequence, the coupling between the atoms
of opposite edges is antiferromagnetic in such a way that the
total magnetization of the ZGNR is zero.

V. POLARIZED DENSITY FUNCTIONAL
THEORY (LSDA) SIMULATIONS

In order to investigate the magnetic nature of the funda-
mental state of the low-width ZGNRs, we return to the DFT
calculations but now employing the spin-polarized version of
this theory (LSDA) as is implemented in the SIESTA package
[33].

The Lieb theorem [49] establishes that the bipartite lattice,
present in pristine graphene and described by the Hubbard
Hamiltonian in the half-filling case, must have the total mag-
netic moment J of the ground state null, such that

J = 31I1Bl = |All. (18)

where B and A label the graphene sublattices with the number
of sites given by |A| and | B|, respectively. This result must be
fulfilled by our tight-binding Hamiltonian defined by Eq. (4),
that exhibits chiral symmetry, once we take into account only
NN and N3 hoppings. However, this symmetry is not present in
the DFT simulations since this method takes into account all the
orbitals present in the ZGNRs and, consequently, the processes
associated with the N2 hopping that breaks the particle-hole
symmetry of the Hamiltonian. In this way, the Lieb theorem
is not valid, and the ZGNRs could develop any magnetic
order or no magnetic order at all. To investigate the possible
magnetic ground state of those nanoribbons, we calculate the
total energy for each of them when there are magnetic moments
along the edges for nonmagnetic (NM), ferromagnetic (F),
and antiferromagnetic (AF) configurations. The results are
presented in Fig. 13, where we plot the total energy E(eV)/2N
per site (there are 2N sites along the ZGNRs transverse
direction) as a function of N, corresponding to the NM, AF,
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and F configurations between the edges. The magnetic energy
difference Ap,g between the curves is very small and attains a
flat regime as N increases, meaning that correlations between
edges become less important as the ZGNR’s width becomes
larger.

The inset (a) of Fig. 13 shows Ap,, per unit cell corre-
sponding to the energy difference between ferro- and anti-
ferromagnetic (F — AF) configurations as a function of N,
whereas the energy difference between the nonmagnetic and
the antiferromagnetic (NM — AF) cases is given with respect
to the edge atoms. The AF configuration wins in all cases,
although we still believe that for lower-N ZGNRs we need
more accurate calculations.

Using standard Mulliken population analysis in inset (b)
of Fig. 13, we show the magnetic moment m(up) in Bohr
magneton units associated with the edge atoms; it decreases as
the number of zigzag lines does and attains its minimum value
for N = 2 where the competition occurs between NM and AF
configurations, but it does not vanish as we expect from the
nonsatisfaction of the previously discussed Stoner criterion.
On the other hand, a recent work [15], which studied ZGNRs
employing a TB Hubbard model and considering NN and N2
hoppings, obtained a vanishing magnetization for low N, even
satisfying the Stoner criterion.

In Fig. 14 we plot the polarized density of states at the
edges of the nanoribbon, corresponding to different spin
orientations, obtained from the unrestricted spin-polarized
LSDA corresponding to (a) N =2 and (b) N = 3. We also
plot the nonpolarized solution obtained from the LDA. The
nonpolarized density of states in both cases is very low at the
Fermi level, which will lead to the nonsatisfaction of the Stoner
criterion.

Concerning the calculation of the Stoner criterion employ-
ing LSDA, it is worth mentioning that the electronic corre-
lations were included in this theory through a weak-coupling
mean-field theory. LSDA assumes that the electronic correla-
tion, such as the Hubbard parameter U, is small when com-
pared to the bandwidth W and, as a consequence of this corre-
lation, a gap is opened at the Fermi energy. For that purpose, we
followed the method given in Ref. [50] in which the exchange
integral (=Stoner parameter /) is calculated as an energy dif-
ference, once we take into account the polarized LDOS for both
spin-up and spin-down populations as indicated by the horizon-
tal arrow in Fig. 14(a). According to the results of the RPA cal-
culations of Figs. 12, 13 (inset b), 14(a), and 14(b), a ferromag-
netic state is developed at the edges of those nanoribbons. How-
ever, as the antiferromagnetic solution has polarized edges, the
moments on the two edges cancel mutually in such way that the
total magnetization is zero. In fact, the band structure remains
spin degenerate even as the edges become spin polarized.

This energy difference can be expressed in terms of the local
magnetic moment m, which is obtained through an integral of
the magnetization density M (r) over the atomic unit-cell €2,

m— / Mydr, (19)
Q

which was also calculated and shown in inset (b) of Fig. 13.
The energy difference A is calculated from Figs. 14(a) and

0.6 T T T T T !
Spin up
——— Spin down
Non-polarized |_|

0.5 (a)

E-E_(eV)
1.6 T
14— Spin up -
L b ——— Spin down 4
12k ( ) Non-polarized |

L N=3 ]

ng)

0.6 — —
04— —

02 —

0 \ | | . |
0.4 -0.3 0.2 -0.1 0
E-E; (eV)
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FIG. 14. Polarized density of states at the edges of the nanoribbon,
obtained from the spin-unrestricted LSDA calculations for (a) N = 2
and (b) N = 3.

14(b) as

A(E) =ml, (20)
and the Stoner criterion holds as long as

P(ER) > 1, (21)

where p(EFf) is the value of the LDOS at the Fermi level
obtained from the nonpolarized LDA calculation in Figs. 3
and 5 and replotted in Figs. 14(a) and 14(b).

The Stoner parameter [ is calculated from the direct
application of Eq. (20), and the results are as follows: I =
2.37 eV = 0.85¢ for N = (2,3) (the same result of I for both,
N = 2,3 is fortuitous) and I = 2.12 eV = 0.76¢ for N = 4.
Now extracting the unpolarized density of states at the Fermi
level p(EF) from Figs. 14(a) and 14(b), and applying Eq. (21)
we obtain for N =2, Ip(Efr) = 0.10; for N =3, Ip(Ef) =
0.76; and for N = 4, Ip(Ep) = 2.12.

Therefore, the results employing TB or LSDA agree in
predicting that narrow-width ZGNRs with N = (2,3) do not
satisfy the Stoner criterion, and for N = 4, itis satisfied but has
the same order of magnitude as the N = (2,3) case. This is a
robust result since the density of states at the Fermi level p(E r)
of these nanoribbons is very low in both methods. However,

045419-9



J. H. CORREA, A. PEZO, AND M. S. FIGUEIRA

PHYSICAL REVIEW B 98, 045419 (2018)

according to the RPA calculations of Sec. IV D and inset (b) of
Fig. 13, the ground state of these ZGNRs is antiferromagnetic:
The Stoner criterion fails, but the system exhibits magnetic
order, which is a contradiction. As such, we conclude that even
the LSDA [33] is not able to resolve the magnetic order of these
narrow-width ZGNRs.

The electronic correlations associated with the Stoner pa-
rameter / have the same order of magnitude of the parameter
U, employed in the literature [22]: I = 0.85¢ for N = (2,3)
and I = 0.76¢ for N = 4. Therefore, further calculations, such
as the LDA + U method could not resolve this issue. The
antiferromagnetic ground state should be a consequence of the
mean-field character of the RPA or LSDA, and one possibility
to go further is to employ the GW approximation, which
includes a screened-exchange self-energy as a result of the
renormalization of the bare Coulomb interaction. Besides, the
system could not be robust under the quantum fluctuations
present in the edge magnetism of ZGNRs [51], and a method
that includes local quantum fluctuations, such as the dynamical
mean-field theory (DMFT) combined with the GW approxima-
tion [52] could contribute to elucidate the real magnetic nature
of the ground state of these narrow zigzag nanoribbons.

VI. CONCLUSIONS

In this paper, we performed LDA simulations and tight-
binding calculations on the narrow-width ZGNRs that confirm
the braiding of the valence and conduction bands. We devel-
oped a tight-binding study of low-width ZGNRs taking into
account the NN hopping and the N3 hopping. We calculated the
band structure, the density of states, and a two-terminal device
conductance employing the Landauer-Buttiker formalism. In
order to investigate the magnetic nature of the fundamental
state of these nanoribbons, we employed the mean-field RPA
calculations and the spin-polarized version of the density
functional theory (LSDA).

Within the TB method, we analyzed two situations: when
the NN and N3 hoppings have the same sign and when they
have opposite signs. In the first case, the ZGNRs always
exhibit a metallic behavior as a consequence of the braiding
of the branches of the conduction and valence bands. New
conductance channels are open, and the conductance at the
Fermi energy takes on integer multiples of the conductance
unit G,. The conductance can attain high integer values that
can be controlled by the width N of the ZGNRs in this way
defining a multichannel quantum wire current filter. Therefore,
the system has the potential to be employed in technological
applications.

In the second case, for even N, the ZGNRs exhibit an
insulator phase with the gap at the Fermi energy decreasing log-
arithmically with an increase in N and tending asymptotically
to zero, leading to the ZGNR developing an insulator-metal

transition. This is a kind of Lifshitz-type transition, but here
the topology of the Fermi surface changes in a discrete way.
As discussed earlier, we did not identify any real system in
which the N3 and NN hoppings have opposite signs. However,
we think that one possibility for its experimental realization is
employing optical lattices of ultracold atoms as discussed in a
recent paper [41] where the authors described an experimental
realization of tunable optical sawtooth and zigzag lattices with
precise control over the intra- and inter-unit-cell hoppings. For
odd N, the conductance exhibits a behavior similar to metallic
armchair nanoribbons.

We also calculated the conductance of a ZGNR two-
terminal device as a function of the hopping 7. that connects the
central cell and the leads as indicated in Fig. 11(b). We showed
that the system can be tuned to an insulator-metal transition
with the conductance at the Fermi energy exhibiting a staircase
behavior as a function of 7, and assuming all the possible integer
multiples of the conductance unit (G,), compatible with the
width of the ZGNRs.

Considering only a NN tight-binding calculation, the
ZGNRs edge states were theoretically predicted [7] to couple
ferromagnetically along their edges and antiferromagnetically
between them. In this case, the Stoner criterion is always
satisfied due to the moderate electronic correlation U =~ 0.8¢
[40] present in those ZGNRs and the strong peak at the
Fermi energy. However, when N3 hopping is included in the
Hamiltonian, the peak at the Fermi energy is flattened as
indicated in Figs. 3(b) and 6(b), and the Stoner criterion is not
satisfied for ZGNRs with N = (2,3). Therefore, the magnetic
order could not be developed at their edges. On the other hand,
the RPA and LSDA calculations predict an antiferromagnetic
ground state for these narrow ZGNRs: The Stoner criterion
fails, but the system exhibits magnetic order, which is a
contradiction. One possibility to solve this issue, is to employ
the GW approximation, that includes a screened-exchange
self-energy or a more sophisticated method that includes local
quantum fluctuations, such as the DMFT combined with the
GW approximation [52]. Those methods could contribute to
elucidate the real magnetic nature of these narrow zigzag
nanoribbons.

The possibility of the existence of ZGNRs without magnetic
order constitutes a new problem in the area and, after the
recent synthesis of 6-ZGNR [6], our paper could stimulate
experimental groups to improve the techniques to synthesize
these ZGNRs and measure their spin-polarized edge states.
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