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Formation and dynamics of small polarons on the rutile TiO2(110) surface
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Charge trapping and the formation of polarons is a pervasive phenomenon in transition-metal oxide compounds,
in particular at the surface, affecting fundamental physical properties and functionalities of the hosting materials.
Here we investigate via first-principles techniques the formation and dynamics of small polarons on the reduced
surface of titanium dioxide, an archetypal system for polarons, for a wide range of oxygen vacancy concentrations.
We report how the essential features of polarons can be adequately accounted for in terms of a few quantities:
the local structural and chemical environment, the attractive interaction between negatively charged polarons
and positively charged oxygen vacancies, and the spin-dependent polaron-polaron Coulomb repulsion. We
combined molecular-dynamics simulations on realistic samples derived from experimental observations with
simplified static models, aiming to disentangle the various variables at play. We find that depending on the
specific trapping site, different types of polarons can be formed, with distinct orbital symmetries and a different
degree of localization and structural distortion. The energetically most stable polaron site is the subsurface Ti
atom below the undercoordinated surface Ti atom, due to a small energy cost to distort the lattice and a suitable
electrostatic potential. Polaron-polaron repulsion and polaron-vacancy attraction determine the spatial distribution
of polarons as well as the energy of the polaronic in-gap state. In the range of experimentally reachable oxygen
vacancy concentrations, the calculated data are in excellent agreement with observations, thus validating the
overall interpretation.
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I. INTRODUCTION

Excess electrons present in transition-metal oxides can
locally couple to lattice distortions and form small polarons
[1–3]. The presence of such a localized charge affects the phys-
ical and chemical properties of the hosting material, with a local
alteration of the bond lengths, a change of the formal valence at
the specific polaronic site, and the emergence of a characteristic
peak localized in the gap region [4–7]. Small polarons play a
decisive role in electron transport [8,9], optical absorption, and
chemical reactivity, and they have crucial implications in other
diverse phenomena including high-Tc superconductivity [10],
colossal magnetoresistance [11,12], thermoelectricity [13],
photoemission [14], and photochemistry [15].

The computational modeling of polarons can be success-
fully achieved in the framework of ab initio approaches
such as density functional theory (DFT). However, due to
the known drawback of DFT in dealing with electron lo-
calization effects, it is necessary to go beyond standard
local and semilocal functionals, which are not capable of
accurately describing the charge trapping process and, to a
lesser extent, the electron-phonon coupling [16]. Different
types of first-principles schemes superior to DFT have been
adopted to account for the properties of polarons, including
the popular DFT+U method [17,18], hybrid functionals [19],
occupation-independent potentials [20], or the random phase
approximation [21].
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Here, employing the DFT+U method, we focus on the
(110) surface of rutile TiO2, TiO2(110), a highly studied oxide
surface [22] for which the presence of small polarons was
predicted by different computational approaches [23–26] and
confirmed by several experiments [27–29]. Excess electrons
are found to originate mostly from surface defects, such
as oxygen vacancies, Nb impurities, hydroxyl groups, and
interstitial titanium atoms [29–32]. The formation of polarons
is particularly favorable at Ti4+ sites in the near-surface
region [33], with consequent effects on the adsorption [34]
and on the stability of the surface. At high reduction states,
the strong polaronic repulsion was found to drive the surface
from a (1 × 1) termination to a (1 × 2) reconstruction [35].
Therefore, it is of fundamental importance to understand
the mechanisms behind the formation of polarons in order
to possibly optimize or tune existing applications [36] and
propose novel functionalities.

The study of the polaronic properties is revealed by the
simultaneous presence of multiple interactions. First, an iso-
lated polaron is coupled with local atomic distortions that
are expected to depend on the specific structural symmetry
of localization sites [37], and they are generally in the range
0.02–0.15 Å. Second, as they are localized negatively charged
quasiparticles, small polarons strongly repel each other. Fi-
nally, defects often present in this system, such as surface oxy-
gen vacancies, could interact with the polarons electronically
and also via lattice distortions induced by the defect itself.

Here, to illustrate the importance and the effect of the dis-
tinct contributions, we combine extensive molecular-dynamics
calculations on realistic structural models for a wide range of
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FIG. 1. TiO2(110) surface structures. Front view (a) of the pristine (1 × 1) phase, sketched top view (b) of the reduced (1 × 1) phase, and
front view (c) of the (1 × 2) reconstruction. Reported distances refer to the pristine (1 × 1) surface.

oxygen vacancy concentrations with idealized static models
based on specific and judicious choices regarding the con-
centration of excess electrons, the polaron distribution, and
the presence or absence of oxygen vacancies. For instance,
tuning the amount of excess electrons in the pristine slab
enables the study of the properties of isolated polarons and
of the polaron-polaron interaction in the absence of oxygen
vacancies, a situation that is difficult to achieve in realistic
samples. This computational procedure allows us to unravel
the mechanisms at play and describe fundamental polaronic
properties. We found that the optimal polaronic distribution
and mobility is the result of the balance between several—
and to some extent antagonistic—factors: (i) minimization
of the distance between polaron and oxygen vacancies at
any concentration, (ii) maximization of the polaron-polaron
distance, and (iii) a propensity for polaron formation in the
subsurface layer, rather than in the bulk or surface regions.
Our results complement our previous analysis on the polaron-
induced structural instability of the TiO2(110) surface [35],
they are validated by a comparison with existing experiments,
and they are consistent with the few previous studies dealing
with the hopping mobility of polarons in TiO2 [29,38,39].

Moreover, our discussion sheds light on some debated
issues, such as the physical reasons behind the stability of
polarons in particular sites on TiO2(110) [30,33,40–42], the
nature of the characteristic broadening of the polaronic in-
gap peak [6,35], and the controversy regarding the possible
existence of polaronic states on the very surface layer [27,29].
Finally, we present a few technical suggestions on the proper
way to model a polaron by means of a detailed analysis of the
multiple interactions acting on the polarons.

II. METHODS

We addressed the study of polarons in the rutile TiO2(110)
surface in the framework of density functional theory (DFT) by
using the Vienna ab initio simulation package (VASP) [43,44].
We adopted the generalized gradient approximation (GGA)
within the Perdew, Burke, and Ernzerhof parametrization [45]
with the inclusion of an on-site effective U [46] of 3.9 eV on
the d orbitals of the Ti atoms [47], previously determined by
constrained-random-phase-approximation calculations in bulk
rutile [29]. We modeled the (1 × 1) reduced rutile surfaces
with an asymmetric slab containing five Ti layers in a large

two-dimensional 9 × 2 unit cell [see Figs. 1(a) and 1(b)]. The
(1 × 2) reconstructed phase was constructed according to
the Ti2O3 model [48–50] by placing reconstructed asym-
metric rows on top of the five layers of the (1 × 1) phase
[see Fig. 1(c)]. The bottom two layers were kept fixed
whereas all the other atomic sites were relaxed using stan-
dard convergence criteria with a plane-wave energy cut-
off of 300 eV, and using the � point only for the inte-
gration in the reciprocal space. For the (1 × 1) phase, up
to nine oxygen vacancies (VO’s) were homogeneously in-
cluded in the top layer at different concentrations (cVO =
5.6%, 11.1%, 16.7%, 22.2%, 33.3%, 38.9%, 50.0%) [51,52].
Each VO supplies two excess electrons, eligible to form two
polarons [29]. The 50% deviation from the stoichiometry of
the reconstructed surface provides the slab with two excess
electrons per (1 × 2) unit cell [35].

We performed first-principles molecular dynamics
(FPMD) [53] on these slabs in order to analyze the hopping
behavior of polarons [54]. The FPMD was conducted at a
simulation temperature of 700 K with a time step of 1 fs for
at least 10 ps (17 ps for the cVO = 5.6% slab), with a lower
energy cutoff of 250 eV. A statistical analysis was performed
on the FPMD results. The hopping behavior of polarons was
analyzed as a function of the distance from the surface by
determining the number of occurrences of charge trapping in
each layer during every FPMD run. We computed also the
polaron-polaron site correlation function Spol-pol, defined as
the distribution of the site distance i along [001] between two
polarons at a given time step t , averaged over the complete
FPMD interval τ :

Spol-pol(i) = 1

N

1

τ

∑

t

∑

j

ρj (t )ρj+i (t ), (1)

where N is the number of Ti sites, and ρj (t ) indicates the pola-
ronic site density at time t , and it is equal to 1 for the j th Ti site
hosting a polaron, and 0 otherwise. Analogously, we computed
the polaron-polaron Rpol-pol and vacancy-polaron RVO-pol radial
correlation functions as a function of the distance r:

Rpol-pol(r ) = 1

τ

∑

t

∑

(q,p)

δ(|rq − rp|, r, t ),

RVO-pol(r ) = 1

τ

∑

t

∑

(VO,p)

δ(|rVO − rp|, r, t ),

(2)
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where the variables δ(|rVO − rq |, r, t ) and δ(|rq − rp|, r, t )
assume the value 1 if, at time t , the polaron p is at distance r

from the VO at position rVO or from the polaron q at position
rq , respectively, and they are 0 otherwise.

Furthermore, we performed another set of DFT+U calcu-
lations considering the approximately 200 inequivalent pola-
ronic configurations obtained from each FPMD simulation. In
this set of post-FPMD DFT+U calculations, the structures cor-
responding to the various inequivalent polaronic configurations
were further relaxed at T = 0 K, leading to lattice structures
distorted (“dist”) by the polarons. This allows us to calculate
the total energy Eloc

dist of each configuration and the polaron
formation energy EPOL as

EPOL = Eloc
dist − Edeloc

undist, (3)

where Edeloc
undist is the energy of the system forced to have

all the electrons delocalized, in the undistorted (“undist”)
nonpolaronic lattice structure. The delocalized solution was
achieved by performing non-spin-polarized calculations. The
stability of a polaron, quantified by EPOL, is the result of
the competition between the structural cost needed to distort
the lattice in order to accommodate polarons (EST), and the
electronic energy gained by localizing the electron in the
distorted lattice (EEL) [29]:

EPOL = EEL + EST, (4)

where EST is defined as

EST = Edeloc
dist − Edeloc

undist, (5)

with Edeloc
dist being the energy of the system forced to have only

delocalized electrons and constrained in the distorted structure
of the system hosting polarons.

In addition to the FPMD and post-FPMD calculations, we
performed a set of static DFT+U calculations for selected
model structures in order to investigate individually the key
quantities driving the polaron formation at the (1 × 1) surface.
To this aim, we altered the charged-neutral state of the system,
with and without oxygen vacancies, by modeling the following
charged configurations:

(i) No oxygen vacancies and one excess electron (−1
charged system). This setup allows us to study individual
polarons with no perturbations coming from VO.

(ii) One oxygen vacancy with only one excess electron
(i.e., one of the two excess electrons provided by the VO is
neutralized by the manual addition of one extra hole) resulting
in a +1 charged system. This enables us to inspect directly the
effect of VO on the polaronic properties.

(iii) No oxygen vacancies and two excess electrons (−2
charged system), to study polaron-polaron interactions.

In addition to the 9 × 2 cells, we also built thicker 3 × 2 and
5 × 2 slabs containing eight rather than five Ti layers (two of
which were kept fixed at the bulk positions) in order to study the
properties of polaron formation as a function of the depth. We
calculated the relevant quantities for polaron formation (such
as EPOL, EST, and EEL) as a function of the position of a polaron
in the cell. The charged systems are automatically neutralized
by a homogeneous-background charge. We notice that, since
the polaronic energies are defined as differences (between
localized and delocalized solutions at a constant number of
electrons), adopting charged systems does not substantially

alter the results, regardless of the surface extension of the slabs,
as we tested for the 3 × 2, 5 × 2, and 9 × 2 slabs.

The excess electrons were localized in specific Ti sites of
the cell according to the following strategy, which includes
three consequential DFT+U calculations [33,54]:

(i) Vanadium chemical substitution at the Ti site(s) chosen
to host the polaron(s). This structure is relaxed by a DFT+U

calculation, which typically yields a strong distortion of the
lattice around the V site(s).

(ii) V atom(s) are replaced by the original Ti atom(s), and
a new relaxation is performed by selectively imposing a larger
value of U of 9.9 eV to facilitate the localization of the excess
electron(s) at the chosen Ti atom(s).

(iii) Final relaxation using the proper U value of 3.9 eV
for all Ti atoms, including the polaronic site. A practical note:
this final step was started by using the wave function of step
(ii) to facilitate the localization of the excess electron at the
chosen site. By using random coefficients for the initial wave
functions, the calculation could lead to a polaron localized in
a different Ti site or to a delocalized solution (excess electron
in the conduction band) [40,55–57].

The slabs adopted for the static model were also used to
estimate the energy barrier for polaron hopping between two
Ti sites. To this aim, we built intermediate polaronic structures
by linearly interpolating the initial and final polaronic struc-
tures [58]. An electronic self-consistent loop at fixed geometry
was performed in order to calculate the total energy at each
step.

We also analyzed the contribution of the electrostatic
potential on the polaron formation and dynamics by inspecting
the volume-averaged electrostatic potential energy for the
electrons (Epot) at each atomic site (this was computed also in
an additional setup, which is the +2 charged state: one VO plus
two extra holes neutralizing both of the excess electrons). The
density of states (DOS) and the distribution of the polaronic
charge density in real space were obtained using a large
plane-wave energy cutoff of 700 eV.

In the following, we refer to Fig. 1 for the notation of
the atomic sites in TiO2(110) surfaces. In particular, the A

sites are the fivefold-coordinated Ti atoms on the top layer
S0 and all the octahedrally coordinated Ti atoms at deeper
layers (S1 denotes subsurface, S2 denotes sub-subsurface, etc.)
below the TiAS0 row. The B sites are the Ti atoms bonded to
the twofold-coordinated O2c atoms and/or VO in the S0 layer
and all the octahedrally coordinated Ti atoms at deeper layers
below the TiBS0 row. For the (1 × 2) reconstruction, the Ti sites
below the reconstructed rows are named with Greek symbols,
with α and β replacing A and B, respectively.

III. FPMD RESULTS

We performed FPMD calculations to analyze the polaron
hopping at the reduced and reconstructed rutile TiO2(110)
surfaces. Figure 2 shows the results for the lowest VO concen-
tration, cVO = 5.6%. Here, two excess electrons originate from
the oxygen vacancy in the slab, and they form two polarons.
These polarons are initially localized at two subsurface TiAS1
sites, and they hop to different Ti sites in the S0 and S1
layers, in particular subsurface TiAS1 sites and surface TiAS0
sites [29,38] [Fig. 2(b)]. Conversely, the oxygen vacancy does
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FIG. 2. FPMD polaron hopping. A representative part of the results for the (1 × 1) surface with one oxygen vacancy in the 9 × 2 slab
(cVO = 5.6%) is shown. The gray rectangles highlight data discussed in detail in the main text. (a) T = 0 DFT+U energies (based on the
structures obtained by FPMD at 700 K and fully relaxed at T = 0 K). The most stable polaronic configuration is taken as a reference. The
up-pointing triangles, down-pointing triangles, and squares refer to configurations with the two excess electrons in the slab localized both at
the S0 layer, both at the S1 layer, and one polaron per S0 and S1 layer, respectively. The circled value indicates the case of a polaronic TiBS1

site. (b) Polaron positions at every FPMD step. The y axis indicates the polaron positions along each TiA and TiB [001] row (as sketched in the
inset). The thick lines indicate the polaron positions as obtained by the FPMD runs at T = 700 K, whereas cross-hairs are the corresponding
post-FPMD polaron configurations obtained at T = 0 K. The position of VO projected along the various [001] rows is shown by dashed circles.

not diffuse in the timescale (10−11 s) of the simulation (the
experimental diffusion rate is expected to be about 104 s−1 at
700 K [59]). The distinctly different configurations assumed
by the polarons during the FPMD run were further analyzed by
DFT relaxations at T = 0 K. The resulting total energies are
shown in the top panel of Fig. 2(a). The specific arrangement of
small polarons plays a crucial role in determining the energy
and stability of TiO2(110). According to DFT, at T = 0 K
the most stable configurations are those hosting both polarons
at TiAS1 sites located in adjacent TiAS1 rows (in agreement
with previous calculations [33,60] and experiments [27]). The
formation of two polarons in the same TiAS1 row has a high
energy cost, about 150 meV with respect to the most stable
configuration, and is indeed a relatively rare event (see the gray
area around 7500 fs in Fig. 2). Polarons hop easily between
adjacent sites along the TiAS1 row [26], which is quantified by
an energy barrier lower than approximately 200 meV, as we
estimated by interpolation of the atomic positions.

Polaron formation at S0 sites [filled squares in Fig. 2(a)]
is largely disfavored, leading to an energy increase of about
200 meV. In this case, our calculations yield an energy barrier
of approximately 350 meV for a polaron hopping from a TiAS1
to a TiAS0 site. However, depending on the specific location
of polarons in S0, significant energy changes occur. As an
example, the gray area around 9000–9500 fs in Fig. 2 highlights
an S0-S1 configuration that is only 90 meV less stable than the
optimal TiAS1 arrangement. This behavior can be traced back
to the relative distance and interaction between the S0 and S1
polarons as well as their interaction with the VO. This issue will
be discussed in more detail later on. At variance with charge
trapping at TiAS1 sites, polaron formation at TiBS1 sites occurs
very rarely [27], with only one observed event during an entire

FPMD run, and the energy of the corresponding configuration
relaxed at T = 0 K is comparable to the S0 configurations
[circled triangle in Fig. 2(a)].

We notice that in a few cases, during the T = 0 relaxations
the polaronic configuration changes with respect to the one at
700 K. We recall that we report the polaronic energies in terms
of the final configurations assumed at T = 0 K, which were
also used to determine the most favorable configuration at each
cVO level [35].

To quantitatively describe the polaronic hopping, we per-
formed a statistical analysis on the polaronic configurations
obtained in the FPMD run. Figure 3 shows the layer-resolved
polaronic distribution for all oxygen-vacancy concentrations
considered. At cVO = 5.6%, polaron hopping occurs mainly
among the Ti sites at the S1 layer [see Fig. 3(b)]. For higher
concentrations, the polarons populate more often the S0 layer,
and for cVO > 16.7%, also the S2 layer becomes sporadically
populated by polarons. At large cVO ’s, polaron localization in
S0 becomes progressively predominant. This trend is due to
the balance between two opposite effects: The ease of hosting
polarons in the subsurface layer, and in particular in TiAS1 sites
(dominant at low cVO ’s), and the strong repulsion between
nearby polarons (dominant at high cVO ’s) [35]. We previously
reported that the maximum density of polarons in S1 is 16.7%,
with an optimal arrangement involving one polaron every three
Ti sites along the TiAS1 rows and no polaron in TiBS1 [35]. In the
employed 9 × 2 cell, this leads to a maximum density of six
polarons in the S1 layer, arranged in a 3 × 1 pattern. Indeed,
Fig. 3(a) shows that the polaron density in S1 does not exceed
this limit. At larger cVO , polarons prefer to populate S0 rather
than undermining the 3 × 1 favorable configuration in the TiAS1
rows. In contrast to TiAS1 polarons, excess electrons in S0 reach
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FIG. 3. FPMD layer-resolved statistical analysis. (a) Average
number of polarons at the various layers per FPMD time step. The
dashed line represents the number of polarons (i.e., six polarons) sus-
tained by the 3 × 1 pattern in our 9 × 2 slab. (b) Overall occurrences
of polaron formation at the various layers. For the 1 × 1 phase, the
histogram bars represent from top to bottom the S0, S1, and eventually
S2 layers, while for the 1 × 2 phase the topmost bar refers to the
reconstructed layer.

higher densities in the TiAS0 rows, and localize also at the TiBS0
atoms near the VO. The increasing polaron-polaron repulsion
gradually weakens the stability of the surface and ultimately
leads to a (1 × 2)-Ti2O3 structural reconstruction, which is able
to accommodate a large amount of excess electrons at easily
reducible TiS0 sites. The details of this reconstruction were
discussed in our previous work [35].

Figure 4 collects information on the statistical analysis of
the polaron-polaron and polaron-vacancy interactions, which
are the key quantities for achieving a reliable picture of the
formation and dynamics of polarons. The correlation function
Rpol−pol displayed in Figs. 4(a) and 4(c) shows that polarons
in nearest-neighbor sites along the [001] TiAS1 row (i.e. at an
interpolaron distance of 2.97 Å) are extremely rare. Instead,
polarons prefer to maximize the distance between them as
manifested by the strong peak at 9 and 12 Å, corresponding
to a 4× and 3× periodicity in the nine-site-long TiAS1 row at
cVO = 5.6–11.1 % and 16.7%, respectively.

The correlation between polarons lying at different [001]
TiAS1 rows is rather homogeneous with a larger probability
to find polaron pairs at short distances, approximately cor-
responding to the inter-row distance of 6.6 Å [Figs. 4(a)
and 4(b)]. This implies that inter-row polaron-polaron repul-
sion is essentially ineffective. The nature of these peaks at short
distances becomes clear by considering the contribution of the
vacancy, which is summarized in Figs. 4(d)–4(f), in terms of
the correlation function RVO−pol. These data show a polaron-VO

attraction, which clearly influences the polaron distribution.
In fact, RVO−pol decreases with increasing polaron-VO dis-

tance, at any reported cVO , indicating the overall tendency
of polarons to occupy the TiAS1 sites nearest to the VO,
which is consistent with recent experimental observation [61].

FIG. 4. FPMD correlation. The radial distribution functions of the correlation between polarons (a), (b), (c) and between a polaron and the
nearest oxygen vacancy (d), (e), (f) are shown for the systems with 5.6%, 11.1%, and 16.7% oxygen vacancy concentration. Filled and empty
curves refer, in panels (a), (b), (c), to the correlation between two S1 polarons in the same and different [001] rows, respectively, and, in panels
(d), (e), (f), to the correlation between the oxygen vacancy and the S1 and S0 polaron, respectively. The positions of the TiAS1 (filled circles)
and VO (empty circle) sites are sketched. The site-resolved polaron-polaron correlation function along [001] is shown for the (1 × 2) and 50%
reduced (1 × 1) cases (g), (h). Here, the site-resolved correlation at null distance indicates the density of polarons per step on the various types
of Ti atoms.
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This polaron-VO attraction counteracts the polaron-polaron
repulsion and facilitates the short-range arrangement between
polarons in different rows, evidenced by the large peaks in
Rpol−pol at 6.6 and 7.0 Å, as well as in the same row, manifested
by the peak at 6 Å (revealing polarons at next-nearest-neighbor
TiAS1 sites) [see the empty and filled peaks in Figs. 4(a)–4(c)].
In the S0 layer, the VO-polaron correlation function shows that
the preferred site is the TiAS0 site next-nearest neighbor to VO,
at 4.7 Å. Finally, we note that even though polaron-polaron
repulsion hinders the formation of a TiAS0 polaron directly
above a TiAS1, the presence of an oxygen vacancy mitigates
the polaron-polaron repulsive interaction, and the formation
of such an S0-S1 polaron-complex sporadically occurs (not
shown).

At this point it is interesting to compare our data with avail-
able experimental data, in particular to acquire some insights
into the possible existence of surface S0 polarons. Surface-
sensitive experimental probes such as scanning tunneling
microscopy (STM) and scanning tunneling spectroscopy (STS)
provide clear evidence of the formation of S1 polarons, but
they do not report any direct indication of S0 polaronlike
in-gap states, at least at low temperature [35]. Similarly
to STM/STS, resonant photoelectron diffraction performed
at room temperature supports the formation of subsurface
S1 polarons, but some diffuse signals coming from surface
Ti atoms are detected that were tentatively assigned to S0
polarons [27]. Therefore, one might argue that S0 polarons
might be activated by temperature. As already mentioned, our
FPMD are done at 700 K, a choice motivated by the need
to increase the statistics by accelerating the polaron hopping.
As a coupled effect, high temperature enables S1 polarons to
overcome the energetic barrier and jump into the S0 layer.
At low T the appearance of S0 polarons in FPMD would be a
much rarer event, which would require very long time intervals
to be observed.

The presence of S0 polarons and their influence on ex-
perimentally measurable quantities is described well by the
simulated STM images shown in Fig. 5. Surface S0 polarons
are prominent in Fig. 5(a), obtained as a time average of
the charge of the polaronic states at each FPMD step at
the representative concentration cVO = 16.7%. At TiAS0 sites
nearest neighbor to VO (indicated with circles), S0 polaron
signals appear as particularly bright and diffuse spots. The less
intense and generally circular spots arise from TiAS1 polarons.
In experimental STM images [29,35], it is well-established
that TiAS1 polarons exhibit a dimerlike shape, in apparent
disagreement with our simulations derived from highT FPMD.
To recover the dimerlike feature peculiar to low-temperature
experiments, we constructed an STM image by averaging the
polaronic states over all FPMD-derived configurations owning
S1 polarons only. The resulting image, shown in Fig. 5(b),
is in excellent agreement with experiment and at the same
time satisfies the energetic requirements for favorable TiAS1
polarons (i.e., proximity to the vacancy, and a 3 × 1 pattern
that maximizes the polaron-polaron distance).

We conclude this part by discussing briefly the results
related to the (1 × 2) reconstructed phase that presents polaron
distributions similar to those obtained for the fictitious unre-
constructed phase at highly reduced conditions (see Fig. 3):

FIG. 5. Simulated STM. Post-FPMD DFT+U results for inequiv-
alent polaronic configurations, for a system with cVO = 16.7%. The
time-averaged simulated STM images of the in-gap states for the
whole FPMD run (a) and for configurations (1168 time steps) with
polarons in S1 only (b) are shown separately. Empty circles mark the
positions of the oxygen vacancies. Ball models representing the S0
surface layer are also shown.

Charge trapping takes place predominantly in S0 rather than
S1. Moreover, the Ti atoms in the reconstructed Ti2O3 layer
(Tirec) are found to host on average only 1 of the available 18
excess electrons per time step, due to the energetic instability of
polarons trapped at the reconstructed sites [35]. However, the
specific site-resolved polaron distribution is different, as evi-
denced in Figs. 4(g) and 4(h), where we compare the polaron-
polaron correlation obtained for the reconstructed Ti2O3 phase
with the corresponding (cVO = 50%) unreconstructed one (i.e.,
these two slabs have the same amount of excess electrons).
In the (1 × 2) phase, excess electrons prefer to be trapped at
the TiαS0 sites underneath the reconstructed rows. Interestingly,
at variance with TiAS0 polarons, excess electrons at TiαS0 sites
are even able to occupy adjacent sites. The reconstruction
does not alter the density of polarons in the adjacent TiAS0 row
(1 × 1 terrace), which on average hosts three polarons, as in
the (1 × 1) phase. The 3 × 1 pattern is preserved along the TiβS0
rows, which correspond to the TiAS1 sites in the (1 × 1) phase
(the TiβS0 sites are structurally more similar to the TiAS1 than to
the TiBS0 sites).

After having presented the main outcome of the FPMD-
based polaron-statistics, in the following section we com-
plement our analysis with the results of the static-model
calculations and will provide a global picture on the underlying
physics governing the formation and dynamics of polarons in
TiO2(110).
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FIG. 6. Polaron charge density. The side and top views of the
TiAS0 polaron (a), (b), TiAS1 polaron (c), (d), and TiAS2 polaron (e), (f)
are shown. The inner and outer isosurfaces represent different levels
of the charge density of the polaronic states. Faded spheres represent
deeper atoms in top-view images [S0 and S1 atoms not shown in panel
(f)].

IV. ANALYSIS AND DISCUSSION

As described in Sec. II, in order to acquire specific informa-
tion on the role played by the interaction channels determining
the polaron characteristics of TiO2, we disentangled the various
interactions and considered the individual contributions by
constructing suitable models with well-defined polaron pat-
terns. The results on the properties of isolated polarons are
discussed in Sec. IV A, whereas polaron-polaron and polaron-
vacancy complexes are discussed in Secs. IV B and IV C,
respectively. Finally, in Sec. IV D we discuss the combined
effects of polaron-vacancy and polaron-polaron interaction in
the neutral slab with one VO and two polarons. For the sake
of clarity and to allow for a more transparent interpretation
of the result, the whole section refers to the (1 × 1) unrecon-
structed phase only, at polaron and VO concentration within
the experimentally measured regimes (0–16.7 %).

A. Isolated polarons

The localization of polarons in the surface layers is a key
feature of TiO2 rutile, but a systematic characterization of the
intrinsic properties of isolated polarons is still lacking. Figure 6
shows the charge densities for isolated polarons (i.e., negligible

TABLE I. Orbital character (in percentage) of the TiA polarons
in the S1, S2, and S3 layers; the column “nonlocal” refers to the
amount of charge (in percentage) nonlocalized at the Ti site hosting
the polaron. The average bond-length distortion [see Eq. (6)] is also
indicated (in Å per atom). Data obtained for independent polarons in
the 5 × 2 slab.

Polaron dz2 dxz dyz dx2−y2 nonlocal D

TiAS0 22 48 30 0.10

TiAS1 57 14 28 0.07

TiAS2 71 29 0.07

interactions with VO and other polarons) at various Ti sites
(TiAS0, TiAS1, and TiAS2), which are distinct in terms of orbital
topology, degree of localization, and associated local structural
distortions. The corresponding orbital-projected analysis is
reported in Table I. The symmetry of the d orbitals is defined
in terms of the x, y and z directions, which correspond to
[001], [11̄0], and [110], respectively. The degree of charge
localization is accurately described by the DFT+U method
adopted here, which conveys results in agreement with hybrid
functional calculations [41]. To measure the degree of local
structural distortions, we computed the average bond-length
distortion D for the oxygen atoms Oi coordinated to the
polaronic Ti site:

D = 1

NO

∑

i=1,NO

|�Oi |, (6)

where NO is the number of O atoms (five for TiAS0 polarons and
six for TiAS1 and TiAS2), and �Oi = δloc

Oi
− δdel

Oi
is the distortion of

the bond length δ at each atomic site Oi between the localized
(polaronic) and delocalized solution.

TiAS0 polaron. The TiAS0 polaron is characterized by a
predominant dyz orbital character, mixed with a smaller dxz

contribution, well recognizable from the polaronic isosurfaces
displayed in Figs. 6(a) and 6(b). Remarkably, only two-thirds
of the polaronic charge density is localized at the Ti site.
The remaining 30% spreads away from the central Ti, and
hybridizes asymmetrically with the in-plane oxygen atoms
along the xy directions, the two nearest-neighbor Ti atoms
along [001], and atoms below the S0 layer. Polaron formation
in TiAS0 induces large structural distortions, mostly localized
around the polaron site, quantified by an average bond-length
distortion D of 0.10 Å per O atom. The Ti site hosting the
polaron relaxes outward along [110] by 0.14 Å. The in-plane
nearest-neighbor Ti-O bond lengths involving the O atoms
hybridized with the polarons increase by 0.05 Å with respect to
the positions in the nonpolaronic cell, while the remaining two
in-plane O are pushed away by 0.11 Å. The distortions involve
also the surrounding nearest-neighbor Ti atoms, which move
outward from the polaronic site by approximately 0.02 Å.

TiAS1 polaron. The TiAS1 polaron is instead characterized
by a dominant dz2 symmetry together with a smaller dx2−y2

contribution [41] [Figs. 6(c) and 6(d)]. One-fourth of the
polaronic charge density spreads away from the hosting Ti
atom: The hybridization with two Ti atoms in S0 determines
the dimerlike signal in STM images (see Fig. 5), while the
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hybridization with the two nearest-neighbor Ti atoms along
[001] affects the polaron-polaron interaction (as discussed in
Secs. IV B and IV D) and stabilizes the 3 × 1 pattern at high cVO

(discussed in Sec. III). The TiAS1 polaron is coupled with small
lattice distortions (D = 0.07 Å). The polaronic site moves
toward the surface by only 0.03 Å, the Ti atoms in the same
[001] row move inward by 0.03 Å, whereas the six octahedrally
coordinated O atoms relax outward by about 0.04–0.08 Å,
resulting in rather different in-plane and out-of-plane Ti-O
bond lengths.

TiAS2 polaron. Finally, in the S2 layer [Figs. 6(e) and 6(f)],
the TiAS2 polaron shows a clear dx2−y2 symmetry. Due to the
90 degree rotation of the coordination octahedron at the TiAS2
site with respect to the TiAS1 site, the polaronic cloud resembles
the symmetry of TiAS1 but extended in a plane parallel to the
(110) surface rather than the (11̄0) plane. Distortions for the
TiAS1 polaron are small (D = 0.07 Å): The polaron site is very
close to the original nonpolaronic Ti position; the closest Ti
sites move toward the polaronic site by 0.01 Å, whereas the
Ti-O bond lengths undergo changes of about 0.02–0.09 Å.

We also explored the formation of polarons at B sites in
S1 and S2 (not shown), and we found that the corresponding
polaronic charges have orbital symmetries very similar to
those forming at the A sites: TiBS1 and TiBS2 polarons exhibit
a dx2−y2 and dz2 symmetry, respectively, consistently with the
orientation of the coordination octahedron of the hosting site.

Summing up, different types of polarons can be formed
in TiO2(110) that carry specific orbital symmetries and are
coupled with a different degree of lattice distortion. In addition
to the TiAS0 polaron with dxz − dyz orbitals, we can identify
another type of small polarons at S1 and deeper layers, with dz2

and dx2−y2 orbitals, alternately along [110] and [11̄0] as a result
of the orientation of the local environment (i.e., the polaron
occupies a t2g orbital). The inner charge of S1 [Figs. 6(c)
and 6(d)] and S2 [Figs. 6(e) and 6(f)] polarons shows two lobes
extending along [001], toward the two nearest-neighbor Ti4+

atoms, with a consequent decrease of the Ti-Ti bond length.
In the S0 layer, the broken bonds at the surface make the TiAS0
atoms more negatively charged. As a result, the inner lobes of
S0 polarons do not extend along [001], and the two neighbor
TiAS0 sites move away from the polaronic Ti site [Figs. 6(a)
and 6(b)].

Clearly, these different types of polarons are not equally
stable and favored. The hosting site has a strong influence on
the polaron energies. This is shown in Fig. 7, where we plot
the polaron formation (EPOL), structural (EST), and electronic
(EEL) energies as well as the electrostatic potential energy Epot

for one excess electron in the 3 × 2, eight-layer-deep slab with
and without VO (qualitatively similar behaviors are obtained
at lower polaronic concentration, i.e., one excess electron in a
5 × 2 cell, not shown). The main result is that the S1 site is the
most favorable one for charge trapping, with some differences
due to the presence of a VO, and this can be rationalized by
inspecting the individual energy contributions, as elaborated
below.

In the absence of oxygen vacancies, polaron formation is
largely favored at S1 as compared with the other layers by
about 300 meV [see EPOL curve in Fig. 7(a)]. When polarons
are trapped in S0 or S2, the energy of the localized polaronic

FIG. 7. Polaron formation energy EPOL (a), strain energy EST

(b), and electronic energy EEL (c) of a polaron localized at TiA

sites at various depths (from S0 to S2). Results of stand-alone
DFT+U calculations on an eight-layer-deep, 3 × 2 slab with one
excess electron considering both the cases of one and no VO in the
cell. TiA sites closest to the VO at the S1 and S2 layers were considered,
while the next-nearest neighbor to the vacancy at S0 is shown. The
electrostatic potential energy for the electrons Epot (d) was obtained
on a neutral, pristine, 3 × 2, eight-layer-deep slab.

solution Eloc
relax is almost identical to Edeloc

relax (the energy of the
system with the excess electron delocalized in the conduction
band), resulting in essentially no energy gain, i.e., EPOL ≈ 0.
Despite the very large energy gain provided by EEL, the
formation of an S0 polaron is contrasted by a large structural
cost EST [Figs. 7(b) and 7(c)]. This is due to the large lattice
distortions at the undercoordinated atoms around the TiAS0
polaron (see Table I) and to the reduced electron screening at
the surface, which leads to an unfavorable energy Edeloc

constr for the
delocalized solution constrained in the distorted structure. In
the S2 layer (and deeper layers, not shown), polaron formation
is unfavorable due to a reduction of EEL and a still larger
structural cost due to the increased rigidity of the deep layers.
Conversely, charge trapping in S1 is preferable due to the
relatively small structural cost compared to the electronic
energy gain EEL. Remarkably, EEL follows the trend of the
electrostatic potential energy Epot [calculated for the neutral
slab; see Fig. 7(d)], which is very negative at S0 sites (i.e.,
more adapt to attract excess negative charge), and gradually
increases at deeper layers (finally saturating at S2).

The presence of an oxygen vacancy at the surface partially
changes this picture. Polaron formation in S1 is further sta-
bilized (EPOL ≈ −450 meV), and the reduced structural cost
to distort the lattice at S0 (from 800 to 500 meV) results in
a rather large EPOL, making polaron formation in S0 a more
favorable process as compared to the vacancy-free situation.
This strong reduction of the structural costs does not involve
subsurface layers, where EST changes only slightly (in the
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range of 20 meV), which is, however, sufficient to maintain
S1 as the most favorable site for polaron trapping.

Oxygen vacancies affect also the energy barrier for a
polaron to hop between two sites at different layers. In the case
of a pristine surface, the energy barriers for polaron hopping
from S1 to S0 and from S1 to S2 are relatively large, about
450 meV. The inclusion of a VO decreases significantly the
S1-to-S0 barrier, to ≈300 meV (a value similar to the one
found from the post-FPMD model, as discussed in Sec. III),
whereas the barrier for S1-to-S2 polaron hopping increases,
500 meV. These results indicate that VO plays the role of an
attracting center for a polaron. This issue will be inspected in
more detail in Sec. IV C.

To conclude this part, we highlight that the above analysis
is consistent and explains (in terms of energy balance) the
trend of the distribution of polarons among the various layers
reported in Fig. 3 and already discussed in Sec. III. At low
oxygen vacancy concentrations (cVO � 16.7%), polarons form
preferentially at the S1 layer with respect to S0 and S2. At
larger cVO they are gradually more attracted by S0 sites, and this
is also favored by the relatively small structural costs to further
distort the lattice at the surface. We recall that in our FPMD
runs we used a five-layer-deep cell (with the two layers at the
bottom kept fixed). This setup weakens EPOL and restrains the
formation of polarons in deep layers but is a physically valid
choice due to the inconvenience of forming polarons at layers
deeper than S1, as demonstrated by the results based on the
static-model approach.

B. Polaron-polaron interaction

This section focuses on the quantitative analysis of the
polaron-polaron interaction and its effect on the overall ener-
getics. Figure 8 collects the results obtained by the static-model
approach for a pristine 9 × 2 slab containing two excess
electrons. One polaron is kept fixed at a TiAS1 site, while the
second one is treated as a test polaron systematically localized
at different TiA sites in S1 and S0. Consistent with previous
studies [33] and in agreement with the results obtained with a
deeper slab and presented in Sec. IV A, the total energy of the
system is lower when both polarons are localized in S1 (see
down-pointing triangles).

The polaron energy EPOL depends strongly on the distance
between the test-polaron and reference polaron fixed at TiAS1,
regardless of the specific layer. In both S1 and S0, EPOL

decreases with increasing polaron-polaron distance. First, we
note that due to the strong electronic repulsion, we could
not obtain a configuration with the two polarons localized
at adjacent TiAS1 sites (2.97 Å) along [001] in a pristine cell,
unless forcing large local lattice distortions by using a larger
U of 5 eV. The spatially smallest polaron-polaron complex is
the one with the test-polaron located 2 Ti sites apart from the
reference polaron, corresponding to a polaron-polaron distance
of 5.93 Å. The energy gain to separate the polarons lying
along the same [001] row (filled S1 triangles) at a distance of
four lattice constants (11.87 Å) is quite large, 46 meV, clearly
indicating that polarons prefer to be spatially separated. The
trend of EPOL as a function of the polaron-polaron distance is
useful to determine the minimal setup to adopt in simulations
aiming to describe isolated polarons: By using fewer than three

FIG. 8. Polaron-polaron interaction. EPOL (in meV per polaron)
as a function of the distance between two polarons in the pristine
9 × 2 slab (−2 charged slab). One polaron is fixed at a TiAS1 site, with
the other one sitting in TiA sites in S0 (up-pointing triangles) and S1
(down-pointing triangles). Filled symbols refer to sites lying in the
same (11̄0) layer (perpendicular to the surface layers) as the reference
polaron fixed at TiAS1, whereas empty symbols indicate sites in the
nearest-neighbor (11̄0) layer formed by TiA atoms. The insets show
the in-gap DOS polaronic peaks for two particular configurations
(energy values in eV units, with respect to the bottom of the conduction
band). The spatial distribution of the polaronic charge is also shown
for polarons located at two next-nearest-neighbor TiAS1 sites (two
lattice constants apart, ≈6 Å).

lattice sites along [001], the overlap of the polaronic charge-
density clouds is large, and the spurious interactions between
a polaron and its periodical image are not negligible [62].

If the two polarons are localized in two adjacent TiAS1 [001]
rows (empty S1 triangles), variations on EPOL are rather small
(25 meV), and mostly attributable to the structural EST con-
tribution (EEL varies only slightly, not shown, since screening
effects weaken the polaron-polaron Coulomb repulsion at large
distance).

Importantly, the increasing stability with increasing dis-
tance is reflected in the location and topology of the polaronic
level within the gap region. At larger separation, the polarons
do not interact among each other and form independent polaron
peaks, which are degenerate in energy. Conversely, spatially
confined polaronic pairs split this degeneracy and give rise to
a double-peak structure due to the enhanced polaron-polaron
interaction. This issue will be discussed in more detail in
Sec. IV D.

An analogous trend is observed when the two polaron are
localized in different layers, at TiAS1 and TiAS0 sites (up-pointing
triangles). In this case, we could form a spatially confined
polaron-polaron complex within a distance of ≈4 Å (one
polaron above the other), but the resulting EPOL is positive,
indicating an intrinsic instability of this solution. This is due
to the repulsive interaction between the S0 polaron with the
electronic cloud of the S1 polaron, which spreads toward the
surface TiAS0 sites right above: The corresponding reduction
of the electronic energy gain EEL is not compensated by the
gain in the structural energy EST, determined by the smaller
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FIG. 9. Polaron-vacancy interaction. (a) EPOL as a function of the
distance between the oxygen vacancy and the polaron, included in the
9 × 2 slab (i.e., cVO = 5.6%, +1 charged system). The polaron ex-
plores the TiAS0, TiAS1, and TiBS1 sites. Defect states at TiBS0 sites adjacent
to the VO (not reported) show a large positive EPOL (�300 meV). (b)
Epot on TiAS1 and TiBS1 sites as a function of a distance from the oxygen
vacancy, in the +2 charged slab (one VO and no excess electrons). In
both panels, filled and empty symbols represent polaron positions with
the same or different [11̄0] coordinate with respect to VO, respectively.

lattice distortions required to accommodate spatially confined
polaron pairs.

C. Polaron-VO interaction

As mentioned above, the removal of an oxygen O2c atom
from the surface creates a positively charged vacancy that it
is expected to behave as an attractive center for the negatively
charged polarons. Figure 9 offers an overview on the effects of
the VO on an individual polaron. To model this situation, we
consider the reduced 9 × 2 slab containing one single VO and
an extra hole that neutralizes one of the two excess electrons
provided by the VO. These data confirm that polaron formation
is energetically favored in proximity to the vacancy [30,63] for
essentially all considered sites [Fig. 9(a)]. Forming a polaron
at the TiAS1 site closest to the VO is 95 meV more favorable than
for large (14.54 Å) polaron-VO distances.

The polaron-VO attractive interaction influences in partic-
ular the propensity of TiBS1 sites to host polarons. As already
mentioned, in the pristine cell the formation of polarons in
B sites is unstable (EPOL > 0). The presence of a surface
vacancy reduces the strain cost and increases the electronic gain
(not shown) associated with the TiBS1 polarons, making polaron
formation at B sites possible (negative EPOL) for polaron-VO

distances smaller than approximatively 8 Å.
The trend of EPOL correlates well with the electrostatic

potential. This is shown in Fig. 9(b) by comparing the elec-
trostatic potential energy Epot for Ti A and B sites in S1. At
a long distance from the VO, Epot is largely more negative at
TiAS1 sites (more suitable for polaron formation) as compared to
TiBS1 sites, due to a different degree of local-structure distortions

induced by the broken symmetry at the surface. By decreasing
the distance from the VO, Epot decreases quickly at TiBS1 sites
and stabilizes the polaron formation (negative EPOL). Thus,
TiAS1 and TiBS1 sites, despite being similar in terms of the local
structural coordination and possibly geared to host polarons
with similar orbital symmetry (dz2 and dx2−y2 , respectively),
do have a very different EPOL as a consequence of the very
different electrostatic potential.

S0 sites follow a similar trend of EPOL, with the exception
of the TiAS0 site nearest neighbor to VO, which is energeti-
cally less favorable than the next-nearest-neighbor one [33],
as evidenced by the kink at about 4.5 Å. Moreover, the
nearest-neighbor TiAS0 polaron retains a dominant dx2−y2 orbital
character (52%), at variance with all other TiAS0 polarons that
show a dxz-dyz symmetry.

Consistent with the trends of EPOL, the distinct polaronic
state (not shown) lies at different energies in the gap region.
In fact, the polaronic state depends on the type of hosting site
and on the interweaved interaction among polarons as well as
on the interaction between polarons and VO, which strongly
depend on the relative positions. Therefore, by considering
only the TiAS1 polarons observed by experiments [27,35], our
data suggest that modifications on the energy of the polaronic
in-gap state should be interpreted as a result of the interaction
with other polarons and oxygen vacancies, rather than an
intrinsic property of the isolated polaron [6]. We will further
discuss the DOS structure in the next section.

D. Combined VO-polaron and polaron-polaron effects

This final section focuses on the combined polaron-polaron-
vacancy effects in the neutral system, containing one VO and
two polarons, modeled with the standard 9 × 2 slab.

Besides facilitating individual charge trapping at the surface
and subsurface sites, the presence of an oxygen vacancy
weakens the strong repulsion between polaron pairs localized
at adjacent TiAS1 sites along [001]. This allows us to study
the evolution of the polaronic properties as a function of the
polaron-polaron distance from very short to large separation.
The results are collected in Fig. 10.

Although the formation of adjacent polarons is clearly not
one of the most favorable configurations, EPOL is negative [see
Figs. 10(a) and 10(b)], and the energy gain is influenced by the
orientation of the polaronic spins [23,33,64]. A polaron can be
described as a localized spin, and when the distance between
polarons is reduced, it is important to take into account the
magnetic ordering of the polaron complexes. We do so by
testing two different spin configurations, namely parallel and
antiparallel. As expected, when the spins are separated by only
one lattice constant, the antiferromagnetic state (resulting in a
zero total magnetization) is the energetically more favorable
solution and is characterized by two polaronic peaks at the
same energy, ≈0.65 eV below the bottom of the conduction
band [two-spin channel DOS in Fig. 10(a)]. In contrast, the
parallel alignment induces a large splitting between the two
polaronic peaks of about 0.6 eV [Fig. 10(b)]. The two distinct
spin-polarized solutions exhibit different orbital symmetries,
as graphically visualized in the spin-dependent isosurfaces
shown in Figs. 10(f)–10(i). In the antiparallel spin case, the
orbital occupation of one polaron is not drastically altered
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FIG. 10. VO-polaron and polaron-polaron combined effect for polarons in TiAS1 sites. (a)–(e) DOS calculated for two polarons at various
distances with opposite (a) and parallel (b)–(e) spins. The total DOS and the projection on the two polaronic sites are shown with filled and
dotted curves, respectively. One polaron is fixed at the TiAS1 closest to VO while the other one is localized at various sites of the same [001] Ti
row. The respective EPOL is indicated on each panel (in meV per polaron). (f)–(i) Spatial charge density of the polaronic states for two adjacent
polarons with opposite (f), (g) and parallel (h), (i) spins. Each state is shown separately: spin-up (f) and spin-down (g) charge densities for the
antiferromagnetic configuration, and the charge densities of the −0.90 eV (h) and −0.35 eV (i) energy states for the parallel-spin configuration.
The insets show the simulated STM resulting from the in-gap states.

by the overlap with the electronic cloud of the other polaron
in the neighboring site, which belongs to a different spin
channel. Therefore, the two polarons individually retain the
same dz2 orbital character, typical of TiAS1 polarons [Figs. 10(f)
and 10(g)]. Conversely, within the parallel-spin configuration,
the polarons are no longer fully localized in one specific
site, rather the electronic charge of each polaronic state is
shared between the two adjacent Ti sites [see the partial
DOS in Fig. 10(b) and isosurfaces in Figs. 10(h) and 10(i)].
The spin-integrated STM signals of the adjacent polaron-
pairs are qualitatively similar for the two spin alignments
[insets in Figs. 10(f) and 10(g) and Figs. 10(h) and 10(i)],
both very different from a superposition of two double-lobed
shapes typical of individual polarons [see Fig. 5(b)]. They are
characterized by a weak spot in the middle between two bright
ones, separated by two lattice constants. Only spin-dependent
STM would be able to experimentally detect the difference
between the parallel and antiparallel orderings. In fact, the two
brightest spots in the antiparallel case come from one specific
spin channel [compare the polaron isosurfaces in the top layer
in Figs. 10(f) and 10(g)]. But, as already highlighted, this is
not a likely polaronic configuration in TiO2(110), while it was
experimentally observed in materials with a high density of
polarons and a similar lattice structure [65].

The spin-dependent splitting of the polaronic state van-
ishes very rapidly with the distance, due to the reduction
of the overlap of the polaronic clouds. For next-nearest-
neighbor spins, the polaronic energy difference between par-
allel and antiparallel orderings reduces to less than 1 meV.

In the following, therefore, we only discuss the parallel-spin
solution.

By separating the polarons by one additional site along
[001] (i.e., two TiAS1 atoms 5.9 Å apart), the splitting reduces
to 0.1 eV and the spin-dependent polaron charge is almost
equally distributed among the two Ti sites [see Fig. 10(c)].
As compared to the analogous configuration of two polarons
located 5.9 Å apart without an oxygen vacancy (inset in Fig. 8),
the energy separation between the two polaron peaks is not
largely affected by the introduction of the VO, confirming
that the nature of the splitting should be attributed to the
polaron-polaron interaction. However, in the presence of a
VO, both states are shifted toward deeper energy by 0.3 eV,
leading to an enhanced EPOL (−264 meV rather than −94 meV
observed in the slab without VO; see Fig. 8), with a major
contribution arising from the electrostatic potential, and only
a slight reduction of the structural cost.

By further increasing the distance along [001], the two
polarons can be effectively considered as independent from
each other. In fact, the charge overlap is negligible for inter-
polaron distances of at least three TiAS1 sites, with a consequent
reduced repulsion between the polarons. The splitting is
strongly reduced, and each polaron is localized around its TiAS1
trapping center [Figs. 10(d) and 10(e)], mimicking the situation
of antiparallel aligned adjacent polarons [Figs. 10(a), 10(f)
and 10(g)]. It is important to note that the residual splitting
between the two peaks for a distance of 8.9 and 11.9 Å does
not originate from polaron-polaron repulsion effects, rather
it is due to the fact that polarons are trapped in inequivalent
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positions with respect to the VO. EPOL saturates to a value
of about −280 meV, since both attractive (VO-polaron) and
repulsive (polaron-polaron) interaction decay rapidly with
increasing separations. Consistently, the deepest polaronic
peak remains located at about −0.9 eV, the typical energy level
associated with individual polaronic states in proximity to a VO.
As mentioned before, we found that in defect-free samples, the
polaron is less stable and the characteristic polaronic peak is
instead typically located at about 0.6 eV below the bottom of
the conduction band.

V. SUMMARY AND CONCLUSIONS

In this work, we have analyzed the conditions for the
formation of polarons and their dynamics in the reduced rutile
TiO2(110) surface by using first-principles static and dynamic
calculations in the framework of DFT+U and FPMD (at
T = 700 K). The excess electrons were obtained by removal
of oxygen atoms in the surface layer, and a wide range of
VO concentrations were considered from cVO = 0 [pristine
(1 × 1)] to cVO = 50%.

During the FPMD runs, thermally activated hopping drives
the polarons to a wide variety of configurations. At low cVO ,
polarons reside predominantly at the S1 subsurface layer,
which is energetically favored. At cVO = 16.7%, the polarons
tend to populate the S1 layer with an optimal 3 × 1 pattern,
which avoids the repulsive interaction of negatively charged
electronic clouds occurring at short polaron-polaron distance.
At higher concentrations (cVO > 16.7%), the distribution of
polarons in the system is too high to preserve the 3 × 1
pattern in S1, and polarons start to form in S0 sites. At higher
concentration, the high density of polarons in the surface
and subsurface layers destabilizes the 1 × 1 surface, and the
systems undergoes a (1 × 2) structural reconstruction, which
is able to host a larger number of polarons [35].

Each inequivalent polaronic configuration observed in the
FPMD was further analyzed with DFT+U at T = 0 K, in
order to calculate EPOL and understand the energy balance. To
disentangle the different effects contributing to the degree of
stability of the various polaron configurations, and to address
the role of polaron-polaron and polaron-vacancy interactions,
we employed static models, in which we selectively varied
the number and relative distance of polarons and VO’s in the
(1 × 1) system. Moreover, we engineered the position of the
polarons in order to explore a large ensemble of configurations
and to compare the resulting polaronic properties. These results
provide a clear and comprehensive picture.

We found that various Ti sites are able to host polarons,
which differ by their specific location in the slab and by the
different local chemical and structural environment. This gives
rise to different types of polarons with distinct characteristics
in terms of orbital symmetry, spatial localization, and local
structural distortions. In the (1 × 1) phase, polaronic TiAS0 sites
are accompanied by larger local distortions of the lattice, with a
polaronic cloud exhibiting a dxz-dyz orbital. At deeper layers, A
and B Ti sites are able to host dz2 + dx2−y2 and dx2−y2 polarons,
alternately in the [110] and [11̄0] directions, consistently with
the orientation of the coordination octahedra. The TiAS1 atoms
are the most energetically stable sites for isolated polarons, in
agreement with experimental observations. The electrostatic

potential at TiAS1 sites is stronger, due to the local-structure
distortions induced by the broken symmetry at the surface,
and it determines an electron energy gain EEL large enough to
overcome the small strain energy cost EST required to locally
distort the lattice and accommodate a polaron. Conversely, the
TiAS0 sites suffer from a large strain energy cost EST to distort
the lattice in the defect-free surface, while the formation of
polarons at TiBS1 sites is hindered by an unfavorable electrostatic
potential. The presence of a vacancy on the surface increases
the flexibility of the lattice, thereby lowering the EPOL in both
surface and subsurface Ti sites. In general, we found that VO’s
act as attractive centers for polarons (a situation also observed
in other oxides [66]), reduce EST, increase the electronic gain
EEL (due to an attractive electrostatic potential), and they can
influence the orbital symmetry of the neighboring polarons.

The polaron-polaron interaction is clearly repulsive and
is particularly effective at small distances. Polaron pairs at
nearest-neighbor TiAS1 sites along [001] only form in proximity
to an oxygen vacancy, whose electrostatic potential mitigates
the strong polaron-polaron repulsion enhanced by the overlap
of the polaronic charges. In this configuration, the energy level
of the characteristic in-gap polaron peak as well as its shape
depend significantly on the spin alignment of the two polarons.
The antiferromagnetic configuration is energetically more
favorable and results in polarons at degenerate energy levels,
with electronic clouds resembling the features of isolated TiAS1
polarons. Conversely, for ferromagnetically aligned spins, the
two polarons are shared equivalently by the two hosting TiAS1
sites, with a splitting of the polaronic states of about 0.6 eV. At
larger interpolarons distances (e.g., more than two sites apart
along the [001] row), the charge overlap becomes negligible:
antiferro and ferro solutions are degenerate in energy, and the
polaron charge remains distinctively localized in one single
TiAS1 site.

In conclusion, the results presented here offer a valid key to
interpret the behavior of small polarons in TiO2, and we believe
they are representative of the general behavior of polarons in
oxides. In particular, in oxide surfaces the site-specific polaron
characteristic will influence the interaction with adsorbates and
is expected to play a crucial role in catalysis. These issues will
be discussed in future works.

From a technical point of view, our study confirms the need
to control the charge trapping process in simulations rather than
relying on the spontaneous electron localization, which in some
cases could lead to a local (i.e., not global) energy minimum,
as in reducible oxides such as ceria [67]. Finally, we would
like to underline the importance of adopting large supercells
in order to minimize the spurious overlap among polaronic
orbitals and to avoid rigid constraints on the polaron-induced
lattice relaxations.
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