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Quasiparticle band structures of CuCl, CuBr, AgCl, and AgBr: The extreme case
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We present a systematic study of the quasiparticle band structures of transition-metal halides CuCl, CuBr, AgCl,
and AgBr. We show that GW calculations for cuprous halides are significantly more challenging computationally
than ZnO, a much-discussed extreme case. The local-density approximation (LDA) within density functional
theory severely underestimates the band gaps of CuCl and CuBr due to the inaccurate treatment of the semicore
d electrons. As a result, many-body perturbation calculations within the G0W0 approach fail to give accurate
quasiparticle properties starting from the LDA mean-field solution. The LDA + U method (with the screened
Coulomb and exchange parameters calculated using a constrained random-phase-approximation approach), on
the other hand, provides a much better starting point for subsequent G0W0 calculations. When properly converged,
the G0W0/LDA + U approach is able to reproduce the experimental minimum band gaps of all four compounds to
within 0.1 eV. These results, however, can be achieved only by applying extremely high cutoff parameters, which
would be very difficult without using our recently developed accelerated GW approach. Our work demonstrates
the applicability and accuracy of the G0W0/LDA + U method in predicting the quasiparticle band structure of
these materials and other systems involving localized semicore states.
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I. INTRODUCTION

The GW method [1–3] is one of the most successful and
theoretically well based methods for predicting the excited-
state properties of materials. Its predictive power is, however,
sometimes obscured by several issues in practical calculations.
For some materials (most simple sp materials, including
Si, Ge, and GaAs), the calculated properties may appear to
be fairly insensitive to various numerical cutoff parameters;
for others (including, but not limited to, MgO, ZnO, and
the systems discussed in this work), underconverged results
may lead to false predictions [4,5]. The convergence issue
is further complicated by the fact that GW calculations are
often computationally demanding, and imposing small cutoff
parameters is sometimes not just a convenience but a require-
ment, especially for large and/or complex systems and for
materials containing localized semicore states. As we will
show in this work, cuprous and silver halides are among the
most challenging systems for GW quasiparticle calculations.
In fact, these materials are sometimes (incorrectly) regarded
as examples for which the widely used G0W0 (also known as
one-shot GW) [2] approach fails to give accurate predictions.

The cuprous and silver halides are an interesting class of
ionic semiconductors found in various applications. Cuprous
halides (CuX, X = Cl, Br) form the end class of tetrahedrally
coordinated binary semiconductors. These materials have at-
tracted continuous research interest both for practical applica-
tions and for understanding the fundamental semiconductor
physics. CuCl is a wide-gap semiconductor (quasiparticle
gap Eg = 3.399 eV [6]) which has been actively studied for
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its unusual linear and nonlinear optical properties [6–10],
including a large exciton binding energy of over 190 meV
[6,7] and an extremely sharp excitonic Z3 peak [6]. AgCl
and AgBr are the primary materials used in photographic and
photochromatic applications.

Surprisingly, although the basic electronic structures of
cuprous and silver halides have been studied by several groups
[11–16] within density functional theory (DFT) [17,18], to the
best of our knowledge, there have been no reports of systematic
studies of the quasiparticle band structure of these materials
using the GW method. It turns out that GW calculations for
cuprous halides are significantly more challenging than the
much-discussed extreme case of ZnO [4,19,20]. In fact, a
straightforward (but underconverged) G0W0 calculation start-
ing from the Kohn-Sham local-density approximation (LDA)
solutions, which would normally give excellent results for
simple sp materials such as Si or Ge, gives a quasiparticle
band gap of about 1.6 eV for CuCl, compared with the
experimental gap of 3.4 eV. Unfortunately, fully converged GW
calculations for these materials using conventional methods are
prohibitively expensive, as we will show later.

We have recently implemented an efficient and accurate
method [5] that can drastically speed up GW calculations,
enabling fully converged GW calculations for complex sys-
tems at a fraction of the computational cost compared with
the conventional methods. In this work, we apply this method
to investigate the quasiparticle band structures of Cu and Ag
halides, aiming at illustrating the difficulty of GW calculations
for systems involving localized d states and the importance of
the convergence issue in GW calculations for these systems.
We show that, once the calculations are fully converged, the
LDA + U/G0W0 method is able to give very accurate results
for systems with localized semicore states.
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TABLE I. Experimental lattice parameters used in this work. ZB
stands for the zinc-blende structure, and RS stands for the rocksalt
structure.

Property AgCl AgBr CuCl CuBr

Structure RS RS ZB ZB
Lattice constant (Å) 5.546 [22] 5.772 [22] 5.420 [23] 5.696 [23]

II. COMPUTATIONAL DETAILS

The pseudopotential plane-wave-based DFT calculations
are carried out using the PARATEC package [21]. We use
the Troullier-Martins norm-conserving pseudopotential [24].
Semicore electrons, namely, the 4s, 4p, and 4d electrons of
silver and 3s, 3p, and 3d electrons of copper, are included
in the calculations. In order to describe accurately the highly
localized semicore states, we used a 200-Ry plane-wave cutoff
for AgX and 250-Ry cutoff for CuX (X = Cl, Br). The
experimental crystal structures used in this work are tabulated
in Table I. The Brillouin zone integration is carried out using
a 6 × 6 × 6 uniform k grid.

The screened Coulomb U and exchange J used in the
LDA + U [25,26] calculations are calculated using a recently
developed method [27,28] that combines the constrained
random-phase approximation (cRPA) [29–32] and the maxi-
mally localized Wannier functions (MLWFs) [33] approaches.
Briefly, we first calculate the dielectric function within the
cRPA [27,28] and construct the MLWFs for the d states. The
intrachannel polarizability is calculated using a wave-function
projection technique [27,34]. The 5 × 5 Uij and Jij parameters
are evaluated as

Uij =
∫

drdr′|φi(r)|2Wc(r,r′)|φj (r′)|2 (1)

and

Jij =
∫

drdr′φ∗
i (r)φ∗

j (r′)Wc(r,r′)φi(r′)φj (r), (2)

where i and j are the indices of the Wannier functions and Wc

is the screened Coulomb interaction calculated using the cRPA
dielectric function [27]. The U and J parameters used in the
LDA + U calculations are then given by U = 1

(2l+1)2

∑
ij Uij

and J = 1
2l(2l+1)

∑
i �=j Jij , where l = 2 for d orbitals. These

two parameters are then used to reconstruct the screened
Coulomb and exchange matrix elements in the DFT + U

[25,26,35] calculations, as discussed in our previous work [36]
and references therein. The calculated U and J parameters
depend on the quality of the MLWFs φi , which should be
optimized to closely resemble the features of the subshell
orbitals we are interested in. Figure 1 illustrates the constructed
Wannier functions for copper 3d orbitals in CuBr, which
clearly show the shapes and symmetry of the d orbitals.

Table II shows the calculated U and J parameters for
the four compounds studied in this work. We mention that
all U and J parameters are calculated self-consistently, as
discussed in our previous work [27]. Briefly, we first carry out
DFT (i.e., by setting U = J = 0) calculations and evaluate
the U and J parameters. These parameters are then used in
subsequent DFT + U calculations, and the U and J parameters

FIG. 1. Five maximally localized Wannier functions optimized
for copper d states displaying the characters of spherical harmonics
with l = 2. The top three Wannier functions have t2 symmetry, and
the bottom two have e symmetry.

are recalculated until the input and output parameters become
the same. Simple linear extrapolations can greatly accelerate
the convergence process. Overall, the Coulomb U for Cu 3d

states is about 1 eV greater than that for Ag 4d. Silver halides
have almost the same U and J parameters, and so do the
cuprous halides.

The GW quasiparticle calculations are carried out using a
local version of the BERKELEYGW package [37]. The recently
developed acceleration technique [5] is employed to evaluate
the summations over a large number of conduction bands.
The Hybertsen-Louie generalized plasmon-pole model (HL-
GPP) [2] is used to extend the static dielectric function to
finite frequencies. The MLWFs are constructed using the
WANNIER90 package [38], and the quasiparticle band structures
are calculated using the Wannier interpolation technique [33].
The spin-orbit coupling (SOC) effects are included as a first-
order perturbation [39–41] to the quasiparticle energies.

III. RESULTS AND DISCUSSION

A. The LDA and LDA + U band structures of CuCl and AgCl

Before we present the GW results, we would like to discuss
some general features of the band structures of Cu and Ag
halides calculated with the LDA and LDA + U functionals,
using CuCl and AgCl as examples. It is well known that the
LDA underestimates the binding energy of localized d states
in semiconductors. In the case of ZnO, this underbinding of the
Zn d states gives rise to strong pd hybridization which pushes
the oxygen p states up, resulting in a very small LDA band gap
of about 0.7 eV [4], compared with the experimental gap of
about 3.6 eV [4,42,43] after correcting for the electron-phonon
and excitonic effects. The LDA result for CuCl is even worse
than that for ZnO.

The top panels of Fig. 2 show the projected band structure
of CuCl calculated within the LDA. The top five valence bands

TABLE II. Calculated screened Coulomb interaction parameter
U and exchange interaction parameter J .

Parameter AgCl AgBr CuCl CuBr

U (eV) 5.2 5.0 6.1 6.1
J (eV) 0.6 0.6 0.9 0.8
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FIG. 2. Band structure of CuCl calculated within the LDA (top)
and the LDA + U (bottom) methods. The projection of the Kohn-
Sham wave functions onto the atomic Cl 3p (red) and Cu 3d (blue)
states is shown as vertical bars superimposed on the band structures.

are mainly of Cu 3d character, and the bottom three valence
bands are derived from the Cl 3p states. The underbinding of
the Cu d bands is so severe that the LDA predicts a band gap
of only 0.32 eV for CuCl, compared with the experimental gap
of 3.40 eV. Not surprisingly, a straightforward (but undercon-
verged) G0W0 calculation starting from the LDA Kohn-Sham
solution gives a GW band gap of about 1.6 eV for CuCl, as
we will discuss in detail later. For CuBr, the LDA band gap is
0.24 eV, compared with the experimental gap of 3.08 eV. The
underestimation of the binding energy of the semicore d states
also results in an inaccurate account of the pd hybridization
effects in these materials, further complicating the reliability
of the G0W0 approach.

In the bottom panels of Fig. 2, we show the projected LDA +
U band structure of CuCl. In comparison with the LDA band
structure, several important features are readily seen. First, the
lowering of the d bands within the LDA + U method gives rise
to a much larger DFT band gap of 1.48 eV for CuCl, which
is more consistent with the typical accuracy of DFT results
for semiconductors. In addition, the lowering of the d bands
also results in an enhanced pd hybridization, as can be seen
from Fig. 2. The top three valence bands now have appreciable
Cl p components, and the bottom three valence bands have
significant admixture of d components.

Figure 3 compares the projected band structures of AgCl
calculated using the LDA and the LDA + U functionals. AgCl
assumes a rocksalt structure and has an L to � indirect band
gap. The application of an on-site Coulomb U also results in
a noticeable enhancement of the Cl p component in the top
valence band and an increase (from 0.59 to 1.14 eV) in the
calculated minimum indirect band gap. The eight hybridized
pd valence states are nearly degenerate at the � point
within the LDA and are separated into two groups, one with
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FIG. 3. Band structure of AgCl calculated within the LDA (top)
and the LDA + U (bottom) methods. The projection of the Kohn-
Sham wave functions onto the atomic Cl 3p and Ag 4d states is
shown as vertical bars superimposed on the band structures.

predominantly Cl p characters and the other with Ag d char-
acters within the LDA + U method. These changes, although
significant, are not as dramatic as those observed for CuCl.

In our previous work [4], we showed that a combination of
LDA + U and G0W0 can accurately predict the quasiparticle
band gap of ZnO as long as the calculations are adequately
converged. In fact, this approach has been applied to several
other systems [44–46] and showed very promising results.
There are several motivations behind the use of the LDA + U

solution as a starting point for subsequent GW calculations.
The LDA + U approach describes better the localized d states
and the pd hybridization, which significantly improve the
quality of the quasiparticle wave functions. In addition, the
LDA + U solution improves the calculated Kohn-Sham band
gap, resulting in better dielectric screening properties. Table III
compares the calculated macroscopic optical dielectric con-
stants, ε∞ = limq→0 1/ε−1

00 (q), using the LDA and LDA + U

approaches with experiment. It is clear that the LDA + U

approach gives results that agree better with experiment,
particularly for CuCl and CuBr. Therefore, it is conceivable
that GW calculations starting from the LDA + U solution will
be able to give better results than the G0W0/LDA approach
for these systems.

TABLE III. Comparison between the calculated macroscopic
dielectric constant and experiment.

ε∞ AgCl AgBr CuCl CuBr

LDA 5.4 6.6 18.5 54.6
LDA + U 5.3 6.2 4.4 5.2
Experiment 3.7 [47], 3.97 [48] 4.68 [48] 3.61 [49] 4.06 [50]
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B. Convergence behavior of the GW results for CuX and AgX

Conventional GW calculations involve two computationally
expensive summations over conduction bands in calculating
the dielectric function ε and the Coulomb-hole (COH) part
of the self-energy operator �COH(E). For example, the COH
matrix element [37] between states |nk〉 and |n′k〉 is

〈nk|�COH(E)|n′k〉

= i

2π

all
bands∑
n′′

∑
qGG′

M∗
n′′n(k,−q,−G)Mn′′n′ (k,−q,−G′)

×
∫ ∞

0
dE′

[
εr

G,G′ (q; E′)
]−1 − [

εa
G,G′(q; E′)

]−1

E − En′′k−q − E′ + iδ
Vc(q + G′),

where εr (εa) is the retarded (advanced) dielectric func-
tion, Mnn′ (k,q,G) = 〈n,k + q|ei(q+G)|n′,k〉, and Vc(q) is the
Fourier transform of the bare Coulomb interaction. The above
band summation should, in principle, include all conduction
(empty) states in the Hilbert space of the Kohn-Sham Hamil-
tonian, and the dimension of the dielectric matrix should be
the same as that of the Kohn-Sham Hamiltonian. In practice,
however, truncations are almost always applied to both the
band summation and the size (i.e., the kinetic-energy cutoff)
of the dielectric matrix.

The reason that GW calculations for systems involving
localized d states are significantly more challenging than those
for simple sp materials is twofold. First, the convergence of
GW results with respect to the number of conduction bands
included in the calculations of both the dielectric function and
the COH energy can be extremely slow for systems containing
localized states, which means that one needs to include a very
large number of bands in the summation to achieve reasonably
converged results. Second, one also has to ensure that the size
of the dielectric matrix εG,G′ is large enough that contributions
to the correlation energy from high-G components are properly
taken into account.

These convergence issues, if not properly addressed, can be
a source of confusion since underconverged results reported
by different groups may vary significantly. For large systems,
it is extremely difficult (if possible at all) to perform fully
converged GW calculations using the conventional band-by-
band summation method. Our recently developed method [5]
effectively allows including all conduction bands in GW calcu-
lations, enabling fully converged GW calculations at a fraction
of the computational cost compared with the conventional
method. We mention that for some systems, it is possible that
the calculated quasiparticle band gap appears to converge well,
while the self-energy of the conduction-band minimum (CBM)
or the valence-band maximum (VBM) does not converge
because of error cancellation. This can happen only when the
CBM and VBM wave functions share similar characters. For
systems such as ZnO, however, the wave function of the VBM
states is derived from strongly localized atomic states (i.e.,
oxygen 2p states hybridized with Zn 3d states), whereas the
CBM state (Zn 4s) is highly delocalized. The convergence
behavior of the calculated band gap is thus controlled by that
of the localized VBM states. The situation here is actually
more challenging than the much-discussed extreme case of
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FIG. 4. Convergence behavior of the calculated GW band gap of
CuCl: comparison between the GW/LDA (top) and the LDA + U

(bottom) approaches. See the text for details about the horizontal
labels.

ZnO. For CuCl, the VBM states are mostly of Cu 3d character,
as we discussed earlier (Fig. 2), and are more localized than
the oxygen 2p states.

Another issue is that, as a many-body perturbation method,
the success of the G0W0 method relies on a faithful mean-field
solution as a starting point. It is now well-established that
the semilocal functionals within the LDA [18] or generalized
gradient approximation (GGA) [51–53] have difficulties in
treating localized states, which may lead to an inaccurate de-
scription of the pd hybridization, as we have discussed earlier.

Figure 4 shows the convergence behavior of the calculated
quasiparticle band gap of CuCl as a function of the number of
empty states included in the GW calculations and the kinetic-
energy cutoff for the dielectric matrix. We have carried out
GW calculation starting from both the LDA (top panel) and
LDA + U (bottom panel) Kohn-Sham solutions. It is clear that
an extremely high kinetic-energy cutoff (Eε

cut = |Gcut|2/2) for
the dielectric matrix εGG′ is needed to converge the calculated
GW band gap. The calculated quasiparticle band gap converges
to less than 1.6 eV if a small Eε

cut of 10 Ry is used and if the
GW calculations are carried out on top of the LDA Kohn-Sham
solution. A very large Eε

cut value of about 100 Ry is needed to
converge the GW band gap to within 0.1 eV, and a value of
150 Ry is needed to converge within 0.02 eV.

Moreover, an enormous number of conduction bands has
to be included in the band summation mentioned earlier to
fully converge the band gap: About 8000 bands are needed to
converge the band gap of CuCl to within 0.05 eV, and 10 000 are
needed to converge within 0.02 eV. Carrying out the summation
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FIG. 5. Calculated band gaps of CuCl (top) and CuBr (bottom)
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results are fully converged with respect to the number of bands
included in the dielectric function and the COH energy calculations.

of ∼10 000 bands in GW calculations is a formidable task
even for these small systems. Our newly developed method
[5] greatly alleviates such a burden by replacing the explicit
band-by-band summation with an efficient energy integration
for high-energy conduction states. Using this method, we need
to carry out the summation/integration over only about 1000
bands to achieve the results that are equivalent to including
8000 bands for GW calculations for CuCl. The number of
bands included in our calculations is shown above the hori-
zontal axis in Fig. 4, whereas the number below the horizontal
axis is the equivalent number of bands if the calculations were
carried out using the conventional band-by-band summation
method. We also show the kinetic energy of the highest-
conduction band included in the calculation in the figure (the
horizontal scale at the top).

If the G0W0 calculations are carried out on top of the LDA
mean-field solution, we obtain a fully converged band gap of
about 2.66 eV (compared with the experimental gap of 3.4 eV)
for CuCl, as shown in Fig. 4 and the top panel of Fig. 5, which
is obviously far from satisfactory. On the hand other, if the GW
calculations are performed on top of the LDA + U solutions,
we obtain a fully converged gap of 3.42 eV (Fig. 4 and the
top panel of Fig. 5), which agrees perfectly with experiment.
All results presented in Fig. 5 are fully converged with respect
to the number of bands included in the dielectric function and
COH energy calculations

The results for CuBr are summarized in the bottom panel of
Fig. 5. The general convergence behavior is similar to that for
CuCl; therefore, we will not discuss the details here. Briefly,
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FIG. 6. Convergence behavior of the calculated GW band gap
of AgCl: comparison between the GW/LDA (top) and LDA + U

(bottom) approaches. The horizontal labels are the same as those
shown in Fig. 4 as discussed in the text.

a small cutoff for the dielectric matrix and using the LDA
solution as a starting point would give a GW gap of about
1.3 eV. Starting from the LDA + U solution, a fully converged
G0W0 calculation gives a band gap of about 3.07 eV for CuBr,
in excellent agreement with the experimental result of 3.08 eV
[54]. Including the SOC effects reduces the minimum gap
slightly. We will come back to this point later.

We would like to mention that the convergence issue dis-
cussed here is not limited to plane-wave-based GW methods. In
fact, atomic-orbital-based methods should suffer from the same
problem. However, since the dimension of the Hilbert space is
severely limited and far from complete in atomic-orbital-based
methods, one would not be able to carry out convergence tests
similar to those we show here. In other words, if the GW
calculations are carried out within a restricted basis set, one
may observe a false convergence behavior.

We now discuss the convergence behavior of the GW results
for silver halides. AgCl and AgBr both have an indirect band
gap with the VBM located at the L point and the CBM at the
� point, as shown in Fig. 3. The VBM states are mainly of
Cl 3p character with some hybridization with silver 4d states.
Both the Cl 3p and silver 4d states are considerably more
extended than the Cu 3d states. Therefore, we expect that the
convergence issues discussed above for CuX remain valid but
to a much lesser extent for AgX.

Figure 6 shows the convergence behavior of the calculated
minimum (L to �) indirect band gap of AgCl without including
the SOC effects. Results including the SOC splitting will be

045108-5



GAO, XIA, WU, REN, GAO, AND ZHANG PHYSICAL REVIEW B 98, 045108 (2018)

 1.9

 2.0

 2.1

 2.2

 2.3

 2.4

 2.5

 2.6

 2.7

0  20  40  60  80  100

E
g 

(e
V

)

Dielectric matrix cutoff (Ry)

LDA/GW

LDA+U/GWAgBr

 2.2

 2.4

 2.6

 2.8

 3.0

 3.2

 3.4
E

g 
(e

V
)

LDA/GW

LDA+U/GW

AgCl

FIG. 7. Calculated band gaps of AgCl (top) and AgBr (bottom)
using the GW/LDA (blue) and LDA + U (red) approaches as a
function of the kinetic-energy cutoff of the dielectric matrix. The
results are fully converged with respect to the number of bands
included in the dielectric function and the COH energy calculations.

discussed later. We find that a kinetic-energy cutoff of 70 Ry
for the dielectric matrix is sufficient to converge the calculated
band gap to within 0.02 eV, compared with about 150 Ry for
CuCl to achieve the same level of convergence. The band-
convergence issue is also significantly less severe than that
observed for CuCl; one needs to include only about 2500 empty
states in the GW calculations for AgCl. Using our method
[5], this number is effectively reduced to about 440. Whether
the GW calculations are carried out starting from the LDA or
LDA + U solution also has noticeable effects: The GW/LDA
approach gives a band gap of 2.97 eV, whereas the GW/LDA +
U approach gives a band gap of 3.29 eV. Figure 7 summarizes
the convergence behavior of the calculated indirect minimum
gap of AgCl and AgBr as a function of the kinetic-energy cutoff
of the dielectric matrix using the GW/LDA and GW/LDA + U

approaches. The results are fully converged with respect to the
number of bands included in the dielectric function and the
COH energy calculations.

C. Quasiparticle band structures of CuX and AgX:
Comparison between theory and experiment

Figure 8 shows the fully converged quasiparticle band
structures of all four systems. The labeling of the states at the
high-symmetry points follows the convention of Refs. [11,55].
The GW band structures are calculated using the Wannier
interpolation method [33] with the results calculated on a
6 × 6 × 6 k grid. The band structures for CuCl and CuBr
share interesting similarities, and so do those of AgCl and
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FIG. 8. Fully converged quasiparticle band structures of Cu
and Ag halides calculated using the GW/LDA + U approach. The
LDA + U band structures are also shown with dashed lines for
comparison. Spin-orbit-coupling effects are not included for clarity.

AgBr. The upper five valence bands are separated from the
lower three with a sizable gap for cuprous halides, whereas for
silver halides, the eight valence bands are strongly entangled.
It is interesting to note that the � hole valley, which locates
along the K → � direction, is nearly degenerate with the VBM
[L3(3)′] for both AgCl and AgBr. Figure 9 compares the GW
band structures of AgCl and AgBr, with and without the SOC
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TABLE IV. Comparison between the calculated quasiparticle band gap (eV) with previous theory and available experiments. For silver
halides, we present the direct band gap Edir

g at the � point and the indirect band gap Eind
g from L to �. Results including the SOC splitting are

shown with curly brackets. We also include some experimental results which do not resolve the SOC splitting. The experimental results for
copper halides are the quasiparticle excitation results, whereas the experimental data for silver halides are taken from optical measurements
which include excitonic effects. (HSE stands for Heyd-Scuseria-Ernzerhof.)

This work

Band Band Previous theory GW GW GW + SOC

Material gap LDA GGA HSE LDA LDA + U (LDA) (LDA+U ) (LDA + U ) Experiment

CuCl Edir
g 0.51a 2.76b 0.32 1.48 2.66 3.42

3.39
3.42

}
3.40

3.46–3.47

}
c

CuBr Edir
g 0.42a 2.76b 0.24 1.38 2.38 3.07

2.98
3.22

}
3.08
3.23

}
d

AgCl Edir
g 3.35e 3.09e 4.49b 2.91 2.91 5.05 5.30

5.25
5.40

}
5.10–5.15f,g

Eind
g 0.64e 0.94e 2.60b 0.59 1.13 2.97 3.29

3.27
3.38

}
3.25,f

3.26
3.31

}
h

AgBr Edir
g 2.60e 2.43e 3.78b 2.27 2.27 4.07 4.17

3.99
4.55

}
4.29,f

3.9–4.25
4.3–4.85

}
h,i

Eind
g 0.39e 0.68e 2.24b 0.38 0.81 2.51 2.64

2.52
2.75

}
2.69,f

2.70
2.85

}
h

aReference [14].
bReference [15].
cReferences [6,54,56].
dReferences [54,57].
eReference [16].
fReference [58].
gReference [59].
hReference [60].
iReference [61].

AgBr
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FIG. 9. Quasiparticle band structures of AgCl and AgBr with and
without the SOC effects.

effects. The SOC effects in Cu halides are not as significant as
those in Ag halides.

Table IV summarizes the calculated GW band gaps and
gives a comparison with available experiments and previous
theoretical results. For CuCl and CuBr, the experimental values
quoted in Table IV are the quasiparticle gaps, whereas for AgCl
and AgBr, we compare the values with optical measurement.
Some of the results have been discussed earlier, so we will
not repeat them here. Results including the SOC splitting
are shown with curly brackets. We also include experimental
results that do not resolve the SOC splitting. For CuCl and
CuBr, the converged GW results calculated starting from the
LDA + U solution agree extremely well with experiments,
whereas the results obtained with the GW/LDA approach
(even fully converged) significantly underestimate the band
gap (by about 0.7 eV). For AgCl and AgBr, the GW/LDA +
U approach also gives a considerably improved minimum
indirect gap Eind

g compared with experiments. The GW/LDA
approach predicts Eind

g of AgCl to be 2.97 eV, which is about
0.3 eV smaller than the experimental value. For the direct
gap at � (Edir

g ), however, such an improvement is not clear
due to large uncertainties of the experimental results. For
example, the measured direct gap at � (Edir

g ) of AgBr has a
very large variation of 0.6 eV. Thus, our results call for further
experimental verifications.

In addition to the band gaps, we also compare the cal-
culated quasiparticle energies at high-symmetry points with
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TABLE V. Comparison between the experimental values and
the calculated quasiparticle energies (eV) of CuCl. All the energies
are referenced from the VBM. The labeling of states follows the
convention of Refs. [11,55].

GW
States LDA + U (LDA + U ) Expt.

�1(2) 1.48 3.42 3.40a

�15(2) 0.00 0.00 0.00
�12 − 2.00 − 1.66 − 1.9b,b

�15(1) − 4.23 − 4.73 − 4.9b

X1(3) 5.43 7.57 7.8d

X5(2) − 1.44 − 1.25 − 1.0,b −1.3c

X3(2) − 1.71 − 1.38 − 1.5b,c

X2 − 1.85 − 1.50 − 1.5b

X1(2) − 1.99 − 1.68 − 1.9b

X5(1) − 4.00 − 4.69 −4.9,b −5.1c

X3(1) − 5.45 − 6.16 −6.1,b −6.9c

L3(3) − 0.63 − 0.61 −0.6,b −1.0c

L1(3) − 1.85 − 1.51 −1.9,b −1.5c

L3(2) − 1.93 − 1.58 − 1.9b

L3(1) − 4.10 − 4.65 −4.9,b −4.6c

L1(2) − 5.43 − 6.15 −6.1,b −6.8c

aReference [6].
bReference [62].
cReference [54].
dReference [55].

experimental values. Table V compares the calculated quasi-
particle energies (measured from the VBM) of CuCl at the
�, X, and L points with experiments. The labeling of the
electronic states is shown in Fig. 8. Overall, the GW/LDA + U

approach gives significantly improved results compared with
the LDA + U approach. There are a few exceptions, however.
For example, for the �12 state, the LDA + U method predicts
an energy of −2.0 eV, which is surprisingly close to the
experimental value of −1.9 eV. The GW/LDA + U approach,
however, predicts an energy of −1.66 eV.

Table VI compares the calculated quasiparticle energies
(measured from the VBM) for CuBr at the � and L points

TABLE VI. Quasiparticle energies (eV) of CuBr at the high-
symmetry k points. All energies are referenced from the VBM. The
double-group labeling of the states is also presented.

GW+SOC
State LDA+U (LDA + U ) Expt.a

�12 �8 −2.27 −2.00 −2.05 ± 0.1

�15(1)

{
�8

�7
−3.86

{−4.18
−4.34

{−4.2 ± 0.2
−4.8 ± 0.3

L3(3)

{
L4,5

L6
−0.68

{−0.74
−0.82

−0.8 ± 0.3

L1(3) L6 −2.17 −1.98 −1.4 ± 0.3

L3(2)

{
L4,5

L6
−2.24

{−1.92
−2.11

−2.05 ± 0.1

L3(1)

{
L4,5

L6
−3.73

{−4.09
−4.16

{−4.2 ± 0.2
−4.7 ± 0.3

L1(2) L6 −4.99 −5.69 −5.6 ± 0.3

aReference [63].

TABLE VII. Comparison between theory and experiment transi-
tion energies (eV) for AgBr and AgCl. The notations for the states
are shown in Fig. 8(c).

GW + SOC
Transition LDA+U (LDA + U ) Expt.

AgCl

X′
5 → X1 5.1

{
7.39
7.51

7.15a

L′
3(3) → L1 4.5

{
6.63
6.65

6.25,b 7.05c

AgBr
X′

4 → X1 5.1 6.7 5.8–7.3c

X′
5 → X1 4.1

{
6.03
6.34

L′
3(3) → L1 4.1

{
5.67
5.90

5.1–5.7c

aReference [61].
bReference [60].
cReferences [61,64,65].

with angle-resolved photoemission experiments. The SOC
effects are included using a perturbation approach [39–41].
For most states, it is clear that the results calculated with the
GW/LDA + U method agree better with experiments com-
pared with those calculated with the LDA + U method. One
exception is the energy of the L1(3) state. The GW/LDA + U

predicts an energy of −1.98 eV, whereas the measured value is
−1.4 ± 0.3 eV. Since these are the first systematic quasiparticle
band structure calculations for these materials and there seem
to be large uncertainties in the experimental measurements
and assignments, we call for more future experiments to
compare with our theory. For AgCl and AgBr, we compare
the state-to-state transition energy (i.e., the energy difference
between two states involved) with optical measurements, as
shown in Table VII. Results including the SOC effects are
presented in curly brackets. Experimentally, the assignments
of some optical transitions are still not settled. In addition,
there are significant uncertainties in the experimental values.
These experimental issues, coupled with the excitonic effects,
make it difficult to compare our theoretical results directly with
experiment. We hope future theoretical calculations including
excitonic effects and high-resolution experiments will help to
resolve these issues.

D. Some remarks

Quasiparticle GW calculations carried out by different
groups can sometimes give significantly different results de-
pending on the specific implementation and various conver-
gence (truncation) parameters used in the calculations. The
fact that the G0W0/LDA + U approach, in particular, with
the use of the HL-GPP model, seems to consistently produce
reasonable results for these and many other systems does not
necessarily imply that this approach captures all physics the
best way possible. In fact, G0W0 methods that do not use
the plasmon-pole approximation (e.g., the contour deformation
method [20]) cannot reproduce the experimental gap of ZnO.
Therefore, some fortuitous error cancellation must be in play
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here. It appears that the LDA/GGA Kohn-Sham mean-field
solution overestimates the screening effect; the error arising
from this factor seems to be rather well compensated by the
HL-GPP model for various semiconductors.

There are several other issues that deserve some discussion.
First, it is our understanding that self-consistent GW methods
[66,67] often overestimate [68,69] the quasiparticle band gap
of semiconductors. This overestimation will likely be greater
than those reported if the results are fully converged with
respect to the truncation parameters discussed in this work. The
same can be said for GW calculations starting from the Kohn-
Sham solution calculated using hybrid functionals. For exam-
ple, it was shown [70] that the band gap of α-Fe2O3 is signifi-
cantly overestimated with the use of hybrid functionals. These
approaches suffer the same convergence issues we discuss here
and should be carefully examined as well. Second, even within
the G0W0/DFT approach, the effects of off-diagonal self-
energy matrix elements deserve further investigation. Third,
the use of a pseudopotential may introduce fictitious exchange-
correlation effects due to the very nature of the pseudo wave
functions. We would like to caution, however, that doing fully
converged all-electron GW calculations may be prohibitively
expensive and difficult. Finally, there are electron-phonon
self-energy effects [71,72] and polaronic polarization effects
[73–76] which we do not consider in this work.

A full investigation of all of the above-mentioned issues
is clearly beyond the scope of this work. However, regard-
less of the specific GW implementation and the level of
approximations used by different groups, the convergence
issues we discuss here are always relevant. The fact that the
pseudopotential G0W0 approach, particularly when the HL-
GPP model is used, gives results that agree with experiment
may be a result of a fortuitous combination of several factors.
This issue certainly deserves future study.

IV. SUMMARY

In summary, we have carried out GW calculations for CuCl,
CuBr, AgCl, and AgBr and carefully analyzed the convergence
of the GW results with respect to various parameters, especially
the number of conduction bands included in the calculations
and the kinetic-energy cutoff of the dielectric matrices. Our
results reveal the extreme difficulty of converging the cal-
culated GW quasiparticle energies for cuprous halides. Our
recent development in speeding up GW calculations has greatly
alleviated the computational requirements for these materials.
We also compared GW calculations carried out using the LDA
and LDA + U mean-field solutions as starting points. We
found that, once fully converged, the GW/LDA + U approach
gives accurate predictions of the quasiparticle band gaps for
these materials to within 0.1 eV compared with experiments,
while the GW/LDA approach significantly underestimates the
band gaps of cuprous halides due to the inaccurate accounting
of the Coulomb correlation of d electrons, which in turn results
in a wrong description of the energy of d states and pd

hybridization. Our results demonstrate the applicability and
affordability of the GW/LDA + U approach for predicting the
quasiparticle properties of these hard-to-calculate systems, in
particular when this approach is combined with our recently
developed accelerated GW method.
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