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Ultrafast destruction and recovery of the spin density wave order in iron-based pnictides:
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We report on a systematic excitation-density-dependent all-optical femtosecond time-resolved study of the spin
density wave state in iron-based superconductors. The destruction and recovery dynamics are measured by means
of the standard and a multipulse pump-probe technique. The experimental data are analyzed and interpreted in the
framework of an extended three-temperature model. The analysis suggests that the optical-phonon energy relax-
ation plays an important role in the recovery of almost exclusively electronically driven spin density wave order.
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I. INTRODUCTION

The collectively ordered electronic states are interesting
subjects for driving out of equilibrium by femtosecond optical
pulses in order to get better insight into their nature [1–10]
and possibly reveal new metastable states [11–13] that are
not easily reachable by the quasiequilibrium route. Among
such states is also the orthorhombic antiferromagnetic spin
density wave- (SDW-) like state in the parent iron-based
superconductor compounds [14–16], which is interesting not
only due to the proximity to the superconducting state, but also
due to its collective itinerant nature and relation to the nematic
[17–19] instability.

The ultrafast dynamics of the SDW state in pnictides
has been extensively studied by various time-resolved (TR)
techniques [20–27]. All-optical [24] and TR angle-resolved
photoemission spectroscopy (ARPES) [22] studies show sub-
picosecond (sub-ps) dynamics with slight slowing down near
the transition temperature, whereas the orthorhombic lattice
splitting responds much slower [26,27] upon the ultrafast
perturbation. An interesting question is what sets the sub-
picosecond timescale of the suppression and recovery of the
electronic SDW order? At weak suppression it appears that
the timescale is set by the bottleneck in the relaxation of the
nonequilibrium electron distribution function (NEDF) due to
the charge gap associated with the SDW order [21,24]. At
strong suppression the charge-gap bottleneck is suppressed
an the collective SDW dynamics and/or the electron-phonon
coupling might play a role in setting the timescale.

In order to improve understanding of the suppression and
recovery timescales at strong suppression we conducted a
systematic fluence-dependent femtosecond time-resolved all-
optical study of the SDW state in two iron-based superconduc-
tor parent compounds: AFe2As2 (A = Eu, Sr). In the study we
supplemented the standard pump- (P-) probe (Pr) technique
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with the multipulse technique that proved to be instrumental
[9,28] to obtain insight into the collective dynamics in charge-
density wave systems [28] and superconductors [9].

To identify the processes that set the SDW recovery time
we analyze the multipulse data in the framework of an
extended three-temperature model (3TM). Surprisingly, the
3TM analysis suggests that an excitation-density-dependent
optical-phonons (OPs)–lattice-bath energy-relaxation bottle-
neck plays a crucial role in the NEDF relaxation and the SDW
order recovery, whereas the collective SDW order dynamics is
too fast to influence the dynamics beyond ∼200 fs. Moreover,
the resilience of the SDW state to strong ultrafast optical excita-
tion is suggested to be a consequence of a fast electron–optical-
phonon energy transfer during the initial NEDF thermalization
on a few hundred femtosecond timescale that is enhanced at
high-excitation densities.

II. EXPERIMENT

A. Samples

Single crystals of EuFe2As2 (Eu-122) and SrFe2As2 (Sr-
122) were grown at Zhejiang University by a flux method as
described previously [24]. In both compounds the onset of the
antiferromagnetic SDW-like ordering is concurrent with the
structural transition from tetragonal to orthorhombic symmetry
TN = 190 K for Eu-122 [29] and TN = 203 K for Sr-122 [29].

B. Optical setup

Measurements of the multipulse transient reflectivity were
performed using an extension of the standard pump-probe
technique with ∼50-fs optical pulses from either 1- or 250-
kHz Ti:Al2O3 regenerative amplifiers seeded with Ti:Al2O3

oscillators. The output-pulse train was split into destruction-
(D-), P-, and Pr-pulse trains that were independently delayed
with respect to each other. The P- and D-pulse beams were
either at the laser fundamental (h̄ωP = 1.55-eV) or the doubled
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FIG. 1. Schematic of the three-pulse experiment and notation of
the delays between pulses.

(h̄ωP = 3.1-eV) photon energy, whereas the Pr beam was al-
ways at the laser fundamental h̄ωpr = 1.55-eV photon energy.

The resulting beams were focused and overlapped on the
sample (see Fig. 1). As in the standard pump-probe strobo-
scopic experiments the multipulse transient reflectivity�R3/R

was measured by monitoring the intensity of the weakest Pr
beam. The direct contribution of the unchopped D beam to
the total transient reflectivity �R was rejected by means of a
lock in amplifier synchronized to the chopper that modulated
the intensity of the P beam only. The fluences of the P- and
Pr-pulses FPr < FP � 100 μJ/cm2 were kept in the linear-
response region.

Due to the chopping scheme the measured quantity in the
multipulse experiments is the difference between the transient
reflectivity in the presence of P- and D-pulses �RDP(tPr, tP, tD)
and the transient reflectivity in the presence of the D pulse only
�RD(tPr, tD),

�R3(tPr, tP, tD) = �RDP(tPr, tP, tD) − �RD(tPr, tD), (1)

where tPr, tP, and tD correspond to the Pr-, P-, and D-pulse
arrival times, respectively.

When using the doubled P-photon energy the scattered
pump photons were rejected by long-pass filtering, whereas an
analyzer oriented perpendicularly to the P-beam polarization
was used for rejection in the case of the degenerate P- and
Pr-photon energies. All beams were nearly perpendicular to
the cleaved sample surface (001). Both the P and the D beams
had polarizations perpendicular to the polarization of the Pr
beam, which was oriented with respect to the crystals to obtain
the maximum or minimum amplitude of the sub-picosecond
�R/R at low temperatures. The pump beam diameters were,
depending on experimental conditions, in a (50–100)-μm
range with somewhat smaller probe beam diameters. The beam
diameters were determined either by a direct measurement of
the profile at the sample position by means of a complemen-
tary metal-oxide semiconductor camera or by measuring the
transmission through a set of calibrated pinholes.

III. STANDARD PUMP-PROBE RESULTS

As noted previously [30] we observe a twofold rotational
anisotropy of the transient reflectivity with respect to the probe
polarization with different orientations in different domains.
To measure a single domain dominated response the posi-
tions on the sample surface with maximal anisotropy of the
response have been chosen for measurements. In the absence
of information about the in-plane crystal axes orientation in the
chosen domains we denote the probe-polarization orientation
according to the polarity of the observed sub-picosecond
low-T response as P+ and P−. The magnitude of the P−
response is larger than the magnitude of the P+ response in
both compounds, so in the multipulse experiments the P− Pr
polarization was used in most of the cases.

A. Fluence dependence

In Fig. 2 we plot the fluence dependence of the standard
two-pulse transient reflectivity in the SDW state. In both com-
pounds we observe a linear scaling of �R/R with the pump
fluence (FP) up to the threshold fluence Fth ∼ 0.2 mJ/cm2.

(a) (c)

(b) (d)

(e)

(f)

(g)

(h)

FIG. 2. Fluence dependence of the transient reflectivity in the SDW state for the P− probe polarization in (a) and (b) Eu-122 and (e) and
(f) Sr-122 at two different pump-photon energies. The amplitude of the transient reflectivity as a function of the pump fluence in (c) Eu-122
and (g) Sr-122. The corresponding transient reflectivity decay and rise times as a function of the pump fluence are shown in (d) and (h). The
thin lines in (c) and (g) are the saturation model fits discussed in the text.
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(a)

(b)

FIG. 3. Temperature dependence of the relaxation time and am-
plitude for the P− polarization measured at a 1-kHz pulse repetition
rate in the absence (red and black full circles) and presence of the
D-pulse heating (green open squares). For comparison we plot also
the amplitude T dependence measured at a 250-kHz repetition rate
(blue open circles) at ∼50 times lower pump fluence.

Above this value the amplitude of the initial sub-ps transient
shows a partial saturation increasing linearly with a different
slope and nonzero intercept above FP ∼ 1 mJ/cm2. In this
region of fluence also a long-lived component following the
initial sub-ps transient becomes rather prominent.

The rise time of the transients τrise shows no fluence
dependence whereas the initial sub-ps decay time rises from
the below-Fth value of τrelax ∼ 0.6 ps to a maximum value of
τrelax ∼ 1 ps at FP ∼ 1.5 mJ/cm2 decreasing back to τrelax ∼
0.6 ps at the highest FP ∼ 3 mJ/cm2.

B. Transient heating

In order to experimentally assess the transient thermal
heating of the experimental volume we measured the temper-
ature dependence of �R3/R in Sr-122 at FD = 1.55 mJ/cm2

and long tDP ∼ 250 ps [31] and compared it to temperature
dependence of�R/R in the absence of the D pulse. From Fig. 3
we can see that in the absence of the D pulse the relaxation
time shows a characteristic [24] T dependence and can be
used as a proxy to the temperature to estimate the transient
lattice heating in the presence of the D pulse. In the presence
of the D pulse the characteristic relaxation-time peak at TN is
shifted ∼60 K towards lower temperatures and smeared due to
the temperature gradient perpendicular to the sample surface.
The experimental thermal heating at T ∼ 150 K is therefore
�T ∼ 60 K at FD = 1.55 mJ/cm2 increasing to �T ∼ 90 K
at T ∼ 70 K.

On the other hand, taking into account the experimental
temperature-dependent specific heat capacity [32,33] and opti-
cal [34,35] data we estimate [36] (at T ∼ 70 K) a temperature
increase of �T ∼ 210 K at the fluence FD = 1.55 mJ/cm2,
whereas the transition temperature of TN ∼ 200 K would be
reached at FP ∼ 1 mJ/cm2. The estimated �T is therefore
more than two times larger than the directly measured.

FIG. 4. The P− multipulse transient reflectivity in Eu-122 in the
presence of the destruction pulse arriving at tD = 0 ps for different
pump-pulse arrival times measured with the 250-kHz repetition rate
laser system. The dashed line represents the trajectory defined in the
text.

IV. MULTIPULSE RESULTS

A. Multipulse trajectories

In Fig. 4 we plot results of a typical multipulse experiment
where the destruction pulse arrives at tD = 0 ps, whereas the
pump-pulse and probe-pulse arrival times are varied. By track-
ing the value of �R3(tPr, tP, tD) at a constant tPPr = tPr − tP at
the extremum (tPPr ∼ 200 fs) of the unperturbed [37] �R/R

(Fig. 5), we define the trajectory A3(tDP), where tDP = tP − tD
is the delay between the D and the P pulses. Due to the finite
tPPr at the readout of A3(tDP) the temporal resolution of the
trajectory is limited to ∼ tPPr ≈ 200 fs.

In Figs. 6(a) and 6(c) we plot typical trajectories for both
probe polarizations at T ∼ 70 K. Below FD ∼ 1 mJ/cm2 the
trajectories indicate a recovery of the ordered state on the sub-
ps timescale. Above FD ∼ 2 mJ/cm2 the recovery timescale
slows down beyond hundreds of picoseconds. In the inter-
mediate region 1 mJ/cm2 � FD � 2 mJ/cm2 the recovery is
still observed on a few ps timescale. Since the heat cannot
diffuse out of the excited sample volume on this timescale this

FIG. 5. Example of the multipulse transient reflectivity in Eu-122
at different tDP relative to the pump arrival time tP measured with the
1-kHz repetition rate laser system. The vertical gray line indicates the
trajectory readout pump-probe delay.
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(a)

(b) (d)

(c)

FIG. 6. The trajectories for the P+ (full symbols) and P− (open
symbols) polarizations at a few characteristic destruction-pulse flu-
ences in (a) Eu-122 and (c) Sr-122. Anisotropy (see the text for a
definition) of the trajectories at different destruction fluences in (b)
Eu-122 and (d) Sr-122.

indicates that the transient lattice temperature does not exceed
TN below FD ∼ 2 mJ/cm2. This fluence therefore represents
the boundary between the fast-quench and the slow-quench
conditions.

In Figs. 6(b) and 6(d) we plot also the anisotropy defined
as (A3P+ − A3P−)/(A3P+ + A3P−). In Eu-122 the anisotropy
recovers on the sub-ps timescale even at the slow-quench
conditions whereas in Sr-122 the initial sub-ps recovery is
followed by a slower tail lasting more than ∼10 ps.

In Fig. 7 we also compare the trajectories to the standard
transient reflectivity measured at similar excitation fluences.
In the case of fast-quench FD � 2 mJ/cm2, the trajectories
recover faster than the corresponding transient reflectivity for
both D-photon energies. In the case of extremely slow-quench
FD � 2 mJ/cm2, the trajectory dynamics shows only the slow

(a)

(b)

FIG. 8. (a) The P− multipulse transient reflectivity in Eu-122
at different destruction-pulse arrival times tDP. The timescale of the
transient reflectivity suppression region of 150 fs for tDP = 0.3 ps
is indicated by the shaded region. (b) The relative suppression of
P− �R3 as a function of FD for the destruction pulse arriving at
tDP = −0.4 ps.

recovery whereas the transient reflectivity still displays a
partial initial sub-picosecond relaxation.

B. Destruction timescale

To determine the destruction timescale of the ordered state
we chose a negative tDP and analyze the suppression of �R3/R

after the D-pulse arrival. As shown in Fig. 8 �R3/R is
suppressed within ∼150 fs at 1.55-eV D-photon energy. The

FIG. 7. Comparison of the normalizedP− trajectories (open symbols) to theP− transient reflectivity (full lines) at different destruction/pump
fluences in Eu-122 for two different pump/destruction photon energies.
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(a) (b)

FIG. 9. Comparison of the experimental (open circles) and simulated (lines) trajectories for the case of φ = π/2. The trajectories at different
FD’s are vertically shifted for clarity.

suppression timescale does not depend on FD, although we
observe an earlier onset of the suppression at higher FD. The
effect can be attributed to the wing of the D pulse extending
beyond ∼50 fs that at higher FD contains enough energy to
start the ordered-state suppression prior to the arrival of the
central part of the D pulse.

Comparing the trajectories measured at different
destruction-photon energies in Fig. 7 we observe a sharper
feature around the maximal-suppression tDP in the case of the
degenerate h̄ωD = 1.55-eV D-photon energy. Whereas the
suppression timescale appears identical for both D-photon
energies in Eu-122 the suppression at 3.1-eV D-photon energy
in Sr-122 appears slower [Fig. 9(b)] consistent with the slower
rise time in the standard pump-probe experiment [Fig. 2(h)].

V. ANALYSIS AND DISCUSSION

A. Destruction-pulse absorption saturation

The large difference between experimentally determined
transient lattice heating and the estimate based on the equilib-
rium optical and thermodynamic properties indicates that the
D-pulse energy of ∼250 ps after the pulse arrival is deposited
in a layer that is ∼3 times thicker than the optical penetration
depth (∼20–30 nm) at the highest fluences used. This large
energy deposition depth can neither be accounted for by the
thermal diffusion [38] on the ∼250-ps timescale nor the
initial ballistic photoexcited carrier transport [39,40]. The most
plausible explanation that remains is therefore saturation of
absorption. This is supported also by the fact that the multipulse
trajectories (see Fig. 7) show a sharp feature near tDP = 0 when
the pump and destruction photon energies are degenerate.

B. Anisotropy recovery

As discussed previously [41] the observed transient-
reflectivity anisotropy can be connected to the orbital de-
grees of freedom, consistent with ARPES [42]. The quick
suppression and sub-picosecond recovery of the anisotropy
[see Figs. 6(b) and 6(d)] at any fluence additionally confirm
that the transient reflectivity is dominated by the electronic
response and that the observed optical symmetry breaking

is predominantly related to the fluctuating orbital degrees of
freedom with a negligible lattice contribution.

C. Three-temperature model simulations of recovery

In all-optical experiments it is generally not possible to
directly disentangle dynamics of different degrees of freedom
due to unknown response functions. In general, both �R

and A3 can couple to single-particle and order parameter
excitations. We therefore seek better insight into the recovery
by means of semiempirical simulations similar as previously
in the cuprate superconductors [9,43].

At low-excitation densities the order parameter as well as
�R can usually be linearly expanded in terms of a single
parameter [44] that is used to describe the NEDF dynam-
ics. In the present compounds we have conjectured that the
low-excitation transient reflectivity couples to the collective
SDW order parameter that has fast femtosecond-timescale
dynamics. In such a case the order parameter and transient
reflectivity directly follow the magnon-bottleneck governed
NEDF dynamics [24].

At high-excitation densities the relation between the NEDF
and the order parameter becomes nonlinear, and the simple
low-excitation description of �R is expected to break down.
This is indicated by the difference between the relaxation
dynamics (Fig. 7) observed in the standard pump-probe and
multipulse experiments that suggests that NEDF and the order
parameter have different delay dependences.

In the cuprate superconductors the characteristic timescale
of the order parameter relaxation appears to be [9,43] on a pi-
cosecond timescale, and the intrinsic order parameter dynam-
ics plays an important role on the experimental-observation
timescale. In the present case the SDW order parameter is
expected to relax much faster due to a larger gap (2�SDW ∼
200 meV [24]). An estimate of the SDW amplitude mode
frequency [45] ωAM = 2�SDW/h̄ would lead to the relaxation
timescale bottom limit of ∼3 fs. On the other hand, the SDW
transition is coupled to the structural transition that could
lead to renormalization and slowdown of the order parameter-
relaxation timescale. Recent time-resolved x-ray-diffraction
experiments [26,27] showed, however, that on the tens of
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picoseconds timescale the orthorhombic lattice splitting is
decoupled from the electronic order parameter.

In the present multipulse experiments the time resolution
of the trajectories is not better than the rise time of the
standard pump-probe response (∼200 fs). Any intrinsic order
parameter dynamics faster than ∼200 fs would therefore not
be revealed in the experiment. Since it is very likely that the
intrinsic order parameter-relaxation timescale is faster than
the resolution we check this hypothesis by simulating the
trajectories assuming that the order parameter and the optical
response directly follow the NEDF on the experimentally
accessible timescales.

Since modeling of the NEDF dynamics in strongly excited
collectively ordered systems, such as SDWs, is prohibitively
difficult we further assume [46] that NEDF can be approxi-
mately described by an electronic temperature. To calculate
the optical response we use an empirical response function
assuming and that the amplitude of the pump-pulse-induced
transient dielectric constant �εA

3 (z, tDP) depends on the local
electronic temperature Te(z, tDP) only,

�εA
3 (z, tDP) ∝ A(Te[z, tDP]). (2)

Here A(T ) is the experimental T -dependent amplitude mea-
sured in the absence of the D pulse shown in Fig. 3(b),
and z corresponds to the normal distance from the sample
surface. For the sake of simplification any radial dependence
is neglected.

In the present experiment A(T ) is measured under near
equilibrium conditions where the lattice and electronic com-
ponents of the order parameter are changing simultaneously
with T whereas on the multipulse experiment timescales the
lattice and electronic part become decoupled. This can break
the validity of assumption (2) if the direct lattice contribution
to A(T ) is significant. However, indirect evidence suggests
that the direct lattice contribution is relatively small. The
weak-excitation transient reflectivity shows a sub-picosecond
recovery with rather fast 150-fs rise time and no coherent
oscillations that are usually observed when the lattice contri-
bution is significant. Moreover, the transient reflectivity can be
almost completely suppressed (and recovers) on the timescale
much faster than the measured lattice order parameter response
timescale [26,27]. The direct lattice contribution to A(T ) can
therefore be considered small and almost time independent on
the most relevant few-picoseconds timescale.

The multipulse transient reflectivity amplitude is given by
(see the Appendix)

A3(tDP) ∝
∫ ∞

0
dz e−αPrz cos

(
2nPr

ω0

c0
z − φ

)
�εA

3 (z, tDP),

(3)

where αPr and nPr are the probe absorption coefficient and
the real part of the refraction index, respectively. The phase φ

depends [see Appendix Eq. (A11)] on the static complex re-
fraction index and the ratio between the real and the imaginary
parts of �εA

3 .
Since A(T ) is virtually temperature independent in the

SDW state dropping abruptly above TSDW, the trajectories
A3(tDP) are expected to reflect mainly the SDW volume-
fraction dynamics in the probed volume [47] and/or the

normal-/nematic-state dynamics when the SDW state is com-
pletely suppressed. Since A(T ) → 0 above ∼300 K the sen-
sitivity in the later case is limited to the temperature window
between ∼200 and ∼300 K.

The evolution of Te(z, tDP) after the D pulse is calculated
solving a three-temperature model [46,48] where a subset
of optical phonons with temperature To, different from the
lattice temperature TL, is assumed to be strongly coupled to
the electronic subsystem [49]. In the simplest 3TM it is also
assumed that all the absorbed energy remains in the electronic
subsystem until it completely thermalizes. Here the model is
extended assuming that a part η of the absorbed energy is
transferred directly to a few strongly coupled optical phonons
during thermalization of the NEDF on a few-100-fs timescale
[50].

To fit the simulated trajectories to the experimental data
we take the experimental specific-heat-capacity cp(T ) [32,33]
and set φ in Eq. (3) to either 0 or π/2. We also fix the
heating pulse length to 200 fs corresponding to the trajectory
temporal resolution. The rest of the 3TM parameters are
determined from the nonlinear least-squares fit. In the first
step only the trajectories for the highest FD are fit. Due to
rather accurate total specific-heat-capacity [32,33] and static
optical-reflectivity data [34,35], the thermal conductivity k

and the phenomenological D-pulse saturated-absorption length
LD ∼ 80 nm [51] at the highest FD are obtained from the long
DP-delay behavior in both samples.

To fit the lower-FD trajectories it is assumed that LD ∝ FD

[52] whereas a global fit over all trajectories at different
FD’s is used to determine the remaining parameters. With
all the fit parameters taken to be independent of FD it is
not possible to obtain reasonable fits at all experimental FD’s
simultaneously since the 3TM model results in a too strong
slowdown of the relaxation with increasing FD. On the other
hand, assuming that the optical-phonon–lattice-relaxation rate
Gol and η depend on FD and setting φ = π/2 [53] results in
excellent fits (shown in Fig. 9) in the complete experimental
FD range. The quality of the fits supports the initial hypothesis
of the fast sub-200-fs order parameter dynamics.

The obtained 3TM fit parameters are shown in Table I and
Fig. 10. For comparison the fit parameters from fits to the
published TR-ARPES [46] surface-Te dynamics in Eu-122 are
also shown.

The obtained normal-state values of the electronic specific-
heat constant γe in the 50–60 mJ mol−1 K−2 range (Table I)
are significantly larger than the low-temperature (SDW-state)
thermodynamic value of γe ∼ 8 mJ mol−1 K−2 [33,55]. The
increase in γe in the normal state is consistent with the suppres-
sion of the SDW gap but appears somewhat larger than upon
suppression of the SDW state by Co doping [56] in Ba-122,
where γe increases from ∼5 mJ mol−1 K−2 in the SDW state
to ∼25 mJ mol−1 K−2 in the superconducting samples. On
the other hand, assuming that the high normal-state magnetic
susceptibility [57] is dominated by the Pauli contribution and
the electron-phonon coupling constant is small [21,41] results
in comparable γe ∼ 60 mJ mol−1 K−2.

Although the values of γe for Eu-122 obtained from our
data and TR-ARPES are consistent, there is a much larger
discrepancy of the other parameters. Fits to the multipulse
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TABLE I. Comparison of the three-temperature model parameters obtained from fits. λ〈ω2〉 is the second moment of the Eliashberg function
proportional [54] [see also Eq. (A16)] to the electron phonon-relaxation rate Geo. The detailed definition of the parameters is given in Appendix
Sec. A 2.

γe Geo λ〈ω2〉 cE0
b Gol k = κ/Vmol LD/FD

c

ηa mJ mol−1 K−2 TW mol−1 K−1 (meV)2 J mol−1K−2 TW mol−1 K−1 W m−1 K−1 nm cm2 mJ−1

Eu-122 (time-resolved
ARPES) [46]
(T ∼ 100 K) d

0.01 52 ± 3 34 ± 3 39 ± 3 67 ± 14 7 ± 5 - 17

0.5 30 ± 2 23 ± 3 45 ± 3 76 ± 20 11 ± 9 - 17

Eu-122 (present
paper)(T ∼ 70 K)

Fig. 10 49 ± 1 13 ± 1 16 ± 2 10 ± 1 Fig. 10 14 ± 1 17 ± 5

Sr-122 (present
paper)(T ∼ 70 K)

Fig. 10 57 ± 2 16 ± 1 17 ± 2 24 ± 1 Fig. 10 10 ± 1 23 ± 5

aFixed at the selected values for the case of TR-ARPES.
bTE was without fitting set to 300 K.
cObtained from the two highest fluences fit in the multipulse case.
dFD ∼ 1 mJ/cm2.

trajectories result in a smaller electron-phonon-relaxation rate
Geo, larger optical-phonon–lattice-relaxation rate Gol, and
significantly smaller strongly coupled optical-phonon heat-
capacity cE0. Partially this can be attributed to the systematic
errors of the 3TM and the response function. Setting η to
a fixed FD-independent value results in qualitatively similar
trajectories (see the Appendix, Fig. 13 and Table III) with
similar γe’s and cE0’s but significantly different relaxation rate
parameters. Another obvious contribution to the difference are
differences between the surface and the bulk since the present
technique is more bulk sensitive than TR-ARPES.

By using a simpler two-temperature model with FD-
dependent γe and the electron-phonon coupling it is also
possible to obtain fair fits to the trajectories (not shown).
However, from such fits an nonphysically large γe of
∼200 mJ mol−1 K−2 is obtained indicating that some strongly
coupled optical phonons must play a role in the energy
relaxation. It therefore appears that the dominant relaxation
bottleneck is cooling of the strongly coupled optical phonons
to the lattice bath.

(a)

(b)

FIG. 10. The destruction-pulse fluence dependence of (a) the
branching factor and (b) the electron-optical-phonons coupling from
the 3TM fit.

FD dependence of the optical-phonons–lattice-relaxation
rate Gol shows a strong increase with increasing FD (see
Fig. 10). The increase is robust to the variations of the
branching-factor fitting approach (see the Appendix, Fig. 14)
and can be attributed to opening of additional electronic relax-
ation channels upon suppression of the nematic-fluctuations-
related pseudogap [41] in addition to the anharmonic-decay
channels.

A less robust [58] result of our analysis is the increase in the
branching factor η with increasing FD suggesting that above
FD ∼ 1 mJ/cm2 the majority of the absorbed optical energy
is on an ∼100-fs timescale transferred to the strongly coupled
optical phonons. This is corroborated with a quick initial
recovery of the anisotropy (Fig. 6) that indicates that Te drops
below ∼300 K into the region of strong nematic fluctuations
already a few hundred femtoseconds after the arrival of the D
pulse. Although the increase in η appears correlated with the
observed optical nonlinearity we could not come up with any
persuasive physical picture to explain the effect so we leave it
open for further experimental confirmation and discussion.

D. Destruction timescale

The experimental destruction timescale of ∼150 fs could
be set either by the intrinsic low-energy SDW order parameter
dynamics or, in the case of the fast adiabatic SDW order
parameter, the finite initial NEDF thermalization timescale.
Although the slower intrinsic SDW order dynamics on the
∼150-fs timescale would not contradict the 3TM simulation
results, the dependence of the destruction timescale on the D-
photon energy in Sr-122 suggests that the destruction timescale
is set by the initial NEDF thermalization.

A similar ultrafast SDW order destruction has been recently
reported in chromium thin films where time-resolved ARPES
[10] indicates that the SDW order parameter adiabatically
follows the NEDF that appears completely thermalized within
the 130-fs experimental time-resolution window.

E. Determination of the SDW-destruction threshold

As in superconductors and charge-density waves [59] we
associate the saturation of the transient reflectivity amplitude
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in the standard pump-probe experiments with the destruction
of the ordered state. In the present case the saturation is
incomplete where the finite slope at high-excitation density
presumably corresponds to the transient response of the normal
unordered state.

The shape of the saturation curve [see Figs. 2(c) and 2(g)]
depends on the SDW-destruction threshold excitation energy
density Uth, the geometrical parameters of the pump and probe
beams, and their penetration depths [60]. In addition, the
contribution of the pump-absorption saturation has to be taken
into account in the present case.

To take into account the above effects we formulate a simple
phenomenological saturation model where we approximate
the local amplitude of the transient change in the dielectric
constant �ε(r, z) by a piecewise linear function of the locally
absorbed energy density U (r, z) that has different slopes below
and above Uth,

�ε(r, z) = �ε0g(r, z),

g(r, z) =
{

U (r,z)
Uth

, U (r, z) < Uth,

1 + a
(

U (r,z)
Uth

− 1
)
, U (r, z) � Uth,

(4)

where r corresponds to the radial distance from the beam
center, z is the normal distance from the sample surface, and a

is the relative slope in the normal state. The spatial dependence
of U (r, z) is given by

U (r, z)

Uth
= F0

Fth

(1 + e−αPLP(Fth,0))e−2r2/ρ2
P

(1 + eαP[z−LP (F0,r )] )
, (5)

LP(F , r ) = cαFe−2r2/ρ2
P , (6)

where αP is the linear pump-absorption coefficient. We phe-
nomenologically take into account the pump-absorption sat-
uration by using the Fermi function to model the U (r, z)
depth dependence introducing the local fluence-dependent
pump-penetration depth (6). The coefficient cα is determined
from the multipulse experiment fits discussed above, whereas
the pump beam is characterized by the pump beam diameter
ρP and the external fluence in the center of the beam F0. Fth

corresponds to the external threshold fluence at which Uth is
reached at the surface (z = 0) in the center of the beam (r = 0).

In the case of a relatively wide [61] Gaussian probe beam
with diameter ρPr Eq. (3) describing the transient-reflectivity
amplitude can be simply upgraded to take into account the
radial variation of the response (see also the Appendix),

A ∝
∫ ∞

0
r dr

∫ ∞

0
dz e−2r2/ρ2

Pr e−αPrz

× cos

(
2n

ω0

c0
z − φ

)
g(r, z). (7)

When fitting Eq. (7) to the experimental data it turns out
that Fth, φ, and a are strongly correlated. Since φ is usually
not known a priori we fix φ to either 0 or π/2 to obtain a
range of values for Fth. Example fits with φ = π/2, are shown
[62] in Figs. 2(c) and 2(g) with the resulting Fth shown in
Table II. Although the variation of φ can strongly influence the
extracted Fth, the determined ranges of Fth are very similar in
both samples at both pump-photon energies.

TABLE II. The external destruction threshold fluence Fth at
different pump-photon energies h̄ωP for two extreme phase shifts φ.
The static optical constants used in fits were taken from Refs. [34,35].

h̄ωP 1.55 eV 3.1 eV

φ 0 π/2 0 π/2

Fth (mJ/cm2)

EuFe2As2 0.21 0.15 0.18 0.12
SrFe2As2 0.21 0.16 0.20 0.16

Taking φ = π/2 indicated by the 3TM simulations (Ta-
ble II) we calculate the destruction threshold energy density
Uth ∼ 1.6 kJ/mol for Eu-122 and Uth ∼ 2.5 kJ/mol for Sr-
122. Assuming that Uth corresponds to the condensation energy
and taking γe from the 3TM fits we can estimate the SDW gap
using the standard BCS formula and obtain 2�SDW/kBTSDW =
5 and 6 for Eu-122 and Sr-122, respectively. This is somewhat
lower than the earlier weak-excitation pump-probe estimate
[24] of 13 and 8 for Eu-122 and Sr-122, respectively, but closer
to the optical conductivity result of 5.6 in Eu-122 [34].

Contrary to the superconductors [59,63] there is no indi-
cation that the optical destruction energy would significantly
exceed the estimated SDW condensation energy. This is con-
sistent with the 3TM trajectories fit results where, at small FD,
that is comparable to Fth, the fast optical energy transfer to the
phonons is rather small (Fig. 10).

VI. SUMMARY AND CONCLUSIONS

We presented an extensive all-optical study of the tran-
sient SDW state suppression and recovery in EuFe2As2 and
SrFe2As2 under strong ultrafast optical excitation by means
of the standard time-resolved pump probe as well as the
multipulse transient optical spectroscopy.

The SDW order is suppressed on an ∼150- to ∼250-fs
timescale after a 50-fs destruction optical pulse absorption,
depending on the optical-photon energy. The suppression
timescale is fluence independent and set by the initial electronic
thermalization timescale.

The SDW recovery timescale increases with the destruction
optical-pulse fluence but remains below ∼1 ps up to the
fluence at which the transient lattice temperature exceeds the
SDW transition temperature.

The optical SDW-destruction threshold energy densities
of ∼1.6 and ∼2.5 kJ/mol in EuFe2As2 and SrFe2As2, re-
spectively, are consistent with the BCS condensation energy
estimates.

The time evolution of the multipulse system trajectories
in a broad destruction-pulse fluence range can be well de-
scribed within the framework of an extended three-temperature
model assuming a fast sub-200-fs intrinsic order parameter
timescale similar as recently observed for SDW in chromium
[10]. The model fits indicate the normal-state specific-heat
constant γe in the (50–60)-mJ−1 mol−1 K2 range. The fluence-
dependent recovery timescale is found to be governed by the
optical-phonons–lattice-relaxation bottleneck that is strongly
suppressed at high-excitation densities. The suppression of
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the bottleneck is attributed to a suppression of the nematic-
fluctuations-induced pseudogap at high temperatures.

The observed resilience of the SDW state at high flu-
ences exceeding the SDW-destruction threshold fluence of
∼0.15 mJ/cm2 up to ∼10 times is attributed to saturation
of the optical absorption. The model fits also suggest that at
these fluences the majority of the absorbed optical energy is
transferred to the optical phonons during the initial electronic
thermalization on a few-hundred-femtosecond timescale.

ACKNOWLEDGMENTS

The authors acknowledge financial support from the Slove-
nian Research Agency (Research Core Funding No. No-P1-
0040) and the European Research Council Advanced Grant
TRAJECTORY (Grant No. GA 320602) for financial support.

APPENDIX

1. Transient reflectivity

Assuming that the beam diameters are large in comparison
to the optical penetration depth and the transient dielectric con-
stant varies slowly on the optical pulse timescale �ε(z, t ) ∼
�ε(z), we can write the wave equation for the perturbed probe
field in one dimension,

N 2

c2
0

∂2�E

∂t2
− ∂2�E

∂z2
= − 1

ε0c
2
0

∂2�P

∂t2
, (A1)

where t is time, z is the distance from the sample surface,
N = n + iκ is the complex refraction index, �P is the

pump-probe-induced transient polarization with c2
0 and ε0 as

the speed of light and the vacuum permittivity, respectively.
In the presence of a monochromatic probe field, EPr (z, t ) =
t12E0Pre

−i(ωt−N kz) + c.c., propagating into the sample the
transient polarization is given by

�P (z, t ) = ε0�ε(z)EPr(z, t ),

= t12E0Prε0�ε(z) exp

[
−i

(
ωt − N ω

c0
z

)]
+ c.c.,

(A2)

where E0Pr is the complex amplitude of the incident probe field
at the sample surface (at z = 0) and t12 = 2/(1 + N ) is the
Fresnel transmission coefficient. Solving (A1) assuming (A2)
we obtain, to the linear order in �ε(z), the transient reflected
field outside of the sample (at z = 0),

�Er = i

2

t12t21ω

c0N
EPr0e

−iωt

∫ ∞

0
�ε(z)e2iN (ω/c0 )udz + c.c.,

(A3)

where the Fresnel coefficient t21 = 2N /(1 + N ) takes into
account the transmission from the sample to vacuum.

In the case of an incident Gaussian probe pulse,

E
pulse
Pr (t ) = A0

√
2

τ
√

π
e−2t2/τ 2

e−iω0t + c.c.

=
∫ ∞

0
A(ω − ω0)e−iωtdω + c.c., (A4)

the total transient reflected electric field, neglecting the disper-
sion, is the integral,

�Epulse
r (t ) = i

2

t12t21

c0N

∫ ∞

0
dz �ε(z)

∫ ∞

0
dω ωA(ω − ω0)e−iωt e2iN (ω/c0 )z + c.c.

= − t12t21A0

2
√

2 4
√

πc0N
√

τ

∂

∂t ′

[ ∫ ∞

0
�ε(z)e−2t ′2/τ 2

{
e−iω0t

′
(

1 + erf

[
ω0τ

2
√

2
+ i

√
2
t ′

τ

])

+ eiω0t
′
(

1 − erf

[
ω0τ

2
√

2
− i

√
2
t ′

τ

])}
dz

]
+ c.c.

≈ − t12t21A0

2 4
√

πc0N
√

τ

∂

∂t

[ ∫ ∞

0
�ε(z)e−2(t−2N z/c0 )2/τ 2

e−iω0(t−2N z/c0 )du

]
+ c.c., (A5)

where t ′ = t − 2N z/c0. In the last line we assumed that the pulse is narrow-band ω0τ � 1 so

|t ′|/τ � ω0τ. (A6)

The transient reflectivity is then given by

�R

R
= �Ir

Ir

 2

∫
Re

(
�E

pulse
r E∗

r

)
dt∫

ErE∗
r dt

= Re

[
− t12t21√

πc0r12N τ

∫
dt e−2t2/τ 2

eiω0t × ∂

∂t

∫ ∞

0
dz �ε(z)eiω0(2N z/c0−t )e−2(2N z/c0−t )2/τ 2

]

= Re

[
− ω0t12t21

2c0r12N

∫ ∞

0
dz �ε(z)e2i(ω0/c0 )N zK (z)

]
, (A7)

K (z) =
(

1 + i
4N z

ω0c0τ 2

)
e−4N 2z2/c2

0τ
2
, (A8)
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where Er = r12E
pulse
Pr (t ) and r12 = (1 − N )/(1 + N ) is the reflection coefficient. In comparison to the continuous wave case (A3)

an additional term K (z) appears in the kernel of the integral (A7). Due to the exponent the kernel in (A7) decays on the length scale
z ∼ c0/ω0κ satisfying the condition (A6) when ω0τ �

√
n2/κ2 + 1. On this length scale the argument of the exponent in (A8)

is on the order of 4|N |2/κ2ω2
0τ

2 � 1 for the narrow-band pulses satisfying ω0τ �
√

n2/κ2 + 1 so K (z) ∼ 1 can be dropped
from (A7).

Due to the phase factor in (A7) the real and imaginary parts of �ε(z) = �εr (z) + i �εi(z) show different depth sensitivities
that depend on the static complex refraction index,

�R

R
= 4ω0

c0|N 2 − 1|
∫ ∞

0
dz e−αPrz

[
�εr (z) sin

(
2n

ω0

c0
z − β

)
+ �εi(z) cos

(
2n

ω0

c0
z − β

)]
,

tan(β ) = Im(N 2 − 1)

Re(N 2 − 1)
= 2nκ

n2 − κ2 − 1
, (A9)

where αPr = 2κ ω0
c0

is the probe-absorption coefficient.
Since in the simple saturation model (5) the real and imaginary parts of �ε(z) are assumed to have the same z dependence

Eq. (A9) is simplified to

�R

R
= 4ω0|�ε0|

c0|N 2 − 1|
∫ ∞

0
dz e−αPrz cos

(
2n

ω0

c0
z − φ

)
g(z), (A10)

tan(φ) = 2nκ �ε0r − (n2 − κ2 − 1)�ε0i

2nκ �ε0i + (n2 − κ2 − 1)�ε0r
. (A11)

In the case of Gaussian pump and probe beams with
the diameters ρP and ρPr, respectively, (A10) can be easily
extended [64] to (7) by an additional integration in the radial
direction [65] where g(r, z) is obtained from (5) by taking into
account the radial pump fluence dependence.

With increasing pump fluence the boundary between the
ordered- and the normal-state regions in (5) moves along
z, so the oscillatory factor in the integral can lead to a
nonmonotonous excitation-density dependence of the �R/R

when n/κ � 1 as shown in Fig. 11. There is unfortunately
no clear singularity observed when the threshold fluence is
reached at low-(n/κ) ratios. Moreover, the saturation is much
less pronounced for φ = π/2.

(a) (b)

FIG. 11. Simulated fluence dependence for the case of Gaussian
beams from Eq. (7) for different ratios n/κ for two orthogonal phase
shifts φ taking ρP/ρPr = 2, αPr/αP = 1, cα = 0, and a = 0. The
curves are normalized to the saturated value at F0 � Fth.

2. Three-temperature model

The time evolution of the temperatures in the three-
temperature model is governed by

γeTe
∂Te

∂t
= (1 − η)s(z, t ) − Geo(Te − To) + κ

∂T 2
e

∂z2
,

cE(To)
∂To

∂t
= ηs(z, t ) + Geo(Te − To) − Gol(To − Tl ),

cL(TL)
∂TL

∂t
= Gol(To − TL), (A12)

where Te, To, and TL are the electronic, the strongly coupled
OP, and lattice temperatures, respectively (see Fig. 12). γe is
the normal-state electronic specific-heat constant [66], cE(To)
is the Einstein phonon specific heat, and cL(TL) is the lattice

FIG. 12. Three-temperature model fit to the electronic tempera-
ture in Eu-122 from TR-ARPES [46]. Setting η to different values
results in virtually identical fit curves (not shown) with modified
remaining 3TM parameters (see Table I).
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(a) (b)

FIG. 13. Comparison of the experimental and simulated trajectories for the cases of η = 0.01 and φ = π/2. The trajectories at different
FD’s are vertically shifted for clarity.

specific heat. Geo and Gol are the electron-OP and OP-lattice
coupling constants, whereas κ is the electronic heat diffusivity.
s(z, t ) is the absorbed laser energy density rate. Using the
branching factor η, we take into account that the primary
electron-hole pair can relax by exciting the optical phonons
during the thermalization.

To take into account absorption saturation we approximate
s(z, t ) by

s(z, t ) ∝ FDe−(2t2/τ 2
p )[1 + eαD(z−LD )]−1, (A13)

where τp is the effective heating pulse length, αD is the D-pulse
linear absorption coefficient, and LD is the phenomenological
absorption length.

cE(T ) is parametrized by the Einstein model,

cE(T ) = cE0

(
TE

T

)2

eTE/T /(eTE/T − 1)2, (A14)

whereas cL(T ) is obtained from the total experimental specific-
heat-capacity [32,33] cp(T ) by subtracting the electronic and

OP parts,

cL(T ) = cp(T ) − γeTe − cE(T ). (A15)

According to Allen [54] the second moment of the Eliash-
berg function can be expressed as

λ〈ω2〉 = πkB

3h̄

Geo

γe
. (A16)

3. Three-temperature model fits with a single
FD-dependent parameter

A worse fit, particularly at low FD, with fixed and FD-
independent η shown in Fig. 13, results in the parameters
shown in Table III. The increase in Gol with FD appears to be
robust with respect to how η is fit (Fig. 14).

In Fig. 15 we plot example 3TM temperatures evolution
obtained from the FD-dependent η fits in Fig. 9 and compare
them with the fixed η = 0.01 fits. There is a substantial differ-
ence in the Te magnitude at short times. This is a consequence
of the response function saturation resulting from the fact that
A(T ) is virtually zero above T ∼ 300 K. In the large η case
To significantly exceeds Te at short times similar as previously
observed [50] in MgB2.

TABLE III. Comparison of the three-temperature model parameters obtained from fits with FD-dependent Gol.

γe Geo λ〈ω2〉 cE0
b Gol k = κ/Vmol LD/FD

c

ηa mJ mol−1 K−2 TW mol−1 K−1 (meV)2 J mol−1 K−1 TW mol−1 K−1 W m−1 K−1 nm cm2 mJ−1

Eu-122 (TR-ARPES)
[46](T ∼ 100 K)d

0.01 52 ± 3 34 ± 3 39 ± 3 67 ± 14 7 ± 5 17
0.5 30 ± 2 23 ± 3 45 ± 3 76 ± 20 11 ± 9 17

Eu-122 (present
paper)(T ∼ 70 K)

0.01 42 ± 2 96 ± 6 135 ± 7 15 ± 1 Fig. 14 14 ± 1 17 ± 5
0.5 10 ± 1 138 ± 6 820 ± 130 21 ± 1

Sr-122 (present
paper)(T ∼ 70 K)

0.01 68 ± 4 112 ± 6 97 ± 6 17 ± 1 Fig. 14 10 ± 1 23 ± 5
0.5 38 ± 1 218 ± 16 340 ± 20 25 ± 1

aFixed at the selected values.
bTE was without fitting set to 300 K.
cObtained from the two highest fluences fit in the multipulse case.
dFD ∼ 1 mJ/cm2.
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FIG. 14. The destruction-pulse fluence dependence of the
electron-optical-phonons coupling from the 3TM fit for two different
fixed branching factors.

(a) (b)

FIG. 15. The time evolution of the 3TM temperatures at αPrz = 1
from fits for Eu-122 at FD = 1.2 mJ/cm2. Panel (a) corresponds to
the FD = 1.2 mJ/cm2 fit in Fig. 9, and panel (b) corresponds to the
corresponding fit in Fig. 13.
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