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Spatially modulated susceptibility in thin film La2−xBaxCuO4
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The high critical temperature superconductor lanthanum barium copper oxide (La2−xBaxCuO4) exhibits a
strong anomaly in critical temperature at 1/8th doping, nematicity, and other interesting properties. We report
here scanning superconducting quantum interference device imaging of the magnetic fields and susceptibility in
a number of thin film La2−xBaxCuO4 samples with doping in the vicinity of the 1/8th anomaly. Spatially resolved
measurements of the critical temperatures of these samples do not show a pronounced depression at 1/8th doping.
They do, however, exhibit strong, nearly linear modulations of the susceptibility (“striae”) of multiple samples
with surprisingly long periods of 1–4 μm. Counterintuitively, vortices trap in positions of largest diamagnetic
susceptibility in these striae. Given the rich interplay of different orders in this material system and its known
sensitivity to epitaxial strain, we propose phase separation as a possible origin of these features and discuss
scenarios in which that might arise.
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I. INTRODUCTION

Since the discovery of high temperature superconductivity
in lanthanum barium copper oxide compounds (LBCO) in
1986 [1], the cuprate perovskites and other unconventional
superconductors have attracted enormous interest, not only
because of their technological promise but also as a laboratory
for exploring concepts in condensed matter physics. Although
much progress has been made in understanding high temper-
ature superconductivity [2–4], further development demands
the empirical exploration of the properties of these materials.

Here, we have probed the phase diagram of thin film
La2−xBaxCuO4 over a nominal doping range of xnom = 0.090
to xnom = 0.135. La2−xBaxCuO4 is a system of unconventional
superconductors that exhibit d-wave superconductivity [2] at
temperatures up to 35 K [1]. Along with other unconven-
tional properties, this renders the standard Bardeen-Cooper-
Schrieffer theory insufficient to explain the underlying physics
and emergent phenomena of such materials. In particular, a
proper account of phenomena such as nematicity [5], pair
density wave (PDW) stripes [6], and the one-eighth anomaly
[7] pose challenges to current theories of superconductivity.
Here we studied six samples of thin film LBCO with thick-
nesses of approximately 20 nm (see Table I), which were
grown on a nearly lattice matched substrate. We used scan-
ning scanning superconducting quantum interference device
(SQUID) microscopy [8] to measure the magnetic fields and
susceptibilities of the samples over a range of temperatures. We
observed striking oscillations (“striae”) in the superconducting
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susceptibility and correlated the behaviors of these striae with
other properties of the films.

II. EXPERIMENTAL METHODS

Our microscope implements a dc SQUID (see Fig. 1) with
small pickup loops integrated into the body of the SQUID
through well-shielded coaxial superconducting leads, allowing
for high spatial resolution magnetometry measurements [10].
The addition of a field coil, which is geometrically arranged
on the SQUID chip such that it applies a controlled amount of
magnetic flux to the sample but zero net flux to the SQUID,
allows us to also simultaneously measure the sample’s mag-
netic response to an applied magnetic field, i.e., its magnetic
susceptibility [11].

To explore the local superconducting properties of thin film
LBCO, we used a SQUID with a 0.1 μm inner and 0.3 μm
outer pickup loop radius, and inner and outer field coil radii
of 0.5 μm and 1.0 μm, respectively [12]. This enabled us
to spatially resolve the diamagnetism of our samples with
submicron spatial resolution, thus resolving the micron-scale
oscillations in the susceptibility of our samples.

The thin films of La2−xBaxCuO4 were grown using shut-
tered layer-by-layer [13] deposition on 0.1 ◦ miscut (100)
LaSrAlO4 single crystal substrates in a reactive GENxplor
VEECO molecular-beam epitaxy system. A substrate tem-
perature of 750 ◦C and an oxygen plasma background partial
pressure of 2×10−6 Torr, which was kept constant until the
temperature of the substrate dropped below 150 ◦C, were used.
Ba was evaporated using a low temperature effusion cell, and
Cu and La were evaporated using high temperature effusion
cells. The flux of each element was measured by a quartz
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TABLE I. Sample parameters. Listed are the sample names, nominal dopings xnom, superconducting critical temperatures Tc, the effective
field coil radius R divided by the Pearl length � measured at 6 K, and striae period.

Sample xnom Tc(K) R/�(6K) Period (μm)

AC 201 0.090 22.9 ± 1.1 0.02 ± 0.005 2.6–2.7
AC 202 0.098 <5 – –
AC 173 0.115 23.7 ± 0.2 0.24 ± 0.01 3.4–3.8
AC 174 0.125 29.2 ± 0.2 0.26 ± 0.01 1.0–2.6
AC 200 0.125 29.7 ± 1.4 0.02 ± 0.005 –
AC 175 0.135 27.8 ± 0.3 0.16 ± 0.01 1.2

crystal monitor before the growth, and these measurements
were used to determine the nominal doping. Attempts to
confirm the doping with x-ray photoemission spectroscopy
(XPS) led to inconsistent values, possibly due to the difficulty
of making XPS measurements on such thin films. Reflection
high-energy electron diffraction (RHEED) [13] was used to
monitor both the phase purity and the stoichiometry during film
growth. RHEED oscillations taken during fabrication of the
films indicate that the samples have a smooth surface. Atomic
force microscopy (AFM) measurements (see Fig. 2) reveal that
the samples are flat except for 20-nm-thick bumps dispersed
over the surface. Similarly sized particles, reported to be SrO
of 10–50 nm size, have been reported for annealed SrLaAlO4

(001) surfaces [14]. The placement of the particles is random
(see Fig. 2) and so it seems unlikely that they are related to
our striae. Although terrace widths comparable to our striae
periods are observed in SrLaAlO4 substrates [14], they are not
seen in our AFM images. The measured samples are shown
in Table I.

We used a liquid helium scanning SQUID microscope
system to image the magnetic fields and susceptibilities at
different locations on our samples [15]. This microscope

FIG. 1. SQUID Susceptometer with 0.1 μm radius pickup loop.
(a) Schematic layout. The current leads, modulation coil, and field
coil are labeled by I , M , and F.C., respectively. All but the
pickup loop/field coil regions are shielded from external magnetic
fields by superconducting layers. (b) Layout of the pickup loop
(purple), field coil (blue), and shields (red and purple) region.
(c) Layout of the entire 2 mm×2 mm chip.

allowed us to vary the sample temperature over a wide range
while keeping the SQUID sensor superconducting [16].

III. RESULTS

A. Pearl length

We determined the local Pearl length and critical temper-
ature of a sample by moving it toward the SQUID using a
z-piezo scanner until contact was reached while measuring
the SQUID susceptibility. An example for sample AC174 (see
Table I) is shown in Fig. 3. Here a 1 mA, 928 Hz ac current was
passed through the field coil. The resultant in-phase flux signal
φ = �/I , where � is the flux through the SQUID and I is the
current through the field coil, was phase sensitively detected
and plotted vs the z-piezo scanner voltage as the dots in Fig. 3.
The solid lines in Fig. 3 are fits to the data using an expression
appropriate for a homogeneous thin film diamagnet [9]:

φ(z) = φoffset + α(z − z0) − φs(R/�)(1 − 2z̄/
√

1 + 4z̄2),

(1)

where z = c1Vz + c2V
2
z , with Vz the piezo voltage, φoffset is a

constant offset in the susceptibility, due to, e.g., a mismatch
in the mutual inductance between the two pairs of field
coils/pickup loops, α is a coefficient of a small linear slope
in the approach curves, z0 is the position of the sample when it
is in direct mechanical contact with the SQUID substrate, φs is
the mutual inductance between one field coil and one pickup
loop, R is the effective radius of the field coil, � is the Pearl
length of the thin film, and z̄ = (z0 + δz − z)/R, where δz

is the physical spacing between the sample surface and the
plane of the pickup loop when the sample and SQUID surface
are in contact [9]. We estimate that δz = 0.5 ± 0.15 μm. c1 =
0.11 μm/V was calibrated by measuring a known step height

FIG. 2. Sample geometry. (a) Schematic of 20-nm-thick LBCO
film on a LaSrAlO4 substrate. (b) AFM image of AC 174, a 20-nm-
thick film of LaxBa2−xCuO4 with nominal doping of xnom = 0.125.
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FIG. 3. Susceptibility touchdowns vs temperature. Measure-
ments of the change in the mutual inductance φ = �/I (in units of
�0 = h/2e) between the field coil and the pickup loop in our SQUID
susceptometers for sample AC 174 as a function of the z-piezo voltage.
The sample comes into mechanical contact with the SQUID substrate
at a z-piezo voltage of Vz = 70 V. The dots are data, with selective
temperatures labeled. The solid lines are fits to Eq. (1). For these fits,
we took the measured value φs = 54�0/A, the effective field coil
radius R = 0.79 μm [12], the spacing δz = 0.5 μm, with φoffset , c2,
α and R/� as fitting parameters. The inset replots the 6 K data, with
best fits for δz = 0.35 μm (blue solid line) and 0.65 μm (green dashed
line).

in topographic feedback mode. The small quadratic z-piezo
term c2 = −1.1×10−4 μm/V 2 was used as a global fitting
parameter. The solid lines in the main panel in Fig. 3 are fits
assuming δz = 0.5 μm. The inset of Fig. 3 shows how the
fit quality changes when δz is varied between 0.35 μm and
0.65 μm. Supplemental Figs. S1-S5 [17] display touchdown
data, fits, and the differences between data and fit for the five
samples which showed diamagnetic shielding. The theory used
here [9] models the pickup loop and field coil as circular wires.
There are systematic differences between the fits and data
which could presumably be reduced using a more sophisticated
model for the field coil/pickup loop region [12]. However,
as can be seen in Fig. 4, the largest source of error in these
measurements is due to our uncertainty in the spacing between
the sample surface and the pickup loop at contact δz: These
measurements are most useful for determining either the
relative superfluid densities as a function of temperature or
sample, or the critical temperatures, but are less precise than
could be desired for determining the absolute values of the
superfluid density.

The fitting parameters R/� for the five samples which
showed measurable diamagnetic shielding at 5 K are plotted
as the symbols in Fig. 4. Estimates for R/�(T = 6 K) and Tc

are in Table I. Since for a homogeneous thin film and in the
absence of fluctuations the Pearl length � = 2λ2/d, where λ is
the London penetration depth and d is the film thickness, and
the superfluid density ns is given by ns = m/μ0q

2λ2, where m

is the mass and q is the charge of the superconducting charge
carriers, it follows that ns(0)/ns(T ) = �(T )/�(0), and the
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FIG. 4. Pearl length vs temperature. The symbols are fit values
for R/� from touchdown data as illustrated in Fig. 3, assuming the
sample surface to pickup loop distance at contact δz = 0.50 μm. The
error bars on the data for AC174 represent systematic errors due to
uncertainty in δz, with the lower and upper bars corresponding to
δz = 0.35 μm and 0.65 μm, respectively.

fitting parameter R/�(T ) is a measure of the superfluid density
ns(T ).

An initially surprising result is that, although the low
temperature Pearl length varies significantly from sample to
sample, the measured critical temperatures of our samples do
not, even though their nominal dopings span the xnom = 1/8
range where a sharp drop in critical temperature is observed in
bulk LBCO samples. Previous critical temperature measure-
ments on thin film LBCO samples grown on LSAO similarly
did not show a 1/8th doping anomaly [18].

B. Striae in susceptibility

Our susceptibility imaging results are also surprising: We
find periodic striae of modulated diamagnetism in the sus-
ceptibility images of multiple samples. Examples for the five
samples with observable diamagnetic susceptibility at 4 K
are displayed in Fig. 5. These striae are modulations of the
SQUID susceptibility with amplitudes of 1–8% of the total
susceptibility and periods from 1–4 μm. These striae did not
change in amplitude or period when we changed the scan
direction or scan speed. In the four samples in which they are
observed, they are seen in all regions of the samples imaged, but
with varying orientations, periods, and amplitudes. Individual
striae appear to be continuous over distances of at least 81 μm
[see, e.g., Fig. 5(d)]. The striae persist, with little variation
in period, as the temperature is increased, up to close to the
critical temperature. An example is shown in Fig. 6. In this
figure simultaneously taken magnetometry images are in the
left column, and susceptibility images are in the right column.
The data were taken by cooling in a field of 46 μT, then
imaged at successively higher temperatures as labeled. The
dashed lines in the susceptibility images show the positions of
cross-sections displayed in Fig. 7(a).

014506-3



SAMANTHA I. DAVIS et al. PHYSICAL REVIEW B 98, 014506 (2018)

FIG. 5. Striae are observed in four of the five superconducting samples imaged. Magnetic susceptibility images of thin-film LBCO for
distinct samples with nominal dopings of 0.090 < xnom < 0.135. The “striae” are the periodic modulations in susceptibility shown in (a), (b),
(d), and (e). Note the different scale bars: Striae periods between one and four microns were observed in these samples. An average background
susceptibility was subtracted from each of these images. The amplitudes of the striae are approximately 1%, 8%, 4%, and 1% of the total
susceptibility of scans (a), (b), (d), and (e), respectively.

Cross-sections through the data of Fig. 6, displayed in
Fig. 7(a), show that although there are large, temperature
dependent background features in the susceptibility, and the
amplitude of the striae fall off as Tc is approached, there
is little dependence of the striae periods with temperature.
In an effort to better quantify the temperature dependence,
we performed two-dimensional Fourier transforms of our
susceptibility images. As demonstrated in Fig. 7(b), these
transformed images display sharp peaks corresponding to the
striae. Figure 7(c) plots the amplitudes and Fig. 7(d) plots
the periods of these peaks as a function of temperature. A
comparison with the temperature dependence of the Pearl
lengths displayed in Fig. 4 shows that the striae amplitudes
and periods are less sensitive to temperature than the Pearl
lengths.

Although the striae periods depend weakly on temperature,
there is a strong relation between striae period and low temper-
ature Pearl length. In sample AC 174 (nominal xnom = 0.125)
the critical temperature, striae period, and low temperature
Pearl length all vary from position to position on the sample.
An example is displayed in Fig. 8. Figure 8(a) plots the Pearl
lengths at two positions separated by 1 mm. Figure 8(b) plots
the stripe period vs R/�(T = 5K) fit values for four positions,
covering a range of 0.7 mm on the sample. This figure shows
that there is a nearly linear relation between the stripe period
and the low temperature inverse Pearl length. This is at first
surprising, since the temperature dependent measurements of,
e.g., Fig. 7, show little dependence of the stripe period on
temperature, while our touchdown data, e.g., Fig. 4 shows
that the Pearl length varies strongly with temperature. This

may imply that whatever controls the period, e.g., strain, also
modulates the carrier density.

A final clue to the mechanism for striae formation in these
samples is their orientation. We found that the stripes do not
necessarily align with the crystalline axes, the orientations
of the striae vary smoothly from position to position on the
sample, and we have never observed boundaries between striae
with different orientations.

C. Vortex trapping

Another surprising result is that simultaneous magnetom-
etry and susceptibility images show that superconducting
vortices trap on local maxima of the diamagnetic susceptibility.
An example of this is shown in Fig. 9. The white dots in
the magnetometry image in this figure are superconducting
vortices trapped when the sample AC 174 (nominal xnom =
0.125) is cooled in a field of approximately 23 μT. The vortex
images are elongated by the point spread function of the
susceptometer used [9]. Superimposed on the false-color sus-
ceptibility images are contour plots of the magnetometry data,
which show that the peaks in the vortex magnetic fields line up
with the most diamagnetic regions in the susceptibility images.

This striking effect occurs independently of the cooling field
used. An example is shown in Fig. 10. In this figure, the left
column shows magnetometry data, and the right column shows
susceptibility data. Each row in this figure corresponds to
simultaneously acquired data, taken after the sample is cooled
in fields as labeled. The centers of the vortices are labeled
with white dots in both the magnetometry images and the
susceptibility images, showing that the vortices are trapped
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FIG. 6. Striae persist, with little change in period, to close to Tc.
Magnetometry (left column) and susceptibility (right column) images
of a 10 μm wide by 9 μm high area of sample AC174, cooled
and imaged in a field of 33 μT at the temperatures labeled, with
a field coil modulation of 10 mA at 2.204 kHz. The false color
variations are 4 m�0 for the magnetometry images, and 0.4 �0/A
for the susceptibility images. The white dashed lines represent the
cross-sections through the data displayed in Fig. 7.

where the diamagnetic susceptibility is largest, for fields from
zero up to 1 000 μT.

IV. DISCUSSION

We report here stripelike modulations (striae) in the sus-
ceptibility of four samples (out of five measured) of thin
film La2−xBaxCuO4 with nominal dopings of 0.090 < xnom <

0.135. The amplitude of the observed modulations of the striae
are up to eight percent of the full scale. Due to the point
spread function of the pickup loop, the observed amplitude
is a lower bound. The periods of the striae range between one
and four microns, approximately a thousand times larger than
the periods of stripe phases such as the spin and charge density
waves that have been measured in bulk samples using neutron
and x-ray diffraction techniques [19–21], but comparable to the
Pearl lengths in our films. Strikingly, we found that magnetic

FIG. 7. Temperature dependence of the striae. (a) Cross-sections
through the susceptibility data of Fig. 6 at the temperatures labeled.
(b) Two-dimensional Fourier transform of the 5.8 K data: the sharp
peaks represent the susceptibility striae, with 1 μm period, amplitude
10 m�0/A, and angle of −0.22 radians. (c) Plot of the stripe
amplitude, from such Fourier transforms as in (b), as a function of
temperature T. (d) Plot of the stripe period vs T.

vortices tend to pin on the diamagnetic maxima of the striae,
rather than the minima. The orientation of the striae relative to
the crystal axes vary from sample to sample, and from position
to position in the same sample.

What causes the striae? They could be simply caused by
modulations in film thicknesses d, which would cause oscil-
lations in our observed Pearl lengths � through the relation
� = 2λ2/d. However, room temperature AFM measurements
[Fig. 2(b)] show that the films are flat on the nm scale aside from
randomly scattered 20-nm-high bumps. On the other hand,
there is a phase transition between room temperature and our
measurement temperatures, so buckling is possible. Even so, an
oscillation in film thickness would not be expected to cause the
vortices to trap on maxima of the diamagnetic susceptibility.
Experiments with intentionally introduced thickness variations
in aluminum films [22] have been interpreted in terms of
pinning on the thin (less diamagnetic) regions [23].

Stripelike patterns have been observed in many systems,
such as materials that undergo martensitic phase transitions
and thin film type I superconductors. Martensitic phase transi-

FIG. 8. Stripe period varies with low temperature Pearl length.
(a) Fit values from susceptibility touchdown curves for AC174 at two
positions separated by 1 mm. (b) Plot of striae period vs fit values for
R/�(5K) at several positions in sample AC174. The dots are data
and the dashed lines connect the dots.
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FIG. 9. Superconducting vortices trap at positions of largest
diamagnetic susceptibility. Simultaneously acquired magnetometry
(upper) and susceptibility (lower) images of sample AC 174, cooled
in a field of 23 μT and imaged in field at 5 K. Superposed on the
susceptibility image are five equally spaced contours of magnetic
flux (in black).

tions are diffusionless structural transformations of crystalline
materials into highly strained lattice structures. Structural
changes result from homogeneous lattice deformations, which
are commonly driven by quenching or applied stress [24]. To
minimize the net strain over large length scales, martensites
form elaborate morphologies, such as tweed microstructures,
which have domains of unilateral strain along distinct crystal
axes [25]. Tetragonal tweed phases have been observed in
cuprate superconductors such as yttrium barium copper oxide
single crystals [26]. Since experiments have shown that epitax-
ial strain can enhance local superconductivity in cuprates [27],
periodic, stripelike domains of uniaxial strain in a martensite
may induce modulations in the Pearl length.

Our observation that the vortices pin in the regions where
the diamagnetic susceptibility is higher is surprising, based on
numerous previous studies on the pinning of superconducting
vortices, particularly in cuprate superconductors. One possi-
bility is that the pinning strength is significantly higher in
regions with higher diamagnetic susceptibility. A second is
that the vortex self-energy is lower in these regions. The first
possibility would require selective pinning in the high pinning

FIG. 10. Vortices trap in regions of largest diamagnetic suscep-
tibility, independent of cooling field. Magnetometry (left column)
and susceptibility (right column) images of a 10 μm wide by 9 μm
high area of sample AC 174, imaged at T = 5 K with a field coil
modulation of 10 mA at 2.204 kHz. The samples were cooled and
imaged in the fields as labeled. The false color scales are 3 m�0

for the magnetometry images, and 0.1 �0/A for the susceptibility
images. The white dots represent the centers of the vortices, offset
by −0.25 μm in the susceptibility images to compensate for the
displacement between the maximum magnetometry and susceptibility
sensitivities for our SQUID sensor.

strength regions during cooling. While not dismissing this first
possibility, we explore the implications of the second.

In general, the total energy of the vortex is the energy in the
superfluid and magnetic fields, plus the energy of the core [28].
The superfluid and magnetic energy must be higher in a region
with higher diamagnetism [29,30], and generally one would
also expect the core energy to be higher in a region with higher
diamagnetism. Since we expect that vortices would be attracted
to lower energy regions, our observations may imply that the
vortex core energy is smaller where the superfluid density is
higher.

In most simple theories, one would expect that the core
energy is equal to the amount of condensation energy lost
in the core, and thus will generally be larger when the
superconducting order is stronger. Thus, one needs some more
complex situation to make the converse true.

014506-6



SPATIALLY MODULATED SUSCEPTIBILITY IN THIN … PHYSICAL REVIEW B 98, 014506 (2018)

A competing ordered phase that appears in the vortex core
would recover some of the condensation energy. Moreover,
it is possible that this competing phase is stronger where the
superconducting order is stronger, and so causes the vortex
core energy to be smaller in such regions. Nothing in the
current experiment is sensitive to the precise nature of such a
competing phase. Pair density waves (PDW) [6] may be a good
candidate, for two reasons: (1) There is new data [31] that sug-
gest that PDW order arises in vortex cores in barium strontium
calcium copper oxide. (2) Given that the vortex cores in the
cuprates are so small, a competing order in the vortex core must
have a condensation energy very close to that of the (dominant)
superconducting (SC) state. Since PDW order looks locally
much like the uniform superconducting order, it is plausible
that it might be very nearly competitive with uniform SC order
without fine tuning, and that PDW ordering tendencies could
be stronger in precisely the same regions in which SC order is
stronger.

Further work to distinguish between these various possi-
bilities would be to measure the dependence of the striae on

film thickness and substrate, and to perform vortex dragging
experiments [32] to determine the relative pinning strengths of
vortices on and off diamagnetic maxima in the striae.
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