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Copper interstitial recombination centers in Cu3N
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We present a comprehensive study of the earth-abundant semiconductor Cu3N as a potential solar energy
conversion material, using density functional theory and experimental methods. Density functional theory
indicates that among the dominant intrinsic point defects, copper vacancies VCu have shallow defect levels while
copper interstitials Cui behave as deep potential wells in the conduction band, which mediate Shockley-Read-Hall
recombination. The existence of Cui defects has been experimentally verified using photothermal deflection
spectroscopy. A Cu3N/ZnS heterojunction diode with good current-voltage rectification behavior has been
demonstrated experimentally, but no photocurrent is generated under illumination. The absence of photocurrent
can be explained by a large concentration of Cui recombination centers capturing electrons in p-type Cu3N.
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I. INTRODUCTION

Thin-film photovoltaic materials are predominantly made of
defect-tolerant semiconductors like Cu(In,Ga)Se2 and CdTe.
The use of low-cost materials deposition techniques produces
polycrystalline thin films with numerous crystallographic im-
perfections like point defects and grain boundaries. In spite of
such defects, Cu(In,Ga)Se2 and CdTe are capable of achieving
high solar cell efficiencies in excess of 20%. This is in
contrast with semiconductors like GaAs or InP, which typi-
cally require high-cost epitaxial thin-film deposition methods
on single-crystal substrates for high solar cell efficiencies.
Cu2ZnSn(S,Se)4 has recently emerged as a promising solar en-
ergy conversion material comprising earth-abundant elements,
and can be deposited using low-cost methods like that used for
Cu(In,Ga)Se2 and CdTe. However, the record Cu2ZnSn(S,Se)4
solar cell efficiency is 12.7% [1], significantly lower than the
best solar cell efficiencies obtained for Cu(In,Ga)Se2 and CdTe.
Recent first-principles calculations [2] on the intrinsic point
defects in Cu2ZnSn(S,Se)4 have shown that the SnCu and SnZn

antisite defects are recombination centers with deep defect
transition levels, limiting the open-circuit voltage values of
Cu2ZnSn(S,Se)4 solar cells. Ideally, the search for a candidate
solar energy conversion material should consider the elemental
abundance of the material, its tolerance to crystallographic
imperfections like point defects and grain boundaries, and its
optical absorption coefficient.

Cu3N has been proposed as a defect-tolerant, earth-
abundant semiconductor for solar energy conversion by
Zakutayev et al. [3], who reported an optical absorption onset
of 1.4 eV for Cu3N despite its calculated indirect fundamental
band gap of 1.0 eV. Zakutayev and co-workers speculated that
semiconductors for which the valence band maximum is dom-
inated by antibonding states are likely to have shallow defect
states within the band gap. This applies for Cu3N but does

not hold for conventional III-V semiconductors like GaAs,
for which the valence band and the conduction band mainly
comprise bonding states and antibonding states, respectively.
This speculation about defect tolerance is in accord with prior
theoretical studies of CuInSe2, in which the hybridization of
Cu d orbitals and Se p orbitals results in both bonding and
antibonding states in the valence band maximum [4,5]. The
antibonding states due to p-d repulsion push the valence band
maximum up in chalcopyrite (I-III-VI2) CuInSe2, resulting
in an anomalously small band gap and high valence band
maximum (relative to the vacuum level) compared to the binary
II-VI analogs like ZnSe or CdSe. Copper vacancies in CuInSe2

thus have a very shallow acceptor level with respect to the
valence band maximum, with defect-state eigenvalues that are
resonant within the valence band [6]. While this is a general
guideline to predict semiconductors with shallow defect levels
in the band gap that are attributed to specific point defects (like
copper vacancies in CuInSe2), it is essential that all possible
point defects are considered when evaluating materials for
solar energy conversion, since some of them could act as
recombination centers or carrier traps, undermining solar cell
performance.

There have been several prior density functional theory
studies of Cu3N in which the indirect band gap values of
Cu3N were significantly underestimated as 0.5 eV [7] and
0.23 eV [8], using the generalized-gradient approximation
(GGA) and local-density approximation (LDA), respectively.
A reasonable indirect band gap value of 1.0 eV was obtained by
Zakutayev et al. [3] when combining the GGA functional with
an additional on-site Coulomb interaction term Ud (Cu) = 5 eV
and GW quasiparticle energy calculations. This underestima-
tion in band gaps can lead to large uncertainties in the positions
of defect charge-state transition levels that lie within the band
gap. In this study, we employed the Heyd, Scuseria, and
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Ernzerhof (HSE06) exchange-correlation functional [9,10],
which can accurately describe the band gap and electronic
structure of semiconductors and insulators [11]. HSE06 is
also expected to partially correct for the self-interaction errors
for localized d electrons [12], which is especially helpful for
copper-containing compounds like Cu3N. We can therefore
acquire a comprehensive understanding of the intrinsic point
defects in Cu3N by using the screened-exchange hybrid density
functional HSE06.

Cu3N is a metastable semiconductor that undergoes sponta-
neous thermal decomposition into Cu metal and N2 gas when
heated to temperatures exceeding 200 °C in vacuum [13,14].
Experimentally, Cu3N has been synthesized by a variety of
techniques, including radio frequency (rf) reactive magnetron
sputtering [3,15,16] and molecular beam epitaxy [17,18].
Controlled bipolar doping of Cu3N has been demonstrated by
varying the thin-film deposition conditions [3,17,19]. Copper-
poor growth conditions result in the formation of p-type
films, while copper-rich growth conditions yield n-type films.
Despite its indirect band gap, high absorption coefficient values
have also been reported in Cu3N [3,17], making it a potentially
interesting semiconductor for thin-film photovoltaic applica-
tions. To complement our predictions from density functional
theory, we have also synthesized Cu3N thin films by reactive
magnetron sputtering and characterized them extensively in
this study.

II. METHODS

A. Computational details

The screened-exchange hybrid density functional HSE06
as implemented in the Vienna ab initio simulation package
(VASP) [20] was used for all calculations in this study. 25%
of the short-range exchange interaction of the Perdew-Burke-
Ernzerhof (PBE) [21] generalized-gradient approximation is
replaced by the short-range nonlocal Hartree-Fock (HF) ex-
change interaction in the HSE06 functional. For this study, an

exchange-screening parameter ω of 0.2 Å
−1

was applied. All
calculations were performed using the projector augmented
wave (PAW) method [22]. Cutoff energies were set to 400 eV
for all calculations. In this study, Cu (3d, 4s) and N (2s,
2p) were used as valence electron states. Calculations of the
band structure, density of states, and dielectric function were
performed using the 4-atom primitive unit cell with 10 × 10 ×
10 �-centered k-point grids. The frequency-dependent dielec-
tric function was calculated using the projector-augmented
wave (PAW) method described in detail in [23] and the
independent-particle approximation (IPA), considering only
direct transitions between occupied and empty states. A dense
16 × 16 × 16 �-centered k-point mesh was used to calculate
the dielectric function for the 4-atom primitive unit cell.

The intrinsic point defects examined in this study include
vacancies, antisite defects, and interstitial defects in the host
Cu3N crystal. For these calculations, 2 × 2 × 2 �-centered
k-point grids were used for 3 × 3 × 3 (108-atom) supercells,
and spin polarization was enabled. The perfect defect-free
crystal was first fully optimized for the lattice constants
and internal ionic coordinates until the residual forces were
less than 0.01 eV/Å. These optimized lattice constants were

then fixed for supercells containing point defects, and the
ions were fully relaxed until residual forces were less than
0.01 eV/Å. For further analysis of the copper interstitial Cui

defect in Sec. III C, calculations of the density of states and
partial charge densities were done using 4 × 4 × 4 (256-atom)
supercells with 2 × 2 × 2 �-centered k-point grids to confirm
that there are no erroneous electrostatic interactions between
point defects in periodic 3 × 3 × 3 supercells.

The formation energies of intrinsic point defects are calcu-
lated as [2,24–26]

�Hf [D,q] = E[D,q] − Ehost

+
∑

niμi + q(EVBM + EF ), (1)

where E[D,q] is the total energy of the supercell with a
defect D in charge state q, corrected with the Makov-Payne
image charge correction scheme that accounts for spurious
electrostatic interactions between charged defects in periodic
supercells. This image charge correction scheme is described
in further detail in Sec. 1 of the Appendix, and a theoretical
dielectric constant of 7.51 derived from the dielectric function
calculated in Sec. III A was used for the image charge
corrections. Ehost is the total energy of the defect-free supercell.
ni is the number of atoms transferred from the supercell to the
chemical reservoir of element i; ni = 1 if an atom is removed
and ni = −1 if an atom is added. μi refers to the chemical
potential of atom i and represents the strength of the chemical
reservoir; the formation energy of a vacancy of atom i is high
when μi is high. EVBM refers to the energy of the valence band
maximum (VBM) and EF represents the Fermi level measured
from the VBM, which can vary within the band gap of the
material between EVBM and ECBM, where ECBM refers to the
energy of the conduction band minimum (CBM).

The Fermi energy where the charge state of a point defect
D changes from q to q ′ is defined as the charge-state transition
level. Derived from Eq. (1), the following expression can be
used to calculate the charge-state transition level [2,26]:

ε[D,q/q ′] = (E[D,q] − E[D,q ′])/(q ′ − q) − EVBM.

(2)

For calculations of the surface energies of Cu3N, the (001),
(110), and (111) surfaces were selected since these are the
most commonly studied surfaces in cubic crystal structures.
We have used computational supercells comprising a slab of
Cu3N approximately 10 Å thick followed by a vacuum layer
approximately 20 Å thick for all three surfaces. The crystal
slabs have thicknesses of six planes (three formula units), eight
planes (four formula units), and 12 planes (12 formula units)
for the (001), (110), and (111) surfaces, respectively. For each
crystal orientation, we have calculated the surface energies for
(i) the defect-free crystal slab in which the surface atoms do
not form or break new bonds, and (ii) crystal slabs in which Cu
and/or N atoms are added to the surface to give Cu-terminated,
N-terminated, or mixed cation- and anion-terminated surfaces.
The optimized HSE06 lattice constants were used for the
supercells in-plane of the crystal slabs, and all ions were fully
relaxed until residual forces were less than 0.01 eV/Å.
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The surface energy of the crystal surface �Hsurface can be
calculated using the following expression [27]:

�Hsurface =
(
Esurface − NEhost +

∑
niμi

)
/2A, (3)

where Esurface is the total energy of the supercell containing
the crystal slab and the vacuum layer, NEhost is the energy
of an equivalent number of atoms in the bulk or host crystal
in the absence of a surface, ni is the number of atoms added
to the surface from the chemical reservoir of element i to give
various surface terminations, μi refers to the chemical potential
of atom i, and A is the surface area of the crystal slab. For these
surface energy calculations, we set the chemical potentials of
Cu and N to their standard-state values μ0

i .

B. Thin-film deposition and characterization

Cu3N thin-film samples were deposited using radio fre-
quency (rf) reactive magnetron sputtering from a 2-in. copper
target on soda-lime glass substrates at a temperature of 160 °C
and rf power of 25 W. The total pressure was maintained at
20.0 mTorr with 20 sccm flow rate of N2 (99.999% purity).
The 100% N2 partial pressure gives copper-poor, nitrogen-rich
growth conditions that yield p-type films. To fabricate the p-n
junction, a 1-μm-thick molybdenum film was sputtered as the
back contact on soda-lime glass substrates. Next, 350 nm of
Cu3N was deposited on the molybdenum back contact using
rf sputtering at 25 W at 160 °C substrate temperature, with
20.0 mTorr sputtering pressure and 20 sccm N2 flow rate. This
was followed by a ZnS n-type buffer layer deposited using
atomic layer deposition (ALD) at 125 °C, using diethylzinc as
the Zn precursor and H2S as the S precursor [28]. The employed
ALD pulse cycle was diethylzinc − N2 purge − H2S − N2

purge for 1 - 30 - 0.25 - 30 s, respectively. Five hundred cycles
of ALD were used to grow the ZnS film at approximately
1 Å/cycle. The H2S gas was formed by thermal decomposition
of thioacetamide at 115 °C. Next, 250 nm of aluminum-doped
zinc oxide (Al:ZnO) was deposited as the transparent top
electrode, followed by aluminum metal fingers 3 μm thick
sputtered through a shadow mask. The final device area of
0.45 cm2 was defined by scribing through the soft Cu3N films
to expose the Mo back contact. Indium dots were soldered
onto the Mo back contact as Ohmic electrical contacts. All
film thicknesses were measured using cross-section scanning
electron microscopy (SEM). To ascertain the suitability of
Mo as an Ohmic contact for Cu3N, we have tested Mo and
In contacts on Cu3N thin films deposited on soda-lime glass
substrates, using the Cu3N deposition conditions described
above. Mo contacts were deposited using DC sputtering on
the Cu3N samples through a shadow mask, while In contacts
were soldered directly onto the Cu3N film surface.

Photothermal deflection spectroscopy (PDS) measurements
were performed using a home-built setup described by
Vandewal et al. [29]. A mechanically chopped (3.333 Hz)
monochromatic light source with 5-nm spectral resolution
using a 100-W halogen pump lamp was focused on the
sample. The sample was immersed in degassed and filtered
perflourohexane (C6F14, 3M Flourinert FC-72), which serves
as the deflection medium. Ultraviolet-visible spectroscopy
(UV-Vis) measurements were performed using a Cary 6000i
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FIG. 1. (a) Primitive 4-atom unit cell for cubic Cu3N. The crystal
structure basis consists of one nitrogen atom at fractional coordinates
(0, 0, 0) and three copper atoms at fractional coordinates ( 1
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UV/Vis/NIR spectrometer (Agilent Technologies, Inc.). Photo-
electron spectroscopy in air (PESA) measurements were done
with a Riken AC-2 Photoelectron Spectrometer (Riken Keiki
Co. Ltd., Japan) equipped with an ultraviolet (UV) source.
For Hall effect measurements, a standard six-probe method
was used: two for the current source, two for the longitudinal
voltage electrodes (parallel to the direction of current flow),
and two for the Hall voltage electrodes (perpendicular to the
direction of current flow). Electrical contacts were made to the
sample using gold wires and silver paint, and the sample was
placed in a helium cryostat (Physical Property Measurement
System, Quantum Design, Inc.). Hall effect measurements
were performed using a superconducting magnet with the
magnetic field ranging between −8 × 104 and 8 × 104 Gauss,
applied vertically to the sample surface.

III. RESULTS FROM FIRST-PRINCIPLES CALCULATIONS

A. Fundamental properties of Cu3N

The crystal structure of Cu3N is cubic [Fig. 1(a)], with space
group symmetry Pm-3m (space group no. 221). It is also known
as the anti-ReO3 (anti–rhenium trioxide) structure, which is
similar to the perovskite structure (chemical formula ABX3)
except that the atom at the center of the cubic crystal structure
is removed, and the cation and anion positions are exchanged.
The atoms forming the basis of the primitive unit cell are one
nitrogen atom at fractional coordinates (0, 0, 0) [Wyckoff site
1a] and three copper atoms at fractional coordinates ( 1

2 , 0,
0), (0, 1

2 , 0), and (0, 0, 1
2 ) [Wyckoff site 3d]. Figure 1(b) is

a schematic representation of the first Brillouin zone of the
Cu3N crystal, with the high-symmetry points �, M , R, and X

labeled and joined by red lines. The calculated HSE06 lattice
constant a for Cu3N is 3.81 Å, and the Cu-N bond length is
1.91 Å.

The HSE06 band structure of Cu3N is shown in Fig. 2(a),
plotted along the high-symmetry directions M (π

a
, π

a
, 0), �

(0, 0, 0), X (π
a

, 0, 0), M (π
a

, π
a

, 0), R (π
a

, π
a

, π
a

) and � (0, 0,
0). Spin-orbit coupling has been included in the band structure
calculations. Cu3N has a fundamental indirect transition of
0.95 eV from the VBM at the R point to the CBM at the
M point. The direct transitions at the M and R points are
1.89 and 1.82 eV, respectively, giving a direct band gap of
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FIG. 2. (a) Electronic band structure of Cu3N calculated using
the HSE06 functional and (b) atomic- and orbital-resolved density of
states plot of Cu3N.

1.82 eV. The calculated band structure is in close agreement
with the band structure calculated using GW quasiparticle
energy calculations in [3], in which the indirect transition is
1.0 eV and the direct transition is 1.6 eV. It also shows similar
curvatures but more accurate band gap values compared to the
LDA band structure of Cu3N published in [8]. The bands near
the extrema of both the VBM and CBM show comparable
dispersions, indicative of similar carrier effective masses at
those bands.

The total density of states (DOS) of Cu3N [Fig. 2(b)]
was calculated using the tetrahedron method with Blöchl
corrections [30]. The upper valence band predominantly com-
prises the hybridization between Cu-3d and N-2p orbitals,
suggesting that p-d repulsion is giving rise to antibonding
states near the VBM, similar to that in CuInSe2. In Cu3N, there
is also a strong contribution to the conduction band states from
the Cu-3p and Cu-3d orbitals, different from the conduction
band states in CuInSe2 which predominantly comprise In-5s

and Se-4p orbitals [2].
The thermodynamic stability of Cu3N with respect to its

constituent elements Cu and N in their ground states was
calculated using the HSE06 functional. The formation ener-
gies were calculated at T = 0 K and zero point motion has
been neglected. Elemental Cu metal (space group symmetry
Fm-3m) and the nitrogen molecule (N2) were used in these
calculations, and the calculated HSE06 chemical potentials μ0

i

are −3.07 eV/atom and −4.76 eV/atom for Cu and N in their
standard states, respectively. The cohesive energy of Cu3N is
−3.32 eV/atom in Cu3N with respect to individual Cu and N
atoms, and its formation energy �Hf is +0.18 eV/atom with
respect to elemental Cu metal and the N2 molecule. These
values match the results reported in [31] for the cohesive
energy of −3.6 eV/atom and formation energy �Hf of
+0.2 eV/atom. The results indicate that in thermodynamic
equilibrium, Cu3N is a metastable semiconductor that pref-
erentially decomposes into metallic Cu and N2 gas at high
temperatures in vacuum. However, it is possible to synthesize
Cu3N in processes that operate under nonequilibrium condi-
tions like reactive magnetron sputtering. The relatively strong
cohesive energy of −3.32 eV/atom is comparable to that of
other semiconductors like GaAs (–3.26 eV/atom) and GaN
(–4.48 eV/atom) [32], suggesting that Cu3N is metastable
with respect to its constituent elements not because of weak

FIG. 3. (a) The complex dielectric function ε(ω) = ε1(ω) +
iε2(ω) of Cu3N, where ε1(ω) is the real part (black line) and ε2(ω) is
the imaginary part (red line) of the dielectric function. (b) Absorption
coefficient values α of Cu3N as a function of photon energy, derived
from the complex dielectric function.

chemical bonding but due to the strong triple bond in the N2

molecule.
Defining the relative chemical potentials �μi as the chem-

ical potential of element i with respect to its standard state
(�μi = μi − μ0

i ), �μi of the constituents Cu and N have to
sum up to the formation energy of the host compound Cu3N
in thermodynamic equilibrium (+0.72 eV/formula unit):

3�μCu + �μN = �Hf (Cu3N). (4)

Since Cu3N is a metastable compound, there is no range
of chemical potentials under which the compound is thermo-
dynamically stable. Under experimental conditions, however,
thin-film deposition techniques like sputter deposition do not
pertain to thermodynamic equilibrium. In this study, we will
investigate defect properties in Cu3N with elemental chemical
potentials corresponding to (i) copper-poor growth conditions
(�μCu = −0.64 eV,�μN = +2.64 eV), and (ii) copper-rich
growth conditions (�μCu = 0 eV,�μN = + 0.72 eV), satis-
fying Eq. (4). Under these conditions, copper metal cannot pre-
cipitate, i.e., �μCu � 0 eV. From Eq. (1), formation energies of
point defects depend on �μi of the constituent elements, and
since �μi is directly controlled by experimental growth condi-
tions, defect formation energies and defect concentrations can
also be controlled.

The complex dielectric function describes the polariza-
tion response of a material to an externally applied electric
field [33]. It can be expressed as ε(ω) = ε1(ω) + iε2(ω) =
(n + iκ)2, where ε1(ω) and ε2(ω) are the real and imaginary
parts of the complex dielectric function, respectively; n is the
refractive index; and κ is the extinction coefficient of Cu3N.
The complex dielectric function of Cu3N calculated using the
HSE06 functional in the independent-particle approximation
(IPA) is given in Fig. 3(a). The absorption coefficient values α

derived from the dielectric function, calculated as α = 4πκ/λ

where λ is the photon excitation wavelength, are plotted as a
function of photon energy in Fig. 3(b).

The static, zero-frequency relative permittivity (static di-
electric constant) is given by the real part of the complex
dielectric function ε1(ω) at zero energy. From Fig. 3(a), the
static dielectric constant of Cu3N is 7.51, which was used
for the Makov-Payne image charge corrections in the total
energy calculations for point defects [Sec. III B]. The onset
of the imaginary part ε2(ω) of the complex dielectric function
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reflects the band gap energy at which photon absorption begins
[34], and this occurs at the minimum direct band gap since
only direct band-to-band transitions are considered, neglecting
phonon-assisted absorption. From Fig. 3(a), there is a strong
onset in ε2(ω) at around 1.8 eV, corresponding to the direct
optical transitions at the M and R points in the first Brillouin
zone. Above 1.8 eV, relatively high absorption coefficient
values of between 104 and 106 cm−1 are observed, typical
of direct band-to-band optical transitions. From Fig. 3(b), the
peak in absorption coefficient at around 2.8 eV is consistent
with that observed in the absorption coefficient spectrum
measured using spectroscopic ellipsometry in [35]. Although
only direct transitions are considered in this calculation,
nonzero values of ε2(ω) are observed between 0 and 1.8 eV,
due to the fact that density functional theory calculations are
only theoretical approximations to actual materials. This gives
rise to the gradual increase in absorption coefficient values
below the direct band gap of 1.82 eV [Fig. 3(b)]. The gradual
optical absorption tail below the direct band gap has also been
observed in a similar HSE06 dielectric function calculation
of Cu3N [35], and in other dielectric function calculations
based on hybrid functionals [36]. While other first-principles
methods like the GW [37] can provide better approximations
of the optical properties of Cu3N, they require significantly
greater computational expense and are beyond the scope of
this paper.

B. Point defect formation energies and transition levels

The native point defects in Cu3N investigated in this study
are the vacancies (VCu, VN), antisite defects (CuN, NCu), and
interstitials (Cui, Ni). VX refers to a vacancy at site X, XY refers
to an atom X occupying site Y , and Xi refers to an interstitial
of atom X located at the center of the cubic crystal structure.
These defects are classified as acceptors or donors depending
on the valences of the elements—the formal charges for the
elements are Cu1+ and N3− in the defect-free Cu3N crystal.
Thus, VCu, NCu, and Ni can behave as acceptors, while VN,
CuN, and Cui can act as donors.

Using Eq. (1), the calculated intrinsic point defect formation
energies �Hf for Cu3N as a function of Fermi energy are plot-
ted in Fig. 4(a) for copper-poor growth conditions (�μCu =
−0.64 eV,�μN = + 2.64 eV) and Fig. 4(b) for copper-rich
growth conditions (�μCu = 0 eV,�μN = +0.72 eV). We
have also calculated the equilibrium Fermi levels (EF ) at 300 K
(details given in Sec. 2 of the Appendix) for both copper-
poor and copper-rich growth conditions; they are indicated
by vertical dashed lines in Fig. 4. From Fig. 4, there are
only two native point defects with formation energies of
approximately 1.0 eV or less across all Fermi levels within
the band gap, namely, VCu and Cui. VCu and Cui are thus the
point defects with the highest concentrations in the material and
are likely to dominate the bulk electrical properties of Cu3N.
The actual concentrations of these point defects depend on
the chemical potentials of the constituent elements μi during
growth. From Eq. (1), copper-poor growth conditions (low
�μCu or high �μN) favor the formation of VCu [Fig. 4(a)],
while copper-rich growth conditions (low �μN or high �μCu)
favor the formation of Cui [Fig. 4(b)]. These results are in good
agreement with the calculations by Fioretti et al. [19], reporting

FIG. 4. Defect formation energies in Cu3N as a function of
Fermi energy under (a) copper-poor growth conditions (�μCu =
−0.64 eV, �μN = +2.64 eV ) and (b) copper-rich growth conditions
(�μCu = 0 eV, �μN = +0.72 eV). The various defect charge states
are labeled, and the charge-state transition levels are given as points
connecting the lines representing different charge states. The equi-
librium Fermi level (EF ) at 300 K is given by the vertical dashed
lines.

VCu and Cui as the dominant point defects. In the experimental
section of this study (Sec. IV), we employ copper-poor growth
conditions to obtain weak p-type doping in our Cu3N films.

The calculated equilibrium Fermi level at 300 K is 0.20 eV
under copper-poor growth conditions [Fig. 4(a)] and 0.72 eV
under copper-rich growth conditions [Fig. 4(b)]. Over this
range of Fermi levels, overall charge neutrality is predomi-
nantly maintained by a balance between the V1−

Cu and Cu1+
i

charge states in Cu3N. This is in accord with the assertion
in [19] that Cu3N is a heavily compensated semiconductor.
Calculations of the charge-neutral (VCu + Cui)0 Frenkel pair
have also been done, indicating defect formation energies of
0.91 eV when VCu is adjacent to Cui (separated by 2.69 Å),
and 1.11 eV when VCu and Cui are separated by 8.93 Å. These
defect formation energies are in between that of the individual
VCu and Cui defects. The other four native point defects (VN,
CuN, NCu, and Ni) have formation energies above 1.0 eV and
thus only negligibly small concentrations of these defects will
form. Among these, the antisite defects CuN and NCu have
especially high formation energies above 3.0 eV, likely due to
the very large difference in electronegativity between the two
elements Cu and N. Switching the positions of both elements in
the Cu3N crystal lattice will induce high Coulomb repulsion
within the Cu3N crystal lattice, rendering the antisite defect
highly unstable.

Using Eq. (2), we have also calculated the defect charge-
state transition levels ε[D,q/q ′], and the point defects with
charge-state transition levels lying within the band gap are
shown in Fig. 5. VCu is a shallow acceptor with a (0/–)
transition level 0.23 eV above the VBM. Due to its shallow
defect transition level, it is the predominant acceptor defect
in p-type films. Its defect transition level is an excellent
match for the acceptor ionization activation energy EA of
0.20 eV from temperature-dependent Hall effect data in [19].
This indicates that the Makov-Payne image charge correction
employed in this study yields reasonable results, while the
acceptor levelEA of 0.12 eV calculated without any corrections
for self-interacting errors in [19] underestimates the acceptor
ionization energy. Cui has a relatively deep (0/+) defect transi-
tion level of 0.64 eV above the VBM (0.31 eV below the CBM)
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FIG. 5. Point defect charge-state transition levels ε[D,q/q ′] in
Cu3N. Only point defects with charge-state transition levels lying
within the band gap of Cu3N are shown. The same defect transition
levels can be visualized in Fig. 4 as points connecting the lines
representing different charge states.

and is the dominant donor-type defect given its significantly
higher concentration compared to VN. In p-type films, the
Fermi level is close to the VBM and Cui will be ionized
in the 1+ charge state, rendering it attractive to electrons
(minority carriers). Considering the very low formation energy
of the Cui defect [Fig. 4], its large concentration can result in
substantial capture of electrons in p-type films. After capturing
an electron, the charge state of Cui changes from +1 to 0.
The resultant neutral charge state is not repulsive to majority
carriers (holes), thus allowing significant Shockley-Read-Hall
recombination. This property is especially detrimental in
optoelectronic devices like solar cells which demand high
minority carrier lifetimes for high open-circuit voltages, since
device efficiency degrades significantly if minority carriers are
captured at point defects. VN has a (0/+) donor level 0.13 eV
below the CBM, while Ni has a deep (0/–) acceptor level
0.70 eV above the VBM. Due to the relatively high formation
energies of VN and Ni, they are unlikely to influence bulk
electrical properties. The other two point defects, CuN and
NCu, have deep transition levels near midgap [0.64 eV above
the VBM for the CuN (0/+) state and 0.58 eV above the
VBM for the NCu (0/–) state], but they will have no impact
on bulk electrical properties due to their negligibly small
concentrations. Overall, these results are in close agreement
with the findings in [3,19]. However, we emphasize that the
impact of Cui can be more detrimental than previously reported
by other studies, given its very low formation energy and deep
(0/+) transition level.

C. Analysis of Cui defect

To further elucidate the characteristics of the charge-neutral
Cu0

i defect and its role in carrier transport and recombination,
the total density of states for the Cu0

i defect in a 256-atom
Cu3N host crystal is compared with that of the defect-free
host crystal in Fig. 6. We observe an additional continuum of
defect states extending from 0.5 eV above the VBM up to the
CBM for the Cu0

i defect in Cu3N. Since these defect states are
formed in the upper part of the band gap essentially overlapping

FIG. 6. Total density of states for (a) 256-atom Cu3N host crystal,
and (b) Cu0

i defect in 256-atom Cu3N host crystal. The VBM has been
referenced to 0 eV in energy. Calculated Fermi levels are given by
vertical dashed lines.

with the CBM, these sub-band-gap defect states behave as
conduction band potential wells approximately 0.45 eV in
depth, in agreement with the calculated (0/+) defect transition
level of 0.31 eV below the CBM for the Cui defect.

Figure 7(a) shows the partial electronic charge density
distribution for the sub-band-gap continuum of defect states
for the Cu0

i defect in the 256-atom Cu3N host crystal along
the (001) plane, calculated by integrating the density of states
from the VBM up to the Fermi level shown in Fig. 6(b). The
states induced by the Cu0

i defect show localized character as
described by the high partial charge densities around the defect.
Figure 7(b) is a comparison between the partial density of states
for (i) a copper interstitial, and (ii) a copper atom located far
from the interstitial defect approximating bulklike behavior in
the 256-atom Cu3N host crystal. For the Cu0

i defect, a strong
contribution to the sub-band-gap continuum of states from
0.5 eV above the VBM up to the CBM is observed, confirming
that the sub-band-gap partial charge densities are largely
localized on the Cu0

i defect. An analysis of the orbital-resolved
density of states shows that this sub-band-gap continuum of
defect states is predominantly from the Cu-4s states of the Cu0

i
defect, different in character from the Cu-3p and Cu-3d states
that comprise the CBM.
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FIG. 7. (a) Partial electronic charge density distribution for the
sub-band-gap continuum of states from the Cu0

i defect along the (001)
plane in the 256-atom Cu3N host crystal, calculated by integrating
the density of states in Fig. 6(b) from the VBM to the Fermi level.
(b) Partial density of states for the copper interstitial Cu0

i defect and a
copper atom far from the defect with bulklike behavior in the 256-atom
Cu3N host crystal. The VBM has been referenced to 0 eV in energy.
Calculated Fermi levels are given by vertical dashed lines.
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TABLE I. Self-consistently calculated defect concentrations
in Cu3N (i) under copper-poor growth conditions (�μCu =
−0.64 eV, �μN = +2.64 eV) at 433 K with EF at 0.25 eV, and (ii)
copper-rich growth conditions (�μCu = 0 eV, �μN = +0.72 eV) at
433 K with EF at 0.69 eV. Defect concentrations below 100 cm−3 are
labeled “Negligible.” (VCu + Cui)0 (near) and (VCu + Cui)0 (far)
refer to the (VCu + Cui) charge-neutral Frenkel pair defects separated
by 2.69 and 8.93 Å, respectively.

C[D,q] (cm−3) C[D,q] (cm−3)
Defect (copper-poor) (copper-rich)

V0
Cu 2.33 × 1016 8.41 × 108

V−
Cu 4.07 × 1016 1.92 × 1014

V0
N Negligible Negligible

V+
N Negligible Negligible

Cu0
N Negligible Negligible

Cu+
N Negligible Negligible

Cu2+
N Negligible Negligible

N0
Cu Negligible Negligible

N−
Cu Negligible Negligible

Cu0
i 8.95 × 109 2.48 × 1017

Cu+
i 3.35 × 1014 7.08 × 1016

N0
i Negligible Negligible

N−
i Negligible Negligible

(VCu + Cui)0 (near) 4.17 × 1011 4.17 × 1011

(VCu + Cui)0 (far) 2.15 × 109 2.15 × 109

The conduction band potential well depth of 0.45 eV is
sufficiently large to confine electrons at Cui defects with low
probability of reexcitation back to the conduction band. In
p-type Cu3N films, Cui defects exist in the 1+ charge state
[Fig. 4(a)] and are highly attractive to electrons (minority
carriers). Thus, these Cui potential wells are also strong
mediators of Shockley-Read-Hall recombination in p-type
Cu3N.

D. Estimation of defect concentrations

Following the methodology described in Sec. 2 of the
Appendix, we have self-consistently determined EF , C[D,q]
and the free carrier concentrations p and n. The values of
m∗

e,DOS and m∗
h,DOS are estimated to be 0.53 m0 and 0.47 m0,

giving NC = 9.57 × 1018 cm−3 and NV = 8.11 × 1018 cm−3.
The calculated defect concentrations at T = 433 K under
copper-poor growth conditions (�μCu = −0.64 eV,�μN =
+2.64 eV) and copper-rich growth conditions (�μCu =
0 eV,�μN = + 0.72 eV) are presented in Table I. The self-
consistently calculated EF values at T = 433 K are 0.25 eV
for copper-poor growth conditions and 0.69 eV for copper-rich
growth conditions. Assuming that the defect concentrations at
T = 433 K are frozen-in when quenched to 300 K, we can also
calculate the equilibrium EF at T = 300 K using the Fermi-
Dirac distribution. Under copper-poor growth conditions, the
calculated EF value at 300 K is 0.20 eV, giving p-type
Cu3N with a hole concentration p of 3.14 × 1015 cm−3. With
copper-rich growth conditions, we obtain n-type Cu3N with an
EF value at 300 K of 0.72 eV and electron concentration n of
1.44 × 1015 cm−3.

From Table I, we find that for both copper-poor and copper-
rich growth conditions, VCu and Cui have defect concentrations
in the range of 1014-1017 cm−3 and are the dominant intrinsic
point defects giving rise to p-type and n-type conductivity,
respectively. Under copper-poor growth conditions, the con-
centration of Cu+

i is 3.35 × 1014 cm−3, which is significantly
larger than the steady-state minority carrier concentration
(∼ 1012 cm−3) in solar cells under standard 1-sun illumination
intensity. This large concentration of Cu+

i can cause significant
Shockley-Read-Hall recombination in p-type Cu3N, quench-
ing any photocurrent that is generated. We note that while these
calculations pertain to thermodynamic equilibrium conditions
and do not reflect experimental growth conditions, the defect
concentrations presented in Table I can give us some insight on
the dominant point defects present in Cu3N and the dependence
of defect concentrations on growth conditions. Experimentally
measured defect concentrations can differ quantitatively with
the values presented in Table I.

E. Surface energy calculations

To determine the relative stability of various crystal facets in
Cu3N, we have performed surface energy calculations of the
(001), (110), and (111) crystal surfaces with various surface
terminations as described in Sec. II A, and the results are
shown in Table II. Among the various crystal orientations and
terminations, the (001) crystal slab with mixed cation and anion
terminations on both surfaces gives the lowest surface energy

of 70.87 meV/Å
2
, indicating that it is thermodynamically

favorable for the (001) crystal slab to spontaneously have
mixed cation and anion terminations on both surfaces. Indeed,
polar semiconductor surfaces with an unequal number of
cations and anions at the surfaces are not charge neutral and
are generally more likely to undergo surface reconstruction
for energetic stability [27]. The other crystal orientations and
terminations calculated here have relatively higher surface
energies and hence lower thermodynamic stabilities.

In order to demonstrate that it is favorable for Cui defects
to be incorporated in the Cu3N host crystal during thin-film
growth and that Cui defects can exist in large concentrations,
we have performed additional surface energy calculations of
the (001) crystal slab with mixed cation and anion terminations
on both surfaces—the most stable configuration. An extra Cu
atom was placed at two different sites: (i) the Cui site just
above the (001) surface, and (ii) the Cui site just below the
(001) surface. The calculated surface energies are 112.45 and

71.01 meV/Å
2

for cases (i) and (ii), respectively. This suggests
that it is energetically favorable for Cui to be incorporated in
the bulk during thin-film growth, as opposed to freely diffusing
on the surface.

IV. EXPERIMENTAL RESULTS

A. Optical absorption in Cu3N

Photothermal deflection spectroscopy (PDS) [38] is an
indirect absorption measurement technique with dramatically
higher sensitivity than conventional absorption techniques like
ultraviolet-visible spectroscopy (UV-Vis), and can be used
for the detection of sub-band-gap defect states. It measures

245201-7



YE SHENG YEE et al. PHYSICAL REVIEW B 97, 245201 (2018)

TABLE II. Surface energies in meV/Å
2

of the (001), (110), and (111) orientations with various surface terminations. The chemical potentials
of Cu and N are set at their standard-state values μ0

i (–3.07 eV/atom for Cu and −4.76 eV/atom for N).

Surface energies (meV/Å
2
)

(001) Surface (110) Surface (111) Surface

Defect-free 82.92a 102.00a 101.71b

Cu-terminated (both surfaces) 123.94 123.54 97.72
N-terminated (both surfaces) N.A.c N.A.c 119.42
Mixed cation- and anion-terminated (both surfaces) 70.87 98.38 N.A.c

aCu-terminated (top surface) and mixed cation- and anion-terminated (bottom surface).
bCu-terminated (top surface) and N-terminated (bottom surface).
cNot applicable.

the local heating of a sample by absorption of photons that
do not result in direct band-to-band transitions, i.e., photons
of sub-band-gap energies in the case of direct band gap
semiconductors. PDS has been previously applied for the
detection of surface defect states in single-crystalline GaAs
wafers [39]. In this study, we have successfully employed
PDS to ascertain the existence of sub-band-gap Cui defect
states. Optical absorption data for Cu3N was obtained by
combining PDS data for photon energies below the direct
band gap of Cu3N (0.5–1.82 eV) and UV-Vis data for photon
energies above the direct band gap of Cu3N (1.82–3.0 eV),
in accordance with the procedure described in [40]. Using the
measured transmittance and reflectance values from UV-Vis
and assuming the same reflection values at both the air/film
interface and the film/substrate interface, absorption coefficient
values α can be calculated as α = (1/t) ln[(1-R)2/T ] where
t is the film thickness, R is the reflectance, and T is the
transmittance [41]. The optical absorption coefficient spectrum
of a Cu3N thin film (approximately 1.2 μm thick) is shown in
Fig. 8.

The experimental optical absorption coefficient spectrum
presented in Fig. 8 is in qualitative agreement with the
calculated absorption coefficient spectrum [Fig. 3(b)], but the
absorption coefficient values measured here are lower than
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FIG. 8. Optical absorption coefficient spectrum of Cu3N, ob-
tained using a combination of photothermal deflection spectroscopy
(PDS) for data points below 1.82 eV (direct band gap of Cu3N)
and ultraviolet-visible spectroscopy (UV-Vis) for data points above
1.82 eV.

predicted, most likely due to the assumption that no light
is scattered. From Fig. 8, there is a distinct onset in optical
absorption starting at energies around 0.65 eV up to the indirect
band gap of 0.95 eV. This is in excellent agreement with the
calculated Cui defect transition level of 0.64 eV above the
VBM [Fig. 5] and the continuum of defect states starting from
around 0.50 eV above the VBM in the density of states plot for
the Cu3N host crystal containing a Cu0

i defect [Fig. 6(b)]. We
can thus attribute the experimental onset in optical absorption
below the direct band gap of 1.82 eV to the presence of
Cui point defects. Above 1.82 eV, the measured absorption
coefficient is higher than 104 cm−1, comparable to other direct
band gap semiconductors like GaAs. While the measured
absorption coefficient spectrum for Cu3N in Fig. 8 is in overall
agreement with that reported in [3,17,35], we emphasize that
optical absorption below the direct bandgap of 1.82 eV is
mediated by Cui defects and will not be present in the pristine
defect-free Cu3N crystal.

B. Carrier transport in Cu3N

We performed Hall effect measurements on a 38-nm-thick
Cu3N sample as described in Sec. II B. The bulk resistivity
was determined to be 13.2 
 cm at room temperature, with a
hole concentration p of 1.78 × 1017 cm−3 and hole mobility
μh of 2.65 cm2/(V s). While the measured hole concentration
of 1.78 × 1017 cm−3 is higher than the estimated value of
3.14 × 1015 cm−3 from Sec. III D, we have demonstrated that
light p-type doping can be achieved using copper-poor growth
conditions. The hole mobility of 2.65 cm2/(V s) is relatively
high considering the polycrystalline nature of Cu3N and is
comparable to hole mobility values of around 10 cm2/(V s)
for Cu(In,Ga)(S,Se)2 in the literature [42].

Photoconductivity measurements were done on a 1.2-µm-
thick Cu3N sample under both 1-sun (100 mW/cm2) illu-
mination and dark conditions, with indium Ohmic contacts
soldered onto the Cu3N films. The samples do not show
strong photoconductivity response, with electrical conductiv-
ity doubling only after light-soaking for 1.5 h under 1-sun
illumination. Since Cu3N has a relatively high absorption
coefficient of around 104 cm−1 at its direct band gap of 1.82 eV,
the lack of photoconductivity points to fundamental limitations
in the transport and collection of photogenerated carriers.
Based on our theoretical predictions, we conclude that the
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FIG. 9. (a) Current-voltage characteristics of a Cu3N/ZnS p-n
junction without illumination. The inset of (a) shows linear current-
voltage characteristics for both Mo and In contacts deposited on Cu3N.
(b) Photoelectron spectroscopy in air (PESA) measurement of a Cu3N
sample, giving an ionization potential value of 5.1 eV by extrapolating
the photoelectron yield line down to the x axis.

lack of photoconductivity is due to the high concentration
of Cui defects that behave as deep conduction band potential
wells that easily capture photogenerated electrons and mediate
Shockley-Read-Hall recombination.

C. Characteristics of Cu3N/ZnS p-n junction

To further examine the feasibility of Cu3N as a photovoltaic
absorber layer, we have fabricated a Cu3N/ZnS p-n junction
as described in Sec. II B. Figure 9(a) shows the current-voltage
characteristics of the p-n junction under dark conditions with-
out illumination, indicating good diode rectification behavior
with a current rectification ratio (I1 V/I-1 V) of 14. The large
reverse-bias leakage current of 20 mA/cm2 at −1 V is likely
due to pinholes in the Cu3N absorber layer giving rise to a low
shunt resistance. Under illumination, however, the Cu3N/ZnS
p-n junction does not generate any photocurrent, suggesting
either limitations in carrier transport in the Cu3N absorber
layer due to defect states or energy barriers blocking carrier
transport at the interfaces. From the inset of Fig. 9(a), linear
current-voltage characteristics are observed for both Mo and
In contacts on Cu3N with current levels commensurate with
the film resistivity and thickness, confirming that Mo serves as
a good Ohmic contact for p-type Cu3N.

To verify that there is no energy barrier inhibiting the
transport of electrons (minority carriers) at the Cu3N/ZnS
interface, photoelectron spectroscopy in air (PESA) was used
to determine the ionization potential (VBM energy) of Cu3N
[Fig. 9(b)]. The threshold energy above which ultraviolet-
wavelength photons are able to excite electrons from the
VBM up to the vacuum level gives the ionization potential
of Cu3N. Extrapolating the onset of photoelectron yield to
the energy axis in Fig. 9(b), the ionization potential of Cu3N
was deduced to be 5.1 eV, closely matching the experimental
ionization potential value of 5.4 eV for Cu3N in [3]. Adding
the indirect band gap of 0.95 eV to the ionization potential
of 5.1 eV gives an electron affinity (CBM energy) of 4.15 eV
for Cu3N, closely matched to the electron affinity of 3.9 eV
for ZnS [43]. The small conduction band offset of 0.25 eV
between Cu3N and ZnS can allow electron transport across
the Cu3N/ZnS interface. This is similar to the case of Zn(O,S)
buffer layers for Cu(In,Ga)Se2 solar cells in which a conduction
band offset of approximately 0.2 eV or smaller is needed

for collection of electrons through the p-n heterojunction
interface [44]. Thus, having deduced that there are no barriers
to carrier transport at both the Cu3N/ZnS and Cu3N/Mo
interfaces, we conclude that the lack of photogenerated current
in the Cu3N/ZnS p-n junction is due to defect states in the
Cu3N absorber layer inhibiting carrier transport. Based on our
predictions from density functional theory and experimental
evidence, we attribute the lack of photogenerated current to the
large concentration of Cui defect states. Electrons (minority
carriers in p-type Cu3N) can be easily trapped by these Cui

conduction band potential wells and subsequently recombine
via Shockley-Read-Hall recombination, quenching the steady-
state minority carrier concentration and the photogenerated
current.

V. CONCLUSIONS

We have presented a comprehensive theoretical study of
the electronic properties of point defects in Cu3N using the
state-of-the-art screened-exchange hybrid energy functional in
conjunction with density functional theory. The calculations
indicate that Cui interstitial defects have deep sub-band-gap
(0/+) charge transition levels of 0.64 eV above the VBM
and manifest as potential wells in the conduction band. Con-
sidering the low formation energy and large concentration
of Cui defects, electrons can be efficiently captured at these
defects leading to significant Shockley-Read-Hall recombina-
tion. Experimentally, we observe a distinct onset in optical
absorption above photon energies of 0.65 eV, matching that
of the Cui defects predicted by density functional theory.
The experimentally measured lack of photoconductivity and
photogenerated current in Cu3N can be explained by the
large concentration of Cui defects capturing electrons, causing
substantial Shockley-Read-Hall recombination and quench-
ing the steady-state minority carrier concentration under
illumination.
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APPENDIX

1. Image charge correction scheme for point
defect formation energies

When performing calculations of point defects involving
finite-size supercells with periodic boundary conditions, cor-
rections to the total energies need to be applied to address the
artificial electrostatic interactions between charged defects in
periodic finite-size supercells. We have applied the Makov-
Payne image charge correction scheme [46] to correct the
HSE06 total energies for all calculations involving charged
defects in Cu3N. In this study, we have specifically applied an
approximation to the Makov-Payne image charge correction
scheme proposed by Lany and Zunger [26]:

�EMP(D,q) = (1 + f )
q2αM

2εL
, (A1)

where αM is the lattice-dependent Madelung constant, ε is
the static dielectric constant, and L is the linear supercell
dimension L = V

1/3
SC . (1 + f ) is a scaling factor for the

monopole correction, which is approximately 0.66. This image
charge correction scheme has also been found to yield the most
reasonable results in [2].

2. Methodology for estimating point defect concentrations

Using the methodology in [2,47,48], equilibrium defect
concentrations in Cu3N can be estimated using a Boltzmann
distribution,

C [D,q] = N [D] exp

(−�Hf [D,q]

kBT

)
, (A2)

where C[D,q] is the concentration of defect D in charge state
q, N [D] is the number of possible defect sites, �Hf [D,q]
is the formation energy of the defect, kB is the Boltzmann
constant, and T is the absolute temperature used in the growth
of Cu3N. Here we use T = 433 K, corresponding to the Cu3N
growth temperature in this study. The defect concentrations
C[D,q], free carrier concentrations, and equilibrium Fermi

level (EF ) are interdependent and have to be determined self-
consistently using the charge neutrality condition,

p − n + �qC[D,q] = 0, (A3)

where p and n are the concentrations of free holes and
electrons, respectively. The hole and electron concentrations
p and n are calculated from the Fermi-Dirac distribution as

p = NV

1

1 + [exp(EF − EV )/kBT ]
, (A4)

n = NC

1

1 + [exp(EC − EF )/kBT ]
, (A5)

where NC is the effective electron density of states in the
conduction band and NV is the effective hole density of states in
the valence band. In the calculation of overall charge neutrality,
we have used a degeneracy factor of 4 for acceptors and 2 for
donors in the Fermi-Dirac distribution function. NC and NV

are calculated as

NC = 2

(
2πm∗

e,DOSkBT

h2

)3/2

, (A6)

NV = 2

(
2πm∗

h,DOSkBT

h2

)3/2

, (A7)

where m∗
e,DOS and m∗

h,DOS are the electron and hole effective
masses for DOS calculations. Since experimental values of
m∗

e,DOS and m∗
h,DOS are unavailable, they are estimated as

m∗
DOS = g2/3(m∗

l m
∗2
t )1/3 where g is a degeneracy factor for

the number of constant-energy ellipsoids at the CBM or VBM
within the first Brillouin zone (2 for the CBM and 1 for the
VBM), and m∗

l and m∗
t are the longitudinal and transverse

effective masses of the ellipsoids, respectively. By taking the
second derivative of the energy eigenvalues El(k) and Et (k) in
the longitudinal and transverse directions within ±0.01(2π/a)
of the CBM at the M point (electrons) and VBM at the
R point (holes), ml

∗ and mt
∗ are estimated as h̄2/m∗

l,t =
±d2El,t (k)/dk2 where +(–) applies for the electrons (holes).
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