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Accurate description of electronic band structure of strongly correlated d- or f -electron materials has been
regarded as a great challenge for first-principles electronic structure theory. Previous theoretical studies based
on the GW approach has met mixed success, and in particular, the one-short (G0W0) or partially self-consistent
(GW 0) approaches with the local or semilocal density functional approximations plus the Hubbard U correction
(GW@LDA+U ) as the reference systematically underestimate the binding energies of occupied d or f states.
In this work we have investigated quasiparticle electronic band structures of a series of d- or f -electron oxides
including late transition metal mono-oxides (TMO, TM = Mn, Fe, Co, and Ni), La2O3, CeO2, Ce2O3, and UO2.
It is shown that a large part of the errors observed in previous GW studies can be attributed to numerical errors
related to the inaccuracy of unoccupied states and the incompleteness of the summation of states, which can be
effectively overcome by including high-energy local orbitals (HLOs) in the linearized augmented plane waves
(LAPW) framework.
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I. INTRODUCTION

Electronic band structure is one of the most important
properties of a material, and plays a crucial role in determining
its applications in electronics, photoelectronics, photovoltaics,
and photocatalysis [1–4]. Accurate and efficient theoretical
prediction of electronic band structure of materials is therefore
a central task for first-principles materials research. In recent
decades, many-body perturbation theory in the GW approxi-
mation [5], often implemented as a correction to Kohn-Sham
density functional theory (KS-DFT) in the local density ap-
proximation (LDA) or the generalized gradient approximation
(GGA), hence termed as G0W0, has become the most accurate
first-principles approach to theoretical description of elec-
tronic structure of semiconductors without any empirical input
[1,6–9]. In practice, the GW method has been implemented in
various different schemes, including using pseudopotentials
(PP) with the plane wave (PW) [6,7,10] or local atomic basis
[11,12], the projector augmented wave (PAW) [13–15], the
linearized augmented plane waves (LAPW) or the muffin-tin
orbital (LMTO) methods [16–27], and all-electron numerical
atomic basis [28]. For many typical sp semiconductors, dif-
ferent implementations of the GW approach give essentially
similar results, in spite of different treatments of core-valence
interactions and/or numerical basis. However, recent studies
[26,27,29–32] have revealed that the numerical accuracy of
the GW implementation is more difficult to achieve for some
systems. For ZnO in particular, the “standard” G0W0 scheme,
i.e., using typical computational parameters with LDA or GGA
as the starting point, either in the PP-PW, PAW, or LAPW
framework, can underestimate the fundamental gap by nearly
1 eV, which is significantly larger than the typical errors
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(0.1–0.2 eV) observed in other sp semiconductors. This error
used to be attributed to theoretical limitations of the LDA or
GGA-based G0W0 approach, but now it has been clarified that
the numerical accuracy of the GW implementation is the true
reason for such dramatic errors [26,27,31]. In particular, for
systems like ZnO, both the accuracy of unoccupied states,
and the completeness in the summation of unoccupied states,
play important roles in determining the overall accuracy of
the GW results [26]. The first factor is affected not only by
the completeness of the numerical basis used to expand Kohn-
Sham orbitals, but also by the accuracy of a pseudopotential
to reproduce scattering properties of the full potential at high
energies, or by the linearization error in the LAPW basis
for states far away from the Fermi level. When implemented
in the LAPW framework, the two issues can be solved by
introducing additional high-energy local orbitals (HLOs) as an
extension of the standard LAPW basis [31,33], and considering
all unoccupied states available in the GW calculations [26].
When implemented in the PAW framework, the two problems
above can be overcome by using specially tailored and ap-
proximately norm-conserving PAW pseudopotentials, which
have additional projectors at higher energies, and in addition,
extrapolating the calculated GW band gaps to an infinite
number of unoccupied states [32,34]. One would expect that
similar treatments can also be used in the GW implementation
with norm-conserving or ultrasoft pseudopotentials, which,
however, has not been reported, as far as we know.

Based on a systematic investigation of tens of typical sp

semiconductors using GGA-based G0W0 or GW 0 approach
implemented in the HLOs-extended LAPW (LAPW+HLOs)
basis [26], we have found that only relatively few cases,
with ZnO and LiF as two notable examples, are significantly
affected by the accuracy of GW implementation, as far as
fundamental band gaps are concerned. It is then of great interest
to investigate the effects of using LAPW+HLOs for GW
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calculations of d- or f -electron systems. For that purpose, we
readdress the performances of the GW approach to d- and
f -electron oxides by considering a set of typical transition
metal, lanthanide, and actinide oxides. As in our previous
studies [35,36], we use the Hubbard U -corrected LDA or
GGA as the starting point for G0W0 or GW 0 calculations,
an approach that has been widely used in GW studies of
strongly correlated materials [35–42]. Our previous studies of
lanthanide oxides [35,37] show that although LDA+U based
G0W0 can well reproduce the characteristic features in the
evolution of the band gap of Ln2O3 as a function of the number
of 4f electrons, the binding energy of occupied 4f states
tends to be significantly underestimated with respect to the
energy of O-2p derived valence states. It was attributed to the
intrinsic theoretical limitation of the GW@LDA+U approach
[35,36], but with the improved numerical accuracy of using the
LAPW+HLOs basis, we will show that the real origin for that
is of numerical nature.

The paper is organized as followings. Section II presents
some computational details of our calculations. In Sec. III we
present systematic investigations of the effects of including
HLOs in GW calculations for typical transition metal oxides,
lanthanide, and actinide oxides, and compare the numerically
converged results with experimental data when available.
Section IV summarizes the main findings of this work and
closes the paper with some general remarks.

II. COMPUTATIONAL DETAILS

We use the all-electron GW method implemented in the
HLOs-extended LAPW basis. The detailed formalism used
in our implementation has been presented in our previous
work [26], and is therefore not repeated here. The essence
of including HLOs in the LAPW-based GW calculation is as
follows. The standard LAPW basis is most accurate to describe
Kohn-Sham orbitals for occupied (valence band) states or
low-lying unoccupied (conduction band) states not far away
from the Fermi energy, but has significant linearization error
for the description of states far away from the Fermi level
[20,31,33,43]. For GW and other theoretical approaches, e.g.,
the random phase approximation (RPA) method for the ground
state total energy [44,45], which depend on the summation of
all unoccupied states, both the accuracy of unoccupied states
and the completeness of the summation of states play a crucial
role in the numerical accuracy of calculated results [26]. In
the LAPW framework, an effective way to take into account
both factors is to include an adequate number of additional
local orbitals energetically higher than normal valence states
[31,33], which, together with the original LAPW basis, is
termed as LAPW+HLOs [26].

Our previous analysis of ZnO in Ref. [26] indicates that
using the LAPW+HLOs basis can improve the GW results in
two aspects: (1) unoccupied Kohn-Sham orbitals with energy
up to the plane-wave energy cutoff, typically around 20 Ry
or higher, are much more accurately represented, which can
have significant effects on the numerical accuracy of GW

results for systems like ZnO, and (2) the inclusions of HLOs,
which can have energy as high as 100–200 Ry, introduces a
few hundred extremely high-energy unoccupied states in the
same energy regime as HLOs, and the consideration of these

states can effectively lead to numerically converged GW band
gaps without using the extrapolation treatment as required in
PAW-based GW calculations [32,34].

The quality of the LAPW+HLOs basis can be characterized
by the additional number of nodes in the radial function of
highest energy local orbitals, denoted as nLO, and the maximum
angular quantum number of local orbitals, denoted as l(LO)

max .
Based on our previous study of typical sp systems [26], we
have found that the dependence of the numerical accuracy of
GW results on nLO and l(LO)

max is related to the nature of the
system concerned, and therefore we will check the convergence
of GW calculation with respect to nLO and l(LO)

max for each type
of system considered in this work.

We will present numerical results for a series of typical d-
and f -electron oxides, including later transition metal oxides
TMO (TM = Mn, Fe, Co, and Ni) with partially occupied
3d shell, lanthanide or actinide compounds with empty (CeO2

and La2O3), and partially occupied f shell (Ce2O3 and UO2).
For TMO we consider the type-II antiferromagnetic (AFM)
ordering along the (111) direction [46]. For Ce2O3 we consider
the AFM phase in which two Ce atoms in the hexagonal unit
cell have antiparallel magnetic momenta [37]. For UO2 we
consider the AFM ordering along the (001) direction, as often
considered in previous theoretical studies of this compound
[47–50]. We use experimental crystal structures, taken from
Ref. [51] for MnO, FeO, CoO, and NiO, Ref. [52] for CeO2,
La2O3 and Ce2O3, and Ref. [53] for UO2, in all calculations
to facilitate the comparison between theory and experiment.

Similar to our previous work [26], we are going to present
two types of numerical results. When investigating how GW

band gaps are affected by including increasingly more HLOs
(as characterized bynLO and l(LO)

max ), we present theG0W0 results
obtained with a small number of k points (2×2×2 for NiO
and CeO2, and 2×2×1 for Ce2O3). We also present numerical
results that are obtained by using a significantly larger k
mesh to ensure the numerical error related to Nk of less than
0.05 eV. In particular, we use the k mesh of 4×4×4 for TMO,
3×3×2 for La2O3 and Ce2O3, 4×4×4 for CeO2, and 4×4×3
for UO2.

We use nLO = 0 to denote the default LAPW basis in the
recent version of WIEN2k [54], which is actually a mixture
of the APW+lo basis [55] for the valence states, the ordinary
LAPW basis for higher l channels up to lmax = 10, and addi-
tional LOs for semicore states if present [54]. By default we add
high-energy local orbitals to the LAPW basis with the angular
momentum l up to l(LO)

max = Min(3,l(v)
max + 1) ≡ l(LO)

max (def), with
l(v)
max being the largest l of valence orbitals for each element,

e.g., l(v)
max = 1 and 2 for O and Ni, respectively [33,43]. The

convergence with respect to both nLO and l(LO)
max , the latter

being represented by �lLO in l(LO)
max ≡ l(v)

max + �lLO, is going
to be investigated in detail. Some additional information about
computational parameters used in our calculations is presented
in Table S1 in the Supplemental Material [56].

We will present GW results in both G0W0 and GW 0

schemes, in which Kohn-Sham orbital energies and wave
functions calculated with the Perdew-Burke-Ernzerhof (PBE)
[57] GGA plus the Hubbard U correction (PBE+U ) are used
as the input to calculate one-body Green’s function G and
screened Coulomb interaction W . The values of the on-site
Coulomb and exchange interaction parameters (the Hubbard
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U and Hund J ) are determined by using the constrained DFT
approach [58] in the LAPW implementation [37,59].

We note that for CeO2 and La2O3 with an empty 4f

subshell, the Hubbard U correction is not necessary in some
sense, since standard LDA or GGA predicts qualitatively
correct insulating ground state, although with a significantly
underestimated band gap, and G0W0 or GW 0 based on LDA or
GGA can already lead to a rather accurate description [35,37].
Nevertheless, the inclusion of the Hubbard U correction in
LDA/GGA can often lead to further improvement in the
G0W0 or GW 0 description of these compounds [36,41]. The
default LAPW basis (nLO = 0) is used in the PBE(+U ) self-
consistent field (SCF) calculations, since the effects of includ-
ing HLOs in SCF calculations are negligible, as we have shown
previously [26].

For the systems considered in this work, relativistic effects
are expected to be significant, especially for f -electron oxides
like UO2. While scalar relativistic effects are fully taken
into account at the PBE level, spin-orbit coupling (SOC)
is not considered due to the limitation of our current GW

implementation. We have investigated the effects of consid-
ering SOC on the band structure of f -electron oxides in the
PBE+U calculations, in which SOC is considered by the
second-variational approach [60]. A comparison of PBE+U

DOS of UO2, with and without SOC, is presented in Fig.
S1 in the Supplemental Material [56], which shows that the
consideration of SOC has some noticeable but weak effects on
the band structure of UO2. We can therefore expect that the
consideration of SOC will not significantly change the GW

electronic band structure properties presented in this paper.

III. RESULTS AND DISCUSSIONS

A. Transition metal oxides MO (M = Mn, Fe, Co, and Ni)

We first consider later transition metal mono-oxides TMO
(TM = Mn, Fe, Co, and Ni). These are prototypical strongly
correlated systems that are widely used as the testbed for
first-principles approaches for strongly correlated systems
[46,68,71–74].

We use NiO as the representative to investigate the ef-
fects of including HLOs on the GW band gaps. Figure 1
shows the convergence of the G0W0@PBE band gap of NiO
with respect to nLO and l(LO)

max . Compared to what is found
in ZnO [26] and other d10 compounds [75], the effects of
including HLOs on the G0W0 band gap of NiO are sig-
nificantly weaker. The band gap increases only by about
0.3 eV as nLO increases from 0 to 5, and increasing l(LO)

max
has also a mild effect on the GW band gap. On the other
hand, the inclusion of HLOs can push the valence band
maximum (VBM) towards lower energy dramatically as the
value of �EVBM evolves from being slightly positive (0.05 eV
for nLO = 0) to strongly negative (−1.21 eV for nLO = 5
and l(LO)

max = l(v)
max + 6), which indicates that the GW -corrected

ionization potential [24] of NiO increases by nearly 1.3 eV
when HLOs are considered. The different effects of adding
HLOs on Eg and �EVBM are consistent with the fact that both
VBM and conduction band minimum (CBM) states have strong
Ni-3d characters, including HLOs can significantly push both
VBM and CBM towards lower energy and therefore the band
gap changes less dramatically than the VBM energy.
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FIG. 1. Convergence of the G0W0@PBE band gap (Eg, up-
per panels) and the quasiparticle correction to the valence band
maximum (VBM) (�EVBM, lower panels) of NiO in its AFM-II
structure (using Nk = 2×2×2) as a function of nLO [left panels, with
l(LO)
max = l(LO)

max (def)] and �lLO in l(LO)
max = l(v)

max + �lLO (right panels, with
nLO = 5), respectively.

Table I collects the band gaps of all later transition metal
oxides obtained from PBE+U , G0W0, and GW 0@PBE+U

approaches, obtained with a fine 4×4×4 k mesh. Experimental
results for the fundamental band gaps of these compounds
are also collected for comparison. In general the band gaps
from GW 0 are slightly larger than those from G0W0, which
are included for the purpose of completeness. We will mainly
discuss the GW 0 results henceforth. Comparing the GW 0

band gaps obtained with standard LAPW (nLO = 0) and
LAPW+HLOs (nLO = 5, l(LO)

max = l(v)
max + 4), we can clearly see

that overall including HLOs tends to increase the fundamental
gap, but the magnitude of change is system dependent, which
can be well interpreted in terms of the different characters
of VBM and CBM in different systems. For example, the
effects of HLOs are relatively weak for the GW band gap
of FeO, which can be attributed to the fact that both VBM
and CBM have strong Fe-3d characters, and including HLOs
push both VBM and CBM states towards lower energy, and
therefore leads to an overall small change of the fundamental
band gap. For MnO, on the other hand, which has a fully filled
(empty) spin-majority (minority) 3d shell, the VBM is mainly
contributed by oxygen-2p orbitals, and the CBM is mainly of
Mn-4s characters. In that case, the inclusion of HLOs pushes
the VBM towards lower energy more strongly than it does
CBM, and therefore the band gap of MnO increases strongly
by about 1 eV.

When comparing with experiment, some caution has to
be taken considering the uncertainty related to how the band
gap is measured and extracted from experimental data. The
band gaps of transition metal oxides are especially difficult
to measure accurately, not only because it is more difficult
to grow high-quality single crystals compared to common sp

semiconductors, but also because the electronic excitations
involved in photoelectron spectroscopy or optical absorption
spectroscopy are often much more complicated, and therefore
the extraction of the band gap from those measurements is
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TABLE I. Band gaps of late transition mono-oxides from PBE+U and GW 0@PBE+U at different levels of numerical accuracy compared to
experiment. The columns with “LAPW” are the results obtained from using the default LAPW basis (nLO = 0), and those with “LAPW+HLOs”
are the results obtained with nLO = 5, l(LO)

max = l(v)
max + 4. The values of U and J , estimated based on the constrained density functional theory

calculations, are taken from Ref. [36].

G0W0 GW 0

System U,J PBE+U LAPW LAPW+HLOs LAPW LAPW+HLOs Expt. Previous GW studies

MnO 4.7, 0.8 1.62 2.33 3.32 2.51 3.69 3.9 ± 0.4,a 4.1b 3.4,g 3.5,h 4.39,i, 4.03j

FeO 4.8, 0.9 1.05 1.47 1.71 1.47 1.87 2.4c 2.2,g 2.32 j

CoO 5.1, 0.9 2.19 2.42 3.42 2.30 3.76 2.5 ± 0.3,d 2.6,b 3.6 ± 0.5e 3.4,g 4.78,i, 3.02 j

NiO 5.2, 0.9 3.08 4.06 4.65 4.09 4.83 4.3,f 4.0b 4.7,g 4.8,h 5.0,i 3.60 j

aReference [61].
bReference [62].
cReference [63].
dReference [64].
eReference [65].
fReference [66].
gG0W0@HSE implemented in the PAW from Ref. [67].
hQPscGW implemented in the LMTO basis from Ref. [68].
iQPscGW implemented in the PAW basis from Ref. [69].
jSelf-consistent model GW implemented in the LAPW basis from Ref. [70].

highly nontrivial. In many cases, the band gap is extracted from
experimental spectral data, typically obtained by combining
x-ray photoelectron spectroscopy (XPS) and bremmsstrahlung
isochromat spectroscopy (BIS) measurements [61,64,76], by
assigning band edges in a quite ad hoc manner. For example,
van Elp et al. [64] determines the band gap of CoO by taking
the valence band maximum at 50% of the intensity increase
in the XPS data and the conduction band minimum at 10%
intensity increase in the BIS data, based on the estimated
resolution of XPS and BIS spectral data. That explains the
fact that the experimental band gaps of these compounds
usually scatter in a considerable range, and the comparison
between theory and experiment has to be done in a careful
way. The GW 0 band gap for MnO with the default LAPW
basis is about 2.5 eV, which is smaller than the experimental
value by about 1.4 eV. After considering the HLOs, the
GW 0@PBE+U predicts the fundamental band gap of MnO
in good agreement with experiment. For FeO, the calculated
band gap either at the G0W0 or GW 0 level is considerably
smaller than the experimental value of 2.4 eV, but the inclusion
of the HLOs significantly reduces the discrepancy between
theory and experiment. For CoO and NiO, the band gaps from
GW 0 with the LAPW+HLOs basis appear to be overestimated
compared to the experimental data.

In Table I we have also collected the results from some
recently published studies of the TMOs by the GW ap-
proach implemented in different schemes, which also ex-
hibits significant scattering. It is interesting to note that our
GW 0 results with LAPW+HLOs are close to those from the
quasiparticle self-consistent GW (QPscGW) approach [68]
implemented in the linear muffin-tin orbital (LMTO) [68] or
PAW [69]. That indicates that improving numerical accuracy
in the GW implementation and incorporating quasiparticle
self-consistency both tend to increase the band gap for later
TMOs, and it implies that QPscGW, when implemented with
higher numerical accuracy, could lead to even more greatly

overestimated band gaps of TMOs, which is consistent with
general findings regarding the performances of QPscGW for
normal sp semiconductors [77].

B. f -electron oxides with 4 f 0 configuration: La2O3 and CeO2

We next consider f -electron oxides with an empty f

shell, using CeO2 and La2O3 as the representatives. We first
use CeO2 to check the effects of including HLOs on the
main electronic band structure features, and then compare
numerically converged GW results to experiment for two f 0

compounds CeO2 and La2O3.
For CeO2, the main quantities of interest are the band gap

between the valence band with dominant O-2p characters and
the unoccupied 4f states, denoted as E

(p−f)
g , the band gap

between the O-2p VB and unoccupied Ce-5d states, denoted
as E

(p−d)
g , and the GW correction to the VBM (�EVBM).

Figure 2 shows the evolution of the values of E
(p−f)
g , E

(p−d)
g ,

and �EVBM as a function of nLO and l(LO)
max . When using the

default l(LO)
max , both E

(p−f)
g and E

(p−d)
g increase significantly when

nLO increases from 0 to 1, but become nearly constant as
nLO further increases, and their finally converged values are
about 0.2 and 0.4 eV larger than those obtained with nLO = 0,
respectively, which is a relatively milder effect compared to
that observed in systems like ZnO [26]. More significant effects
are observed when increasing l(LO)

max : while E
(p−d)
g increases

moderately by about 0.3 eV, the value of E
(p−f)
g decreases

significantly by as much as 0.9 eV when l(LO)
max increases from

l(v)
max to l(v)

max + 5. Obviously including HLOs to higher angular
momentum channels can significantly push unoccupied 4f

states towards lower energy.
Figure 3 shows the density of states of CeO2 and

La2O3 from GW 0@PBE+U using the the default LAPW
and LAPW+HLOs, respectively, compared to experiment.
The most pronounced feature of these plots is that inclu-
sion of HLOs shifts the position of unoccupied 4f states
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FIG. 2. Convergence of the G0W0@PBE band gap (Eg, upper
panels), including both (E(p−f)

g ) and E(p−d)
g , and the quasiparticle

correction to VBM (�EVBM, lower panels) of CeO2 (using Nk =
2×2×2) as a function of nLO [left panels, with l(LO)

max = l(LO)
max (def)] and

�lLO in l(LO)
max = l(v)

max + �lLO (right panels, with nLO = 5), respectively.

towards lower energy, as we have discussed above. Com-
paring theory to experiment, we can see that for CeO2,
GW 0@PBE+U with the default LAPW basis overestimates
the energy of unoccupied 4f states (f unocc) significantly. The
resultant band gap of 5.2 eV, as shown in Table II, is therefore
also significantly overestimated compared to experimental
values. After considering HLOs, f unocc states are significantly
shifted towards lower energy by about 2 eV, and the predicted
f unocc peak position agrees well with experiment.

Similar features can also be observed in La2O3, in which
f unocc states fall energetically above the conduction band
minimum and the fundamental band gap is formed between O-
2p dominant valence band and the La-5d dominant conduction
band. The consideration of HLOs increases the GW 0 (G0W0)
band gap by about 0.6 (0.5) eV, and shifts the position of
f unocc states towards lower energy by about 1 eV, which
is less dramatic than that in CeO2, probably due to the
more delocalized nature of f unocc states in La2O3. With the
LAPW+HLOs basis, both G0W0 and GW 0 band gaps fall in
the range of experimental values.

Overall we can see that the inclusion of HLOs improve the
agreement between GW prediction and experiment both in
terms of the band gap and the position of f unocc states for f

oxides with an empty f shell.

C. f n systems: Ce2O3 and UO2

We further consider f -electron oxides with partially occu-
pied f shell, Ce2O3 and UO2. In Ce2O3, the minimal band gap
is formed between the occupied 4f 1 states and the unoccupied
Ce-5d states. In our previous study [35] we found that when
comparing the G0W0@LDA+U results to the experimental
photoemission spectral data, the energy splitting between
the occupied 4f 1 states and the O-2p valence bands are
significantly overestimated. In other words, the GW approach
tends to underestimate the binding energy of highly localized
4f states, which has been also observed in other f -electron
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FIG. 3. Density of states of CeO2 (upper panel) and La2O3 (lower
panel) from GW 0@PBE+U using the the default LAPW (nLO = 0)
and LAPW+HLOs (nLO = 5 and l(LO)

max = l(v)
max + 4), respectively, com-

pared to experiment. The experimental spectral data measured from
the x-ray photoelectron spectroscopy (XPS) and bremmsstrahlung
isochromat spectroscopy (BIS) for CeO2 and La2O3 are taken from
Refs. [85,86], respectively.

systems such as UO2, PuO2, and Pu2O3 in our calculations.
As shown in Fig. 4, when using l(LO)

max = l(LO)
max (def), increasing

nLO from 0 to 5 only moderately increases the minimal f -d
gap by about 0.2 eV, and �EVBM is reduced by about 0.5 eV.
It is noteworthy that �EVBM remains to be positive even with
nLO = 5, indicating that the GW correction pushes the VBM
towards higher energy rather than lower energy, which is
opposite to the general trend typically observed in sp insulating
systems [24,26]. In addition, the splitting between 4f 1 and
the O-2p VB, denoted as �p−f , which is characterized by
the energy of the upper edge of the O-2p VB with respect
to the energy of the highest occupied 4f state, is also slightly
increased. When keeping nLO = 5 and adding HLOs to higher
angular momentum channels by increasing �lLO from 0 to 5,
all those three quantities have been dramatically modified: the
f -d gap increases by almost 1.3 eV, and �EVBM decreases by
1.3 eV and becomes negative. From the fact that the magnitude
of the change in Eg and �EVBM is essentially the same, one
can see that the opening of the gap is mainly due to the shift
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TABLE II. Band gaps of f -electron oxides from PBE+U , G0W0@PBE+U , and GW 0@PBE+U at different levels of numerical accuracy
compared to experiment. The columns with LAPW are the results obtained from using the default LAPW basis (nLO = 0), and those with
LAPW+HLOs are the results obtained with nLO = 5 and l(LO)

max = l(v)
max + 4 for La2O3 and CeO2, nLO = 7 and l(LO)

max = l(v)
max + 5 for Ce2O3, and

nLO = 4 and l(LO)
max = l(v)

max + 4 for UO2, respectively. The values of U and J are obtained from constrained DFT calculations.

G0W0 GW 0

System U,J PBE+U LAPW LAPW+HLOs LAPW LAPW+HLOs Expt.

La2O3 6.1, 0.7 3.92 4.91 5.41 5.18 5.80 5.55,a 5.3,b 5.5–5.9c

CeO2 6.1, 0.7 2.63 4.35 3.62 5.23 3.88 3.3,d 3.78e

Ce2O3 6.1, 0.7 2.21 1.78 3.35 1.43 3.57 2.4a

UO2 4.1, 0.0 2.15 2.28 2.73 2.29 2.87 2.1,f 2.7,g 2.5h

aReference [78].
bReference [79].
cReference [80].
dReference [81].
eReference [82].
fReference [53].
gReference [83].
hReference [84].

of the 4f 1 states towards lower energy. The latter is also
the main cause for the shrinkage of the splitting between the
occupied 4f 1 states and O-2p VB states by nearly 1 eV, as
indicated by the decreasing value of �p−f with increasing
�lLO. Overall one can see that adding HLOs of large angular
quantum numbers can dramatically push occupied 4f states
towards lower energy.

Using numerically converged parameters we performed
G0W0 and GW 0@PBE+U calculations for Ce2O3 and UO2.
In Fig. 5 we compare density of states from PBE+U

and GW 0@PBE+U using the the default LAPW and
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FIG. 4. Convergence of the G0W0@PBE+U band gap (Eg, upper
panels), and the quasiparticle correction to VBM (�EVBM, lower
panels) of Ce2O3 as a function of nLO [left panels, with l(LO)

max =
l(LO)
max (def)] and �lLO in l(LO)

max = l(v)
max + �lLO (right panels, with nLO =

5), respectively, calculated by using Nk = 2×2×1 and PBE+U with
U = 6.8 eV and J = 0.0 eV as the starting point. In the upper panels,
the splitting between the O-2p valence band upper edge and the
highest occupied 4f state energy (�p−f ) is also shown.

LAPW+HLOs, respectively, to experimental photoemission
spectral data.

For Ce2O3, apparently PBE+U gives a rather good
description of some features of electronic band structure,
including a fundamental band gap of 2.21 eV that is very
close to the experimental value of 2.4 eV (see the data in
Table II), and the splitting between O-2p and f occ is only
slightly underestimated. But the position of f unocc states is
dramatically underestimated by about 4 eV, which indicates
that PBE+U by itself is not adequate to give an accurate
description of electronic band structure of strongly correlated
systems [36]. When using the standard LAPW basis, GW 0

significantly overestimates the splitting between O-2p and
Ce-4 f occ states (�p−f ), and significantly underestimates
the fundamental band gap, by about 1 eV compared to the
experimental value. When using the LAPW+HLOs basis, the
GW 0 description of �p−f is significantly improved and now
both the positions of occupied and unoccupied 4f states agree
well with those indicated in the experimental spectral data. In
the meanwhile, the fundamental band gap increases by more
than 2 eV as a result of including HLOs.

Compared to the experimental value of 2.4 eV, the GW 0

band gap with the LAPW+HLOs basis is overestimated by
about 1.2 eV. It is worthwhile to have a closer look at the
reliability of the experimental band gap of Ce2O3. Compared
to other lanthanide sesquioxides, the band gap of Ce2O3 has
been scarcely measured and reported, due to the difficulty to
grow stoichiometric single crystals [78]. The widely cited value
of 2.4 eV was obtained from optical absorption measurement
[78], and the possible role played by excitonic effects has never
been addressed, as far as we know. In principle, direct and
inverse photoemission spectroscopy is the more straightfor-
ward way to obtain the fundamental band gap. In Fig. 5 two
sets of experimental data for Ce2O3 are collected, one from
the XPS-BIS measurement [76], and the other one from XPS
plus x-ray absorption spectroscopy (XAS) [88]. Considering
that the energy zero is defined differently in experimental
spectral data and theoretical DOS, we align the experimental
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FIG. 5. Density of states of Ce2O3 (upper panel) and UO2 (lower
panel) from PBE+U and GW 0@PBE+U using the the default
LAPW and LAPW+HLOs, respectively, compared to experiment.
The experimental spectral data measured from the x-ray photoelectron
spectroscopy (XPS) and bremmsstrahlung isochromat spectroscopy
(BIS) for Ce2O3 and UO2 are taken from Refs. [76,87], respectively.
We also show for Ce2O3 the experimental spectral data measured
by combining XPS with x-ray absorption spectroscopy (XPS+XAS)
taken from [88].

data with theoretical ones in the terms of the peak position
of the occupied f states. We note that a different treatment
was used in Ref. [35], in which the alignment was done in
terms of the upper edge of O-2p valence band. Obviously
using different alignment convention should have no influences
on physical implications of such comparison. Since our new
GW calculations with LAPW+HLOs predict the splitting
between O-2p and f occ in good agreement with experiment,
two alignment schemes lead to essentially the same result.
It is also important to note that the shoulder peak at about
3 eV in the XPS+BIS spectral data can be attributed to the
residual CeO2 in the Ce2O3 sample, which can be clearly
seen from the evolution of the spectral data as the measured
sample is gradually reduced from CeO2 to Ce2O3 shown in
Fig. 3 of Ref. [76]. That feature overlaps with the lower
edge of the Ce-5d dominant conduction band, such that it is
difficult to extract the fundamental gap of Ce2O3 from the
XPS+BIS data. This interpretation of the XPS+BIS result is

supported by the XPS+XAS spectral data in which no peak
around the conduction band bottom is present. Combining the
XPS+BIS and XPS+XAS data, we can clearly see that the true
fundamental gap of Ce2O3 should be significantly larger than
2.4 eV. The fact that the GW 0 DOS agrees very well with the
XPS+XAS data in the region around the CB bottom indicates
that the GW 0 band gap (3.6 eV) obtained with LAPW+HLOs
basis should be very close to the exact one.

We next consider the actinide oxide UO2 with the partially
occupied 5f shell, which exhibits similar features as Ce2O3.
GW 0 with the standard LAPW basis again overestimates the
splitting between O-2p and U-5f states, and considering
HLOs reduces the splitting by about 1 eV. With LAPW+HLOs
basis, GW 0 can well reproduce all main features of the ex-
perimental spectral data, including, in particular, the positions
of occupied and unoccupied 5f states. For the band gap,
including HLOs increases the GW 0 band gap by about 0.6 eV,
and a slightly smaller change occurs for the G0W0 band gap.
Comparing the results for Ce2O3 and UO2, we can see that the
overall effect of HLOs is significant weaker for 5f states than
for 4f states. The experimental band gap of UO2 is likely to
be impaired by similar uncertainty as Ce2O3 and scatters in the
range of 2.1–2.7 eV. The GW 0 band gap with LAPW+HLOs
is about 2.9 eV, which is reasonably close to the experimental
values.

IV. CONCLUDING REMARKS

In this work we have revisited the topic of the GW

approach to d- and f -electron oxides [35,36] based on a
numerically accurate implementation of the all-electron GW

method with the high-energy local-orbitals enhanced LAPW
(LAPW+HLOs) basis [26]. We have found that the inclusion
of HLOs has significantly stronger effects on GW quasiparticle
electronic band structure of d- and f -electron oxides than it
does of typical normal sp insulating systems [26]. In particular,
the features related to localized d or f states in the electronic
band structure of these compounds are more strongly affected
than those related to itinerant states, and are significantly
improved when comparing with experimental results. Based
on numerically accurate calculations, we have demonstrated
that using the DFT+U as the starting point, GW 0 can well
describe electronic band structure of d- and f -electron oxides.
Based on a careful comparison between GW 0 density of states
with experimental spectral data, we think that the widely
cited experimental band gap of Ce2O3 (2.4 eV) may well
have significant errors, and our predicted result (3.6 eV) from
numerically converged GW 0@PBE+U should be close to the
correct value.

The findings presented in this work from numerically
accurate GW calculations have clearly indicated that with a
qualitatively correct description of d- or f -electron systems
by the Hubbard U corrected local or semilocal density approx-
imations as the starting point, the GW approach in the G0W0

or GW 0 scheme can describe the electronic band structure of
strongly correlated systems with a much better accuracy than
previously reported or expected. Since our study focuses on
quasiparticle electronic band structure, its treatment of strong
correlation is still limited to some extent. For one thing, other
strong correlation features such as satellite structures in PES
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[71], dynamical fluctuation of magnetic moment, to name a few
only, are still out of reach, and requires extending to a more
general theoretical framework such as the combination of GW

with dynamical mean field theory (GW+DMFT) [89–91]. One
of the key messages of this work is the importance of numerical
accuracy in GW -like calculations, and we believe that any
further physical consideration beyond GW should be based
on numerically accurate treatment at the GW level. Although
the computational cost increases as a result of including HLOs,
the outcome provides a more consistent picture regarding the

accuracy of the GW approach in general for both simple sp

insulators and strongly correlated d- or f -electron systems,
which provide a more solid base for further development
of first-principles approaches to strongly correlated systems
[90,92–94].
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