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#### Abstract

A method, called the adaptive cluster approximation (ACA), for single-impurity Anderson models is proposed. It is based on the reduced density-matrix functional theory, where the one-particle reduced density matrix is used as the basic variable. The adaptive cluster approximation introduces a unitary transformation of the bath states such that the effect of the bath is concentrated to a small cluster around the impurity. For this small effective system, one can then either calculate the reduced density-matrix functional numerically exactly from Levy's constrained-search formalism or approximate it by an implicit approximation of the reduced density-matrix functional. The method is evaluated for single-impurity Anderson models with finite baths. The method converges rapidly to the exact result with the size of the effective bath.
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## I. INTRODUCTION

Reduced density-matrix functional theory [1-3] (rDMFT) emerged recently as a viable option to describe materials with strong electronic correlations. It can be seen as a relative to density-functional theory $[4,5]$ (DFT) that treats the oneparticle reduced density matrix as the basic quantity instead of the electron density. In this sense, rDMFT emphasizes orbital occupations that are more natural for the description of correlated materials.

Like the exchange-correlation functional of DFT, the effort to evaluate the exact reduced density-matrix functional is prohibitively high. Different strategies have been used to cope with this problem: analogous to DFT, the many-particle problem can be encoded in approximate, parameterized density-matrix functionals that can be evaluated with a small computational effort. Parametrized functionals have been applied to models [6-17] and real systems [18-32].

Levy's constrained-search algorithm [2,33] describes a constrained optimization problem in the space of many-particle wave functions. This method inherits the difficulties of the many-particle problem. While being exact in practice, it is restricted to rather small system sizes. Functionals that require the solution of an internal optimization problem like Levy's constrained-search algorithm or other implicit density-matrix functionals suffer from an unfavorable scaling of the computational complexity with the total system size.

The electron-electron interaction in a single-impurity Anderson model [34] (SIAM) is limited to only few one-particle basis states but the entire system is a many-particle quantum problem. These interacting states are named the impurity. The remaining noninteracting states are called the bath. Therefore methods that allow to create a smaller effective bath are highly desirable. An example for such an approach is the two-level approximation $[12,14]$ by Töws et al. The main idea of the

[^0]two-level-approximation is to introduce a unitary transformation of the bath states, such that only two of the transformed bath states have finite density-matrix elements with the impurity. All other basis states are neglected, which gives an effective system of four basis states, two impurity states and two basis states, for which the density-matrix functional is known. Consequently the two-level-approximation is limited to impurities with two spin orbitals and an effective bath consisting of two spin-orbitals.

In this paper, we introduce a method, named adaptive cluster approximation (ACA), that can handle impurity problems within rDMFT with an arbitrary number of effective bath states/levels, arbitrary impurity sizes, and multiband interactions. The method sets up a unitary transformation between the noninteracting basis states that aims at minimizing the subsequent truncation error of bath states. This creates a smaller effective cluster composed of the impurity and an effective bath for which one has to evaluate the density-matrix functional.

The paper is organized as follows. In Sec. II, we first describe the basic ideas of rDMFT. Then we present the adaptive cluster approximation in Sec. III. We describe relations to existing methods and present exact limits. In Sec. IV, the numerical methodology is presented. In Sec. V, we describe applications of the method to single-impurity Anderson models with a finite bath and compare to the numerically exact ground state from exact diagonalization. We explore the dependence of results of the ACA on different bath truncations. In Sec. VIC, we investigate under which conditions the ACA is exact for single-impurity Anderson models. We explore SIAMs with very large baths that approach the limit of a continuous density of states and with multiorbital impurities.

## II. REDUCED DENSITY-MATRIX FUNCTIONAL THEORY

A many-particle Hamiltonian $\hat{H}$ can be written as a sum of a noninteracting part $\hat{h}$ and the general two-particle interaction

Hamiltonian $\hat{W}$,

$$
\begin{equation*}
\hat{H}=\hat{h}+\hat{W} \tag{1}
\end{equation*}
$$

In an orthonormal one-particle basis set, the noninteracting part $\hat{h}$ of the Hamiltonian can be written as

$$
\begin{equation*}
\hat{h}=\sum_{a, b} h_{a, b} \hat{c}_{a}^{\dagger} \hat{c}_{b} \tag{2}
\end{equation*}
$$

and the general two-particle interaction Hamiltonian $\hat{W}$ as

$$
\begin{equation*}
\hat{W}=\frac{1}{2} \sum_{a, b, c, d} U_{a, b, d, c} \hat{c}_{a}^{\dagger} \hat{c}_{b}^{\dagger} \hat{c}_{c} \hat{c}_{d} \tag{3}
\end{equation*}
$$

using the creation and annihilation operators $\hat{c}_{a}^{\dagger}$ and $\hat{c}_{a}$. The one-particle reduced density matrix $\rho_{b, a}$ of an ensemble of normalized fermionic many-particle wave functions $\left|\Psi_{i}\right\rangle$ with probabilities $P_{i}\left(0 \leqslant P_{i}, \sum_{i} P_{i}=1\right)$ is defined as

$$
\begin{equation*}
\rho_{b, a}=\sum_{i} P_{i}\left\langle\Psi_{i}\right| \hat{c}_{a}^{\dagger} \hat{c}_{b}\left|\Psi_{i}\right\rangle \tag{4}
\end{equation*}
$$

All Hermitian matrices $\rho$ that can be generated by Eq. (4) from an ensemble of normalized fermionic many-particle wave functions $\left|\Psi_{i}\right\rangle$ with probabilities $P_{i}$ are called ensemble representable. Coleman [35] has shown that ensemble representability is equivalent to the property that the eigenvalues of the one-particle reduced density matrix, called occupations by Löwdin [36], are between zero and one. In other words, $\rho$ and $\mathbf{1}-\boldsymbol{\rho}$ are positive semidefinite, in short $\mathbf{0} \leqslant \rho \leqslant \mathbf{1}$.

Within reduced density-matrix functional theory [1-3] (rDMFT) the ground-state energy of a $N$-particle system can be written as

$$
\begin{equation*}
E_{N}(\hat{h}+\hat{W})=\min _{\rho, \mathbf{0} \leqslant \boldsymbol{\rho} \leqslant \mathbf{1}, \operatorname{Tr}(\boldsymbol{\rho})=N}\left\{\operatorname{Tr}[\boldsymbol{\rho} \boldsymbol{h}]+F^{\hat{W}}[\boldsymbol{\rho}]\right\}, \tag{5}
\end{equation*}
$$

where the minimization is performed over all ensemblerepresentable one-particle reduced density matrices $\rho$ with $N$ particles. The dependence of the interaction energy on the one-particle density matrix is encoded in the density-matrix functional $F^{\hat{W}}[\rho]$ in Eq. (5). This functional is a universal functional of the one-particle reduced density matrix in the sense that it does not depend on the external one-particle potential of the system [1]. Levy [2] and Valone [37] have shown that the density-matrix functional can be obtained from a constrained minimization over an ensemble of orthonormal fermionic many-particle wave functions $\left|\Psi_{i}\right\rangle$ and ensemble probabilities $P_{i}$ with $0 \leqslant P_{i}$ and $\sum_{i} P_{i}=1$ as

$$
\begin{equation*}
F^{\hat{W}}[\rho]=\min _{\left\{P_{i},\left|\Psi_{i}\right\rangle\right\} \rightarrow \rho} \sum_{i} P_{i}\left\langle\Psi_{i}\right| \hat{W}\left|\Psi_{i}\right\rangle . \tag{6}
\end{equation*}
$$

With $\left\{P_{i},\left|\Psi_{i}\right\rangle\right\} \rightarrow \rho$, we denote the set of ensembles with a given one-particle reduced density matrix $\rho$ according to Eq. (4).

For one-particle reduced density matrices that correspond to nondegenerate ground states, the density-matrix functional can be written as minimization over just one many-particle wave function, that is, $P_{1}=1$ and $P_{i}=0$ for $i>1$, in the form

$$
\begin{equation*}
F_{\text {single }|\Psi\rangle}^{\hat{\hat{W}}}[\rho]=\min _{|\Psi\rangle \rightarrow \rho}\langle\Psi| \hat{W}|\Psi\rangle \tag{7}
\end{equation*}
$$

For all systems, the relation

$$
\begin{equation*}
F^{\hat{W}}[\rho] \leqslant F_{\text {single }|\Psi\rangle}^{\hat{W}}[\rho] \tag{8}
\end{equation*}
$$

holds. It should also be noted here that rDMFT, like DFT, is a ground-state theory. The generalization of rDMFT to finite temperatures is straightforward [38]. There is no direct way to extract dynamical spectral functions but additional approximations need to be introduced and the physical content of those is still under intense discussion [16,24,27]. Thus we report here only on ground-state properties such as energies and orbital occupations.

## III. ADAPTIVE CLUSTER APPROXIMATION

## A. Transformation of the bath basis states

The solution of the rDMFT-minimization problem given by Eq. (5) requires the calculation of the reduced density-matrix functional $F^{\hat{W}}[\rho]$ for a given one-particle reduced density matrix $\rho$ in every minimization step. Unfortunately, calculating the density-matrix functional by Eq. (6) scales exponentially with the size $N_{\chi}$ of the one-particle basis, even for a local interaction. This is the case because the one-particle reduced density matrix $\rho$ includes all one-particle basis states of the system. If only a subset of the one-particle states take part in the two-particle interaction as for a single-impurity Anderson model, we can subdivide one-particle states in two disjoint sets: a set $C_{\text {imp }}$ of interacting orbitals (impurity) and a set $C_{\text {bath }}$ of noninteracting orbitals (bath). The interaction then has the form

$$
\begin{equation*}
\hat{W}=\frac{1}{2} \sum_{a, b, c, d \in C_{\mathrm{imp}}} U_{a, b, d, c} \hat{c}_{a}^{\dagger} \hat{c}_{b}^{\dagger} \hat{c}_{c} \hat{c}_{d} . \tag{9}
\end{equation*}
$$

In order to set the stage, let us consider the limiting case of a density-matrix functional $F^{\hat{W}}[\rho]$ with a density matrix that is block-diagonal with respect to $C_{\text {imp }}$ and $C_{\text {bath }}$, i.e.,

$$
\rho=\left(\begin{array}{cc}
\rho_{\text {imp,imp }} & \mathbf{0}  \tag{10}\\
\mathbf{0} & \rho_{\text {bath, bath }}
\end{array}\right)
$$

The density-matrix functional of this density matrix is independent of the block $\boldsymbol{\rho}_{\text {bath,bath }}$ and can be calculated considering $\rho_{\text {imp,imp }}$ alone,

$$
\begin{equation*}
F^{\hat{W}}[\rho]=F^{\hat{W}}\left[\boldsymbol{\rho}_{\mathrm{imp}, \mathrm{imp}}\right] \tag{11}
\end{equation*}
$$

The proof of this statement is provided in the appendix. In the case of a general one-particle reduced density matrix

$$
\boldsymbol{\rho}=\left(\begin{array}{ll}
\boldsymbol{\rho}_{\text {imp }, \text { imp }} & \boldsymbol{\rho}_{\text {imp }, \text { bath }}  \tag{12}\\
\boldsymbol{\rho}_{\text {imp,bath }}^{\dagger} & \boldsymbol{\rho}_{\text {bath }, \text { bath }}
\end{array}\right)
$$

we additionally rely on the invariance of the density-matrix functional with transformations:

$$
\begin{equation*}
F^{\hat{W}}[\boldsymbol{\rho}]=F^{\hat{W}}\left[\boldsymbol{U}^{\dagger} \boldsymbol{\rho} \boldsymbol{U}\right], \tag{13}
\end{equation*}
$$

where $\boldsymbol{U}$ is a unitary $N_{\chi} \times N_{\chi}$ matrix of the form

$$
\boldsymbol{U}=\left(\begin{array}{cc}
\mathbf{1}_{N_{\text {imp }}} & \mathbf{0}  \tag{14}\\
\mathbf{0} & \boldsymbol{U}_{\text {bath }}^{\dagger}
\end{array}\right)
$$

Here, $\mathbf{1}_{N_{\text {imp }}}$ is a $N_{\text {imp }} \times N_{\text {imp }}$ unit matrix and $\mathbf{1}_{N_{\mathrm{imp}}}$ is a $N_{\text {imp }} \times N_{\text {imp }}$ unit matrix $N_{\text {imp }}$ is the number of interacting states making up the impurity. The proof of this statement is provided in Ref. [39]. We exploit this freedom to transform the density matrix to a banded form:

$$
\begin{align*}
& \tilde{\boldsymbol{\rho}}=\boldsymbol{U}^{\dagger} \boldsymbol{\rho} \boldsymbol{U}=\left(\begin{array}{cc}
\mathbf{1}_{N_{\text {imp }}} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{U}_{\text {bath }}^{\dagger}
\end{array}\right) \boldsymbol{\rho}\left(\begin{array}{cc}
\mathbf{1}_{N_{\text {imp }}} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{U}_{\text {bath }}
\end{array}\right) \tag{15}
\end{align*}
$$

We construct the unitary transformation $\boldsymbol{U}_{\text {bath }}$ of the bath states iteratively. The construction of one step is outlined in the following. We write the one-particle reduced density matrix in block-form as in Eq. (12),

$$
\boldsymbol{\rho}=\left(\begin{array}{ccc}
\boldsymbol{\rho}_{\text {imp,imp }} & \boldsymbol{\rho}_{{\text {imp }, \text { bath }_{1}}} & \rho_{\text {imp,rest }}  \tag{17}\\
\boldsymbol{\rho}_{\text {imp,bath }} & \boldsymbol{\rho}_{\text {bath }_{1}, \text { bath }_{1}} & \rho_{\text {bath }}^{1}, \\
\boldsymbol{\rho}_{\text {imp }, \text { rest }}^{\dagger} & \boldsymbol{\rho}_{\text {bath }_{1}, \text { rest }}^{\dagger} & \boldsymbol{\rho}_{\text {rest, rest }}
\end{array}\right)
$$

The block bath ${ }_{1}$ contains $N_{\text {bath }_{1}}$ states and the block rest the remaining $N_{\text {rest }}$ states. Transforming the one-particle basis with a block-diagonal unitary transformation defined in Eq. (15),

$$
\boldsymbol{U}=\left(\begin{array}{ccc}
\mathbf{1}_{N_{\text {imp }}} & \mathbf{0} & \mathbf{0}  \tag{18}\\
\mathbf{0} & \boldsymbol{U}_{\text {bath }_{1}, \text { bath }_{1}} & \boldsymbol{U}_{\text {bath }_{1}, \text { rest }} \\
\mathbf{0} & \boldsymbol{U}_{\text {rest }^{2}, \text { bath }}^{1}
\end{array}, \boldsymbol{U}_{\text {rest, rest }}\right),
$$

gives the transformed density matrix

Now we determine the unitary matrix such that the coupling density-matrix elements $\tilde{\rho}_{\text {imp,rest }}$ of the transformed density matrix vanish, i.e., $\tilde{\rho}_{\text {imp,rest }}=\mathbf{0}$. This implicitly defines the unitary matrix $\boldsymbol{U}_{\text {bath }_{1} \text {,rest }}$ via

$$
\begin{equation*}
\boldsymbol{\rho}_{\text {imp,bath }}^{1}, ~ \boldsymbol{U}_{\text {bath }}^{1} \text {,rest }+\boldsymbol{\rho}_{\text {imp,rest }} \boldsymbol{U}_{\text {rest,rest }}=\mathbf{0} \tag{20}
\end{equation*}
$$

This equation has the form of a bi-orthogonality condition and can be solved with a modified Gram-Schmidt procedure. A practical algorithm is provided in Ref. [39].

This scheme can now be repeated for the submatrix

$$
\left(\begin{array}{cc}
\tilde{\boldsymbol{\rho}}_{\text {bath }_{1}, \text { bath }_{1}} & \tilde{\boldsymbol{\rho}}_{\text {bath }_{1}, \text { rest }}  \tag{21}\\
\tilde{\boldsymbol{\rho}}_{\text {bath }}^{1}, \\
\dagger & \tilde{\boldsymbol{\rho}}_{\text {rest }} \text {,rest }
\end{array}\right)
$$

where we consider bath ${ }_{1}$ as the new impurity. Applied iteratively, this yields a sequence of unitary transformations that together form the full transformation $\boldsymbol{U}_{\text {bath }}$.

The unitary transformation $\boldsymbol{U}_{\text {bath }}$ will directly depend on the one-particle density matrix. Thus we named it the adaptive cluster approximation (ACA).

In the banded form, Eq. (16), there are several bath levels: the innermost bath with the density matrix $\tilde{\rho}_{\text {bath }_{1}, \text { bath }_{1}}$, the second-level bath with $\tilde{\rho}_{\text {bath }_{2}, \text { bath }_{2}}$, and so on. The interacting one-particle states are only coupled to the innermost bath (bath $1_{1}$ ) via $\tilde{\rho}_{\text {imp,bath }}$ but not to other higher-level baths. In turn, the innermost bath only couples to the second-level bath (bath ${ }_{2}$ ) via $\tilde{\rho}_{\text {bath }_{1}, \text { bath }}^{2}$ and so on. The lower bound for the number $N_{\text {bath }_{1}}$ of orbitals in the innermost bath $\left(\right.$ bath $\left._{1}\right)$ is less or equal to the number $N_{\text {imp }}$ of interacting orbitals and the lower bound for the number $N_{\text {bath }_{n}}$ of orbitals in the $n$ th-level bath (bath ${ }_{n}$ ) is less or equal to the number $N_{\text {bath }_{n-1}}$ of orbitals in the $(n-1)$ th level bath ( bath $_{n-1}$ ). The proof of this relation is provided in Ref. [39]. The goal is to have as few orbitals per bath level as possible.

## B. Truncation of the bath basis states

Based on the banded form of the one-particle reduced density matrix in Eq. (16), we can set up a sequence of approximations: if we neglect the coupling density matrix $\tilde{\rho}_{\text {bath }_{1}, \text { bath }_{2}}$, we obtain the approximate density matrix $\tilde{\rho}_{M=1} \approx$ $\tilde{\rho}$ with a block-diagonal form:

$$
\tilde{\boldsymbol{\rho}}_{M=1}=\left(\begin{array}{cc|cc}
\boldsymbol{\rho}_{\text {imp,imp }} & \tilde{\boldsymbol{\rho}}_{\text {imp, bath }_{1}} & \mathbf{0} & \cdots  \tag{22}\\
\tilde{\boldsymbol{\rho}}_{\text {imp,bath }}^{1} & \tilde{\boldsymbol{\rho}}_{\text {bath }_{1}, \text { bath }_{1}} & \mathbf{0} & \cdots \\
\hline \mathbf{0} & \mathbf{0} & \tilde{\boldsymbol{\rho}}_{\text {bath }_{2}, \text { bath }_{2}} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

The neglect of the coupling between two bath levels bath ${ }_{n}$ and bath ${ }_{n+1}$ is identical to a truncation of all bath levels beyond bath ${ }_{n}$ for the purpose of evaluating the density-matrix functional. This is the case because the interaction does not act on the bath.

This yields the adaptive cluster approximation ACA with one effective bath level $[\mathrm{ACA}(\mathrm{M}=1)]$ by approximating the exact density-matrix functional $F^{\hat{W}}[\rho]$ with

$$
F_{\mathrm{ACA}(\mathrm{M}=1)}^{\hat{W}}[\boldsymbol{\rho}]:=F^{\hat{W}}\left[\left(\begin{array}{cc}
\boldsymbol{\rho}_{\text {imp, imp }} & \tilde{\boldsymbol{\rho}}_{\text {imp }^{\text {bath }}}  \tag{23}\\
\tilde{\boldsymbol{\rho}}_{\text {imp,bath }}^{1}
\end{array} \quad \tilde{\boldsymbol{\rho}}_{\text {bath }_{1}, \text { bath }_{1}}^{\dagger}\right)\right] .
$$

This approximate density-matrix functional is then used in Eq. (5) to obtain the approximate ground-state one-particle reduced density matrix and ground-state energy. The $\mathrm{ACA}(M=$ 1) requires only the density-matrix functional for $N_{\mathrm{imp}}+$ $N_{\text {bath }_{1}} \leqslant 2 N_{\text {imp }}$ one-particle states instead of the original $N_{\chi}=$ $N_{\text {imp }}+N_{\text {bath }}$ one-particle states of the full system.

The $\mathrm{ACA}(M)$ is obtained by neglecting the coupling between the $M$ th level and $(M+1)$ th level bath $\tilde{\rho}_{\text {bath }_{M}, \text { bath }_{M+1}}$ instead of $\tilde{\rho}_{\text {bath }_{1}, \text { bath }_{2}}(M=1)$. By increasing $M$ we can systematically converge the approximation. The size $N_{M}$ of the one-particle basis treated explicitly in the $\operatorname{ACA}(M)$ is

$$
\begin{equation*}
N_{M}=N_{\mathrm{imp}}+\sum_{i=1}^{M} N_{\mathrm{bath}_{i}} \leqslant(M+1) N_{\mathrm{imp}} \tag{24}
\end{equation*}
$$

In order to judge the quality of the transformation, we introduce the discarded weight, which measures the deviation from the block-diagonal form. The discarded weight $\sigma_{M}(\tilde{\boldsymbol{\rho}})$ is defined as the sum of the absolute values of the neglected coupling density matrix $\tilde{\rho}_{\text {bath }_{M}, \text { bath }_{M+1}}$ :

$$
\begin{equation*}
\sigma_{M}(\tilde{\boldsymbol{\rho}})=\sum_{\alpha, \beta}\left|\left(\tilde{\rho}_{\text {bath }_{M}, \text { bath }_{M+1}}\right)_{\alpha \beta}\right| . \tag{25}
\end{equation*}
$$

A block-diagonal density matrix as Eq. (10) has a vanishing discarded weight $\sigma_{M=0}(\boldsymbol{\rho})=0$. The smaller discarded weight the smaller the deviation introduced by the adaptive cluster approximation. The discarded weight is not a monotonically decreasing function of $M$. However, due to the growing distance from the impurity with increasing bath level $M$ the impact of a finite discarded weight on the ACA is strongly reduced. In applications of the ACA, we have not yet seen a case where an increase of discarded weight with increasing bath level $M$, that is $\sigma_{M+1}(\tilde{\rho})>\sigma_{M}(\tilde{\rho})$, has caused an increase in the deviation of the density-matrix functional from the exact value, $\left|F_{\mathrm{ACA}(\mathrm{M})}^{\hat{W}}[\rho]-F^{\hat{W}}[\rho]\right|$. The numerical evidence indicates that the error of the ACA is a monotonically decreasing function of $M$.

## C. Exact limits

The ACA can be shown to be exact in a number of limiting cases. (1) It is trivially exact in the noninteracting limit, because the density-matrix functional vanishes in this case. (2) For a single-site impurity ( $N_{\mathrm{imp}}=2$ ), the ACA with one effective bath site $(M=1)$ inherits the exact limits from the related two-level approximation, that have been proven by Töws et al. [12]; it becomes exact for a single-impurity Anderson model in both, the limit of a vanishing bath bandwidth and the limit of widely separated bath levels. (3) Furthermore, the $\mathrm{ACA}(M)$ is exact if the transformed density matrix $\tilde{\boldsymbol{\rho}}=\boldsymbol{U}^{\dagger} \boldsymbol{\rho} \boldsymbol{U}$, Eq. (16), is in a block-diagonal form with one block of the size $N_{\text {imp }}+$ $\sum_{i=1}^{M} N_{\text {bath }_{i}}$ and one with the remaining states. (4) If ACA( $M$ ) is exact, then also $\operatorname{ACA}(M+1)$ is exact. (5) If the eigenvalue spectrum of the bath density matrix $\rho_{\text {bath,bath }}$ in Eq. (12) consist of $N$ distinct values with a $n_{j}$-fold degeneracy each, there is a number of bath states $N_{B} \leqslant \sum_{j=1}^{N} \min \left(n_{j}, N_{\text {imp }}\right)$ such that the transformed density matrix obtains a block-diagonal form with one block of the size $N_{\mathrm{imp}}+N_{B}$ containing the impurity. Thus
the $\operatorname{ACA}(N)$ is exact in the case. The proof of this relation is provided in Ref. [39].

## D. Related methods

Methods that employ transformations or truncations of one-particle basis sets are omnipresent in the field of quantum chemistry and solid state physics. The transformation of the one-particle reduced density matrix to a banded matrix within the ACA can be seen as a transformation to a quasi-one-dimensional system. Unitary transformations of the one-particle basis to create a quasi-one-dimensional system have been used to transform impurity problems with arbitrary bath geometries so that they can be treated with DMRG and related methods [40,41]. Unitary transformations of the bath in impurity problems have also been used to express the ground state with a small number of Slater determinants $[42,43]$ or to set up a smaller variationally optimized effective model [44]. These methods differ from our approach in that they bring the one-particle Hamiltonian rather than the reduced density matrix to a specific shape.

In context of rDMFT, an approach similar to the ACA has been suggested and used by Töws et al. within the two-level approximation [12,14] for the single-impurity Anderson [34] model. Töws et al. derived the analytical dependence of the density-matrix functional with respect to the density matrix for a simple Anderson problem, i.e., an impurity site and one bath site. To apply this analytical form to more general single-impurity Anderson models, they introduced a unitary transformation of the bath states, so that only two of the transformed bath states have finite density matrix elements with the impurity site. All other bath states have been neglected in the evaluation of the density-matrix functional. Although constructed in a different way, the transformation of Töws et al. in the case of two interacting spin-orbitals $\left(N_{\mathrm{imp}}=2\right)$ is equivalent to the first transformation step in our construction scheme (see Ref. [39]). Töws et al. used the exact densitymatrix functional for the effective two-site problem (impurity site and first-level effective bath site) in case of a non-spinpolarized density matrix [12]. For the spin-polarized case [14], they employed additional approximations. In contrast, in this paper we calculate the density-matrix functional for the truncated density matrix on the fly via a constrained optimization scheme without additional approximations. The ACA $(M)$ is the extension of two-level approximation to an arbitrary number of effective bath states/levels, arbitrary impurity sizes, and multiband interactions.

## E. Correction using parametrized functionals

The minimization of the energy given in Eq. (5) with the adaptive cluster approximation can produce density matrices with a discarded weight $\sigma_{M}(\tilde{\boldsymbol{\rho}})$ that is much larger than that for the transformed exact ground-state density matrix. The reason is that the truncated off-diagonal density matrix elements $\tilde{\boldsymbol{\rho}}_{\text {bath }_{M} \text { bath }_{M+1}}$ do not influence the density-matrix functional within the $\mathrm{ACA}(M)$. As a consequence during the minimization over the density matrix, they can differ strongly from the exact solution if this reduces the one-particle energy
in Eq. (5). Our applications to model systems indicate that this becomes relevant only at very low truncation levels.

Nevertheless, in order to cope with this problem, we add a correction term $\Delta F_{\approx}^{\hat{W}}[\rho]$,

$$
\begin{equation*}
\Delta F_{\approx}^{\hat{W}}[\rho]=F_{\approx}^{\hat{W}}[\tilde{\rho}]-F_{\approx}^{\hat{W}}\left[\tilde{\rho}_{M}\right], \tag{26}
\end{equation*}
$$

that is, the difference of an approximate density-matrix functional for the full transformed density matrix $\tilde{\rho}$, Eq. (16), and the truncated density matrix $\tilde{\rho}_{M}$, where the coupling density-matrix elements $\tilde{\rho}_{\text {bath }_{M}, \text { bath }_{M+1}}$ has been neglected. Thus the corrected ACA (cACA) is defined by

$$
\begin{equation*}
F_{\mathrm{cACA}(\mathrm{M})}^{\hat{W}}[\rho]=F_{\mathrm{ACA}(\mathrm{M})}^{\hat{W}}[\rho]+\Delta F_{\approx}^{\hat{W}}[\rho] . \tag{27}
\end{equation*}
$$

The correction $\Delta F_{\approx}^{\hat{W}}[\rho]$ is expressed with the help of a densitymatrix functional $F_{\approx}^{\hat{W}}[\rho]$, that should be easy to evaluate. Suitable are, for example, parametrized approximations in an analytical form.

In this work, we choose the Müller density-matrix functional [45] as the correction functional $F_{\approx}^{\hat{W}}[\rho]$ in Eq. (26). The Müller functional is defined by the analytical expression

$$
\begin{equation*}
F_{\approx}^{\hat{W}}[\rho]=\frac{1}{2} \sum_{a, b, c, d} U_{a, b, c, d}\left[\rho_{d, a} \rho_{c, b}-\left(\rho^{\frac{1}{2}}\right)_{c a}\left(\rho^{\frac{1}{2}}\right)_{d b}\right] \tag{28}
\end{equation*}
$$

where $f_{n}$ denote the occupations, $\left|\phi_{n}\right\rangle$ the natural orbitals, $\left|\chi_{a}\right\rangle$ a orthonormal one-particle basis set, and $U_{a, b, d, c}$ interaction matrix elements.

A nonvanishing effect of the correction requires that the derivatives of $F_{\approx}^{\hat{W}}[\tilde{\rho}]$ with respect to the off-diagonal coupling matrices $\tilde{\rho}_{\text {bath }_{n} \text { bath }_{n+1}}$ in Eq. (16) do not vanish by construction. Otherwise, for example, in the case of $\operatorname{ACA}(M=1)$, that is when neglecting $\tilde{\rho}_{\text {bath }_{1}, \text { bath }_{2}}$, we would get

$$
\begin{equation*}
\frac{\partial \Delta F_{\approx}^{\hat{W}}[\rho]}{\partial \tilde{\rho}_{\text {bath }_{1}, \text { bath }_{2}}}=\frac{\partial F_{\approx}^{\hat{W}}[\tilde{\rho}]}{\partial \tilde{\boldsymbol{\rho}}_{\text {bath }_{1}, \text { bath }_{2}}}-\frac{\partial F_{\approx}^{\hat{W}}\left[\tilde{\rho}_{M}\right]}{\partial \tilde{\boldsymbol{\rho}}_{\text {bath }_{1}, \text { bath }_{2}}}=0 \tag{29}
\end{equation*}
$$

Thus the correction term $\Delta F_{\approx}^{\hat{W}}[\rho]$ would yield a vanishing force on the neglected density matrix elements and not fulfill its purpose of preventing an unphysical increase of the neglected density matrix elements. For example, this condition is not fulfilled for the Hartree-Fock approximation, because in this approximation the value of the functional,

$$
\begin{equation*}
F_{\mathrm{HF}}^{\hat{W}}[\rho]=\frac{1}{2} \sum_{a b c d} U_{a b d c}\left(\rho_{d a} \rho_{c b}-\rho_{c a} \rho_{d b}\right), \tag{30}
\end{equation*}
$$

is independent of density matrix elements of noninteracting states.

## F. Beyond single-impurity Anderson models

The extension of the ACA from single impurity Anderson models to lattice models is straightforward when we introduce the local approximation of the density-matrix functional [33]. For a Hubbard-like interaction that can be written as as sum over local terms,

$$
\begin{equation*}
\hat{W}=\sum_{i} \hat{W}_{i} \tag{31}
\end{equation*}
$$

we can approximate the density-matrix functional as sum over local density-matrix functionals:

$$
\begin{equation*}
F^{\hat{W}}[\rho] \approx \sum_{i} F^{\hat{W}_{i}}[\rho] \tag{32}
\end{equation*}
$$

The individual density-matrix functionals $F^{\hat{W}_{i}}[\rho]$ now have the form of a single-impurity Anderson model and can be treated with the adaptive cluster approximation. Investigations for model lattice systems are in progress.

The purpose of examinations of the ACA on model systems such as the SIAM is to benchmark it for systems that are well understood and to learn about its strengths and weaknesses. We have constructed the ACA in context of hybrid theories that combine DFT and rDMFT [33,46-48]. The main idea of such a hybrid approach is to treat the degrees of freedom responsible for strong nondynamical correlation with an rDMFT-functional and the dynamical correlation with an existing density functional. For materials such as transitionmetal oxides, it is known that the local atomic physics of the transition metal multiplets is responsible for the nondynamical correlation, which causes DFT with approximate semilocal or local functionals to fail. Despite successes [24,25,49] of the simple power functional [49], some severe failures of widely used functionals have also been demonstrated for model systems $[17,50]$. Thus there is a need for better functionals and especially functionals that can be systematically improved. We see the future applicability of the adaptive cluster approximation in the context of such an advanced functional that contains an internal minimization problem and an unfavorable scaling. The ACA reduces the number of the noninteracting orbitals when using implicit functionals with the local approximation in DFT+rDMFT $[33,48]$.

## IV. NUMERICAL METHODS

## A. Exact ground-state energies and many-particle wave functions

To benchmark the performance of the adaptive cluster approximation for a single-impurity Anderson model, we have calculated the exact ground-state energy and many-particle wave function for this system at zero temperature with an exact diagonalization algorithm based on the Jacobi-Davidson method implemented in Jadamilu [51].

For the single-impurity Anderson model with a large bath in Sec. VI we have used the matrix-product-state-DMRG [52-54] code ITENSOR [55] and employed particle number conservation and spin-rotation symmetry [56]. A measure for the accuracy of the results from a DMRG calculation is the maximal truncation error $\epsilon=\max _{i} \epsilon_{i}$. The truncation error $\epsilon_{i}$ of an individual bond during the two-site DMRG procedure is defined in ITensor as

$$
\begin{equation*}
\epsilon_{i}=\frac{\sum_{n \in \text { neglected }} \lambda_{i, n}^{2}}{\sum_{n} \lambda_{i, n}^{2}}, \tag{33}
\end{equation*}
$$

where $\lambda_{i, n}$ are the singular values. The number of singular values that are not neglected is called the bond dimension. The error introduced into the many-particle wave function $|\psi\rangle$ from
the truncation is in the worst case $[54,57]$

$$
\begin{equation*}
\||\psi\rangle-\left|\psi_{\text {trunc }}\right\rangle \|_{2}^{2} \leqslant 2 \sum_{i} \epsilon_{i} \tag{34}
\end{equation*}
$$

The systems studied in Sec. VIC are Anderson models with single- or multisite impurities with hopping from every impurity site to every bath site. Thus the one-particle Hamiltonian is very nonlocal and the entanglement entropy of the ground state is expected to be high in this one-particle basis. In order to make the Hamiltonian more local, we have transformed the matrix elements one-particle Hamiltonian to a banded form like Büsser et al. [40] with the same algorithm that we use for the one-particle reduced density matrix in Eq. (16). The resulting one-particle Hamiltonian has a structure that is similar to the one-particle Hamiltonian of a two-leg Hubbard ladder. For a single-site-impurity model with 40 sites, the interaction strength $U=1 \mathrm{eV}$ and the parameters described in detail in Sec. VIC, we need a bond dimension of about 430 to reach a truncation error of $10^{-7}$. This small bond dimension is numerically straightforward but we expect much higher entanglement entropies and thus bond dimensions for models with multisite impurities as the structure of the one-particle Hamiltonian becomes similar to a $n$-leg Hubbard ladder, where the number $n$ of legs is twice the number of sites in the impurity.

Since we have to calculate the one-particle reduced density matrix for the whole system anyway, we used this information to construct a more suitable transformation of the one-particle basis. Here, it is interesting to note that the matrix elements of the one-particle reduced density matrix are in principle only correlation functions and that matrix product states can not represent algebraically decaying correlation functions [54] efficiently. Thus we apply the following computational scheme. We first perform a cheap DMRG calculation with a small bond dimension and the one-particle Hamiltonian in a banded form. This gives us a rough estimate of the one-particle reduced density matrix of the system. Then we transform the one-particle basis such that the estimated one-particle reduced density matrix has a banded form as in Eq. (16) making the correlation functions $\left\langle\hat{c}_{\alpha}^{\dagger} \hat{c}_{\beta}\right\rangle$ very short range. We then transform the matrix elements of the one-particle Hamiltonian into the same basis and perform the main DMRG calculation. For the 40 -site SIAM with a single-site impurity mentioned earlier, the final DMRG calculation only needs a fifth of the bond dimension, 80 instead of 430 , to reach a maximal truncation error of $10^{-7}$.

## B. Minimization over the one-particle reduced density matrix

The minimization over the ensemble-representable oneparticle reduced density matrix in Eq. (5) is performed using a Car-Parrinello-like [58] constrained minimization. For that purpose, the density matrix is written in its spectral representation as

$$
\begin{equation*}
\rho_{\alpha \beta}=\sum_{i=1}^{N_{\chi}} f_{i} \phi_{i, \alpha} \phi_{i, \beta}^{*} \tag{35}
\end{equation*}
$$

with the occupations $f_{i}$ and the normalized eigenvectors $\boldsymbol{\phi}_{i}$, which are called natural orbitals [36]. The ensemble representability of the density matrix requires the occupations to
be between 0 and 1 . This condition is satisfied by expressing the occupations as $f_{i}=\left[1-\cos \left(x_{i}\right)\right] / 2$ with unconstrained variables $x_{i}$. Using the set of $x_{i}$ and the natural orbitals as dynamical quantities, a fictitious Lagrangian for the calculation of the energy can be set up in the form

$$
\begin{align*}
\mathcal{L}\left(\left\{x_{i}\right\},\left\{\dot{x}_{i}\right\},\left\{\boldsymbol{\phi}_{i}\right\},\left\{\dot{\boldsymbol{\phi}}_{i}\right\}\right)= & \frac{1}{2} \sum_{i=1}^{N_{\chi}} m_{x} \dot{x}_{i}^{2}+\sum_{i=1}^{N_{\chi}} f\left(x_{i}\right) m_{\phi}\left|\dot{\boldsymbol{\phi}}_{i}\right|^{2} \\
& -\operatorname{Tr}[\boldsymbol{\rho} \boldsymbol{h}]-F^{\hat{W}}[\boldsymbol{\rho}]+\mu(\operatorname{Tr}[\boldsymbol{\rho}]-N) \\
& +\sum_{i, j} \Lambda_{i, j}\left(\boldsymbol{\phi}_{i}^{*} \cdot \boldsymbol{\phi}_{j}-\delta_{i, j}\right), \tag{36}
\end{align*}
$$

where $\rho$ is given in terms of the occupations and natural orbitals by Eq. (35). $\mu$ and $\Lambda_{i, j}$ are Lagrange multipliers for the particle number constraint and orthonormality.

Starting from a random initial guess, the Euler-Lagrange equations are integrated using the VERLET algorithm [59]. The particle number constraint and the orthonormality constraint of the natural orbitals are enforced in every time step of the integration with the help of the corresponding Lagrange multipliers [60].

A minimum of the potential energy

$$
\begin{equation*}
\operatorname{Tr}[\boldsymbol{\rho} \boldsymbol{h}]+F^{\hat{W}}[\boldsymbol{\rho}] \tag{37}
\end{equation*}
$$

of the fictitious Lagrangian with respect to the constraints is obtained by including an additional friction term. The convergence criterion for the numerical minimization of the total energy given by Eq. (5) is chosen as $10^{-4} t$, where $t$ is the hopping parameter. The convergence is verified by propagating the Car-Parriniello dynamics without friction for a large number of steps and checking that the energy stays within a window defined by the given convergence criterion. The search space includes density matrices with broken spinsymmetry and noncollinear density matrices.

## C. Evaluation of the exact density-matrix functional

We explore the performance of the (corrected) adaptive cluster approximation in the zero-temperature limit. We evaluate the density-matrix functional numerically [61-68] by solving Eq. (7). The many-particle wave function is represented as a superposition of Slater determinants with variable coefficients. A complete set of Slater determinants is used in the present study. Details for the practical solution of the constrained minimization problem are given in Ref. [39].

## V. BENCHMARK RESULTS FOR THE SINGLE-IMPURITY ANDERSON MODEL

## A. Definition of the model

To investigate the properties of the adaptive cluster approximation, we have chosen the same finite single-impurity Anderson [34] model as in the first publication of the two-level approximation of Töws and Pastor [12]. It consists of one impurity site, $L_{\mathrm{imp}}=1$, with a local density-density interaction and a ring of $L_{\text {bath }}$ noninteracting bath sites with nearestneighbor hopping. Electrons on the impurity site can hop directly to only one of the bath sites. The Hamiltonian can
be divided into three parts:

$$
\begin{equation*}
\hat{H}=\hat{H}_{\mathrm{imp}}+\hat{H}_{\mathrm{bath}}+\hat{H}_{\mathrm{hyb}} \tag{38}
\end{equation*}
$$

The impurity Hamiltonian $\hat{H}_{\text {imp }}$ contains the impurity on-site energy $\epsilon_{f}$ and a local two-particle interaction $\hat{W}=U \hat{n}_{f, \uparrow} \hat{n}_{f, \downarrow}$ with the interaction parameter $U$ :

$$
\begin{equation*}
\hat{H}_{\mathrm{imp}}=\sum_{\sigma \in\{\uparrow, \downarrow\}} \epsilon_{f} \hat{f}_{\sigma}^{\dagger} \hat{f}_{\sigma}+\hat{W} \tag{39}
\end{equation*}
$$

$\hat{f}_{\sigma}^{\dagger}\left(\hat{f}_{\sigma}\right)$ denotes the creation (annihilation) operator for an electron in the spin-state $\sigma \in\{\uparrow, \downarrow\}$ in the impurity orbital. The number operator for the impurity orbital is $\hat{n}_{f, \sigma}=\hat{f}_{\sigma}^{\dagger} \hat{f_{\sigma}}$. The one-particle Hamiltonian of the bath, i.e., the noninteracting ring with hopping parameter $t>0$, has the form

$$
\begin{equation*}
\hat{H}_{\mathrm{bath}}=-t \sum_{\langle i, j\rangle} \sum_{\sigma \in\{\uparrow, \downarrow\}} \hat{c}_{i, \sigma}^{\dagger} \hat{c}_{j, \sigma}+\text { H.c. }, \tag{40}
\end{equation*}
$$

where $\hat{c}_{i, \sigma}\left(\hat{c}_{i, \sigma}^{\dagger}\right)$ denotes the creation (annihilation) operator for a state at the bath site $i$ with spin $\sigma$. The notation $\langle i, j\rangle$ restricts the summation to pairs of nearest-neighboring bath sites. The hybridization Hamiltonian $\hat{H}_{\text {hyb }}$, which describes the hopping between impurity and bath, can be written as

$$
\begin{equation*}
\hat{H}_{\mathrm{hyb}}=V \sum_{\sigma \in\{\uparrow, \downarrow\}}\left(\hat{f}_{\sigma}^{\dagger} \hat{c}_{1, \sigma}+\hat{c}_{1, \sigma}^{\dagger} \hat{f}_{\sigma}\right) \tag{41}
\end{equation*}
$$

with the hybridization parameter $V$. The energy eigenvalues of the one-particle Hamiltonian of the noninteracting bath in Eq. (40) are

$$
\begin{equation*}
\epsilon_{k}=-2 t \cos \left(\frac{2 \pi k}{L_{\mathrm{bath}}}\right) \tag{42}
\end{equation*}
$$

with $k \in\left\{0, \ldots, L_{\text {bath }}-1\right\}$. The lowest one-particle energy level $-2 t$ has a multiplicity of two and all other energy levels have a multiplicity of four.

## B. Interaction-strength dependence

In this section, we compare exact results to the (corrected) adaptive cluster approximation to evaluate its performance for this system. We show exact zero-temperature results for the total ground-state energy $E_{\text {exact }}=\left\langle\psi_{\text {exact }}\right| \hat{H}\left|\psi_{\text {exact }}\right\rangle$, interaction energy $W_{\text {exact }}=\left\langle\psi_{\text {exact }}\right| \hat{W}\left|\psi_{\text {exact }}\right\rangle$ and impurity occupation $n_{f, \text { exact }}=\left\langle\psi_{\text {exact }}\right| \hat{n}_{f, \uparrow}+\hat{n}_{f, \downarrow}\left|\psi_{\text {exact }}\right\rangle$ at half-filling, i.e., with $L_{\text {bath }}+1$ electrons, and briefly discuss the physical background. The interaction-strength dependence is investigated in this section. The impurity on-site-energy dependence [69] and bandwidth dependence can found in Ref. [39].

## 1. Exact results

The influence of the interaction strength $U / t$ on the exact and the Hartree-Fock ground state is shown in Fig. 1. The parameters were $L_{\text {bath }}=11, \epsilon_{f}=0, t>0, V / t=0.4$ and $U / t \in[0,8]$. The SIAM is half-filled, i.e., the particle number is fixed to $N_{e}=L_{\text {bath }}+1=12$. Consequently, the impurity can be occupied with up to two electrons, while the bath can contain between 10 and 12 electrons. The energy levels of the bath are given in Eq. (42).


FIG. 1. Ground-state energy $E$, interaction energy $W$, and impurity occupation $n_{f}$ of the exact ground state (solid lines) and the unrestricted Hartree-Fock ground state (dashed lines) of the Hamiltonian defined in Eqs. (38)-(41) with $L_{\text {bath }}=11, \epsilon_{f}=0, t>0$, $V / t=0.4$ at half-filling. The inset in the third graph shows the magnetic moment $m_{f}=n_{f, \text { exact }, \uparrow}-n_{f, \text { exact }, \downarrow}$ of the impurity within the unrestricted Hartree-Fock approximation.

The Fermi level $\epsilon_{F, \text { bath }}$ of the bath for a particle number $N$ is defined as

$$
\begin{equation*}
\epsilon_{F, \text { bath }}=\lim _{n \rightarrow N+} \frac{\partial E_{\mathrm{bath}}(n)}{\partial n} \tag{43}
\end{equation*}
$$

where $E_{\text {bath }}(n)$ is the energy of the noninteracting bath with $n$ electrons. The bath Fermi level $\epsilon_{F \text {,bath }}$ for the model under investigation is given by the one-particle energy of the eleventh and twelfth energy level of the noninteracting bath,

$$
\begin{equation*}
\epsilon_{F, \text { bath }}=-2 t \cos (2 \pi \cdot 3 / 11) \approx 0.28 t>0 \tag{44}
\end{equation*}
$$

Because the impurity level $\epsilon_{f}=0$ is chosen to lie below the bath-Fermi level $\epsilon_{F \text {,bath }}>0$ the impurity is more than half-filled, i.e., $n_{f}>1$, in the noninteracting limit $U=0$. Due to the finite impurity-bath hybridization the impurity is not completely filled except for a completely filled bath. When increasing the interaction strength from $U=0$, electrons are transferred from the impurity to the bath, because the interaction penalizes the double occupancy $\left\langle\hat{n}_{f, \uparrow} \hat{n}_{f, \downarrow}\right\rangle$ on the impurity. For small interaction strengths, we have the simple quadratic relation $W \approx U n_{f}^{2} / 4$ between the interaction energy
$W$ and the impurity occupation. This relation follows directly from the Hartree-Fock approximation of the density-matrix functional for a nonmagnetic one-particle reduced density matrix.

As anticipated, the spin-unrestricted Hartree-Fock approximation agrees well with the exact result for small interaction strengths and yields an upper bound to the exact ground-state energy. However, as shown in the inset of Fig. 1, the HF solution undergoes a transition to a qualitatively incorrect ground state at $U \approx t$ with a finite magnetization $m_{f}=n_{f, \uparrow}-n_{f, \downarrow}$ on the impurity.

## 2. ACA results

In Fig. 2, the deviations of energies and impurity occupations obtained by the ACA from the exact results are shown as function of interaction strength. We have chosen the number of orbitals per bath level $N_{\text {bath }_{i}}$ equal to the number of impurity orbitals $N_{\text {imp }}=2$.

An important success is that, unlike the Hartree-Fock approximation, the ACA does not break the spin-symmetry. This is true even for the lowest truncation level $M=1$. The groundstate density matrix obtained with the ACA agrees well with the exact one. The ACA overestimates the impurity occupation $n_{f}$. This is a consequence of the underestimation of the interaction energy, which effectively reduces the electron repulsion on the impurity. On the one hand, the uncorrected ACA shares many features with the two-level-approximation of Töws et al., notably the large relative error of the interaction energy for large interaction strengths [12]. The Müller-corrected ACA, on the other hand, greatly improves the results for the entire range of interaction strengths. As intended, the Müller correction improves the result by preventing the growth of discarded weight during the density matrix optimization. The reduction of the discarded weight by the Müller-corrected ACA has been discussed in Sec. IIIE and it is demonstrated in Fig. 3.

For large interactions, the Müller correction overcorrects the results for interaction energy and impurity occupation, which is a consequence of the well-known [19-21] overcorrelation of Müller's functional. The overcorrelation of Müller's functional is attenuated in the context of the ACA correction, because it does not affect the dominant contributions as discussed in Sec. IIIE.

The ACA with $M=3$, that is, three effective bath sites, converges to the exact ground-state energy and ground-state density matrix within the convergence criteria of the numerical minimization procedures used here. This can be understood when consulting the eigenvalue spectrum of the exact bath density matrix $\rho_{\text {bath,bath,exact }}$ as shown in Fig. 4. There are three $(N=3)$ clusters of eigenvalues. Thus as explained in Sec. IIIC the ACA would need at most $N \times N_{\text {imp }}=6=$ $2 \times M$ effective bath states to be exact if the clusters had exactly degenerate eigenvalues. However, the eigenvalues in two of the clusters have a finite spread: there is one set of ten small eigenvalues with values below $4 \times 10^{-3}$. A second set of ten eigenvalues lies close to 1 , i.e., between $1-10^{-4}$ and 1 . The third set that contains two degenerate eigenvalues lies between the first two sets. Due to the very small but finite spread of the eigenvalues, the discarded weight does not vanish for $M=3$ but has very small finite values between


FIG. 2. Deviation of the ground-state energy $\Delta E=E_{(c) \operatorname{ACA}(M)}-$ $E_{\text {exact }}$, interaction energy $\Delta W=W_{(c) \operatorname{ACA}(M)}-W_{\text {exact }}$, and impurity occupation $\Delta n_{f}=n_{f,(c) \mathrm{ACA}(M)}-n_{f, \text { exact }}$ between the ground state within the (corrected) adaptive cluster approximation and the exact ground state. The corresponding exact results are shown in Fig. 1. (Same model as in Fig. 1.) Solid lines correspond to the uncorrected ACA and dashed lines to the Müller-corrected ACA results. Truncation with $M=1$ (solid line with diamonds), $M=2$ (solid line with squares), and $M=3$ (solid line with circles). The noise, especially in $\Delta n_{f}$, is due to the finite convergence criterion for the minimization in Eq. (5).
zero and $10^{-4}$ in this parameter range. This implies that the ACA produces an extremely small error of the density-matrix functional that is below the practically feasible convergence criterion of the constrained minimization for the density-matrix functional and not physically relevant. The dependence of the discarded weight for the exact ground state of single-impurity Anderson models with larger baths and multiorbital impurities is investigated in the subsequent section.


FIG. 3. Discarded weight $\sigma_{M}$ given by Eq. (25) of the transformed ground-state density matrix $\tilde{\boldsymbol{\rho}}_{(c) A C A(M)}$ within the (corrected) ACA and the transformed exact density matrix $\tilde{\rho}_{\text {exact }}$. (Same model as in Fig. 1.) The ACA-truncation with $M=1$ of the transformed exact density matrix $\tilde{\rho}_{\text {exact }}$ (solid line without symbols) is compared to the ground state of the uncorrected (solid line with symbols) and corrected (dashed line with symbols) ACA with $M=1$.

In conclusion, the ACA with and without correction describes the interaction-strength dependence of the singleimpurity Anderson model very well in both the weakly and the strongly interacting regime. Correlation effects are correctly described without unphysical spin-symmetry breaking.

## VI. BEHAVIOR FOR LARGER BATH SIZES AND MULTIORBITAL SIAMS

## A. Definition of the model

The single-impurity Anderson model used in this work to investigate the performance of the ACA seems to have the feature that at zero temperature, the eigenvalue spectrum of the bath density matrix $\rho_{B B}$ has only three clusters of eigenvalues


FIG. 4. Eigenvalue spectrum (occupations) of the bath density matrix $\boldsymbol{\rho}_{\text {bath,bath,exact }}$ of the exact ground state. (Same model as in Fig. 1.)
with a very small spread. We numerically found this to be true for the model in Eqs. (38)-(41) in all parameter ranges that we studied except for vanishing bandwidth $t=0$. As the number of clusters is an indicator for the performance of the ACA we study this quantity for SIAMs beyond the one studied in Sec. V A. We focus on the dependence on the bath size and number of impurity orbitals. Even though Anderson models have been studied intensely, we found no systematic investigations of the eigenvalue spectrum of the one-particle reduced density matrix.

We choose a single-impurity multiorbital Anderson model with $N_{\text {imp }}=2 L_{\text {imp }}$ impurity orbitals. $\hat{f}_{i, \sigma}^{\dagger}\left(\hat{f}_{i, \sigma}\right)$ denote the creation (annihilation) operators for an electron in the spinstate $\sigma \in\{\uparrow, \downarrow\}$ in the impurity site with index $i$. These impurity sites have an on-site energy of $\epsilon_{f, i}$ and a local interaction $\hat{W}_{i}=U_{i} \hat{n}_{f, i, \uparrow} \hat{n}_{f, i, \downarrow}$ with $\hat{n}_{f, i, \sigma}=\hat{f}_{i, \sigma}^{\dagger} \hat{f}_{i, \sigma}$,

$$
\begin{equation*}
\hat{H}_{\mathrm{imp}}=\sum_{i=1}^{L_{\mathrm{imp}}} \sum_{\sigma \in\{\uparrow, \downarrow\}} \epsilon_{f, i} \hat{f}_{\sigma, i}^{\dagger} \hat{f}_{\sigma, i}+\sum_{i=1}^{L_{\text {imp }}} \hat{W}_{i} \tag{45}
\end{equation*}
$$

The one-particle Hamiltonian of the $L_{\text {bath }}$ bath sites,

$$
\begin{equation*}
\hat{H}_{\mathrm{bath}}=\sum_{j=1}^{L_{\text {bath }}} \sum_{\sigma \in\{\uparrow, \downarrow\}} \epsilon_{b, j}\left(\hat{c}_{j, \sigma}^{\dagger} \hat{c}_{j, \sigma}+\text { H.c. }\right), \tag{46}
\end{equation*}
$$

includes the bath energy levels $\epsilon_{b, j}$ that are uniformly distributed in the interval $\left[\epsilon_{b}-w_{b} / 2, \epsilon_{b}+w_{b}\right.$ ], where $\epsilon_{b}$ denotes the mean bath energy and $w_{b}$ the bandwidth of the bath. In the limit of infinitely many bath sites, this yields a continuous flat density of states. The hopping between the impurity sites and the bath sites is described by the hybridization Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{hyb}}=\sum_{i=1}^{L_{\text {imp }}} \sum_{j=1}^{L_{\text {bath }}} V_{i, j} \sum_{\sigma \in\{\uparrow, \downarrow\}}\left(\hat{f}_{i, \sigma}^{\dagger} \hat{c}_{j, \sigma}+\text { H.c. }\right) \tag{47}
\end{equation*}
$$

The ground state of the total Hamiltonian,

$$
\begin{equation*}
\hat{H}=\hat{H}_{\mathrm{imp}}+\hat{H}_{\mathrm{bath}}+\hat{H}_{\mathrm{hyb}}, \tag{48}
\end{equation*}
$$

at zero temperature is then solved with matrix-product-stateDMRG [52-54].

## B. Relation to the SIAMs studied by Schüler et al.

Single-impurity Anderson models with finite baths of the form in Eqs. (45)-(48) have been investigated, for example, by Schüler et al. [44,70]. The single-impurity Anderson model used as benchmark cases by Schüler et al. for their variational exact diagonalization method can be represented by the above model with the choices $L_{\mathrm{imp}}=1, L_{\text {bath }}=6, \epsilon_{f, 1}=-2 \mathrm{eV}$, $U_{1}=4 \mathrm{eV}$, and $w_{b}=2 \mathrm{eV}$. To compare the performance of the ACA to their results we show here for which truncation level the ACA is practically exact for this system. We have chosen this indirect method of comparison because in order to faithfully compare the two computational methods it would be necessary to know which truncation parameter in the ACA corresponds to their variational exact diagonalization method in terms of computational effort.

In their first work [44], Schüler et al. fixed the hybridization strength $V_{1, j}=0.9 \mathrm{eV}$ and varied the mean bath energy $\epsilon_{b} \in$ $[-6 \mathrm{eV}, 6 \mathrm{eV}]$. For $\epsilon_{b}<-3.9 \mathrm{eV}$ and $\epsilon_{b}>3.9 \mathrm{eV}$, we found a


FIG. 5. Eigenvalue spectrum (occupations) of the bath density matrix $\rho_{\text {bath,bath,exact }}$ of the exact ground state. The model is the sevensite SIAM used by Schüler et al. [44,70]. The upper graph shows the eigenvalues for the model parameters used in Ref. [44] and the lower one the corresponding ones for the parameter regime of Ref. [70]. The model parameters are explained in Sec. VI.
doubly degenerate ground state and otherwise a nondegenerate ground state. In the subsequent work [70], they fixed the mean bath energy $\epsilon_{b}=0.02 \mathrm{eV}$ and varied the hybridization strength $V=V_{1, j} \in[0.0 \mathrm{eV}, 1.5 \mathrm{eV}]$. For this choice, the ground state is doubly degenerate below the hybridization strength $V \approx$ 0.42 eV and nondegenerate above. The eigenvalue spectra of the bath density matrix of the exact ground state for these two parameter ranges are shown in Fig. 5. For a nondegenerate ground state, there are at most three clusters of eigenvalues and for a degenerate ground state at most four. These clusters have a finite but very small spread. Consequently the ACA with $M=3$ for the nondegenerate ground states or $M=4$ for the degenerate ground states would result in a ground state energy and one-particle density matrix with a negligible deviation from the exact results.

## C. Approaching a continuous bath density of states

For the model described by Eqs. (45)-(48) we can easily increase the number of bath sites $L_{\text {bath }}$. We investigate the interaction strength dependence of the spectrum of the bath density matrix of this model with $L_{\mathrm{imp}}=1$ for half-filling. The bandwidth of the bath was chosen similar to Schüler et al. as $w_{b}=2 \mathrm{eV}$ and $\epsilon_{f, 1}=0$. The hybridization parameters $V_{1, j}$ are distributed randomly in the interval [ $0, w_{b} / L_{\text {bath }}$ ] to break any accidental spatial symmetry of the model.

For the SIAM with a single-site impurity $\left(L_{\text {imp }}=1\right)$, we used a total number of $L_{\mathrm{imp}}+L_{\text {bath }}=200$ sites such that the


FIG. 6. Eigenvalue spectrum (occupations) of the full one-particle reduced density matrix $\rho_{\text {exact }}$ (upper graph) and of the bath density matrix $\rho_{\text {bath,bath,exact }}$ (lower graph) of the exact ground state of a SIAM with a single-site impurity ( $L_{\mathrm{imp}}=1, L_{\mathrm{imp}}+L_{\text {bath }}=200$ ). All other parameters are described in Sec. VIC.
spacing of the bath energy levels is approx. 0.01 eV . This is sufficiently close to the limit of a continuous density of states. The DMRG results for the eigenvalues of the bath density matrix for several interaction parameters are shown in Fig. 6. It is clearly visible that there are only three clusters of eigenvalues just like in the bath density matrix of the related model with only eleven bath sites shown in Fig. 4. Thus we expect this feature to hold also for a continuous density of states.

For the SIAM with a two-site-impurity ( $L_{\mathrm{imp}}=2$ ), there are four distinct clusters of eigenvalues of the bath density matrix as shown in Fig. 7. These results together with the five clusters emerging for an impurity with three sites shown in


FIG. 7. Eigenvalue spectrum (occupations) of the bath density matrix $\rho_{\text {bath,bath,exact }}$ of the exact ground state of a SIAM with a twosite impurity ( $L_{\text {imp }}=2, L_{\text {imp }}+L_{\text {bath }}=40$ ). All other parameters are described in Sec. VIC.


FIG. 8. Eigenvalue spectrum (occupations) of the bath density matrix $\rho_{\text {bath,bath,exact }}$ of the exact ground state of a SIAM with a threesite impurity ( $L_{\text {imp }}=3, L_{\text {imp }}+L_{\text {bath }}=40$ ). All other parameters are described in Sec. VIC.

Fig. 8 indicate a linear dependency between the number of eigenvalue clusters and the impurity size. Thus the numerical results suggest for a SIAM with a nondegenerate ground state and a spin-independent one-particle Hamiltonian the relation

$$
\begin{equation*}
n_{\text {cluster }}=2+L_{\mathrm{imp}} \tag{49}
\end{equation*}
$$

between the number of sites $L_{\mathrm{imp}}$ in the impurity and the number of eigenvalue cluster $n_{\text {cluster }}$ in the bath density matrix. Cauchy's eigenvalue interlacing theorem ${ }^{1}$ states that the eigenvalues of a principal submatrix $B \in \mathbb{C}^{(n-1) \times(n-1)}$ of a Hermitian matrix $A \in \mathbb{C}^{n \times n}$ and the eigenvalues of $A$ interlace. Applied to the situation here, the theorem states that the eigenvalues $f_{\sigma, i}$ of the full one-particle reduced density matrix and the eigenvalues $f_{\text {bath, } \sigma, i}$ of the bath density matrix for a spin direction $\sigma \in\{\uparrow, \downarrow\}$ fulfill the relation

$$
\begin{equation*}
f_{\sigma, 1} \leqslant f_{\text {bath }, \sigma, 1} \leqslant f_{\sigma, 2} \leqslant \ldots \leqslant f_{\sigma, n-1} \leqslant f_{\text {bath }, \sigma, n-1} \leqslant f_{\sigma, n} \tag{50}
\end{equation*}
$$

As most eigenvalues of the full one-particle reduced density matrix of a SIAM are zero or one, this relation requires that also most eigenvalues of the bath density matrix are zero or one. However, according to the interlacing theorem, there could be up to five distinct clusters of eigenvalues of the bath density matrix. This is the case because the eigenvalues of the full density matrix are arranged in four clusters as shown in Fig. 6 where the clusters with fractional eigenvalues only have a two-fold degeneracy because of the two spin directions. Why the number of eigenvalue clusters is smaller than the number allowed by Cauchy's eigenvalue interlacing theorem is an interesting topic for further research.

In conclusion, the ACA would be practically exact for this model for the truncation parameter $M=n_{\text {cluster }}=2+L_{\mathrm{imp}}$. The clusters with fractional occupations are only two-fold degenerate, $n_{j}=2$, so that the effective bath level corresponding to these eigenvalues contains only two instead of $N_{\text {imp }}=2 L_{\text {imp }}$ spin-orbitals as discussed in Sec. IIIC. Consequently, for a truncation parameter of $M=2+L_{\mathrm{imp}}$, the ACA

[^1]only constructs $2\left(n_{\text {cluster }}-2\right)+2 N_{\text {imp }}=3 N_{\text {imp }} \leqslant M N_{\text {imp }}$ effective bath states.

## VII. CONCLUSION

We have introduced a method, which we call adaptive cluster approximation (ACA), to evaluate the density-matrix functional for a single impurity Anderson model. The ACA provides a systematic way to reduce the number of bath sites surrounding the impurity with minimal loss of accuracy. For this smaller cluster, the density-matrix functional can be evaluated using Levy's constrained-search algorithm or other advanced approaches with an unfavorable scaling of the computational complexity. This is an important step towards the use of advanced density-matrix functionals in first-principles calculations, especially in the context of hybrid theories combining density functional theory and local rDMFT [33,48].

An effective correction scheme has been presented, which reduces the build-up of truncation errors during optimization of the density matrix. These deviations result from the absence of constraining forces on the corresponding density matrix elements. This correction scheme uses parameterized functionals to embed the truncated cluster into a larger effective system

For the lowest possible truncation, that is, one effective bath site and a single interacting site, the ACA is equivalent to the two-level approximation of Töws et al. [12]. In contrast to the two-level approximation, the ACA can be applied to multiorbital impurities and systematically converge to the exact result. The performance of the ACA has been explored for a single-orbital SIAM with a finite bath. The results show that the ground-state energy and orbital occupations converge rapidly with the level of the effective bath in the ACA.
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## APPENDIX

Here we show that the density-matrix functional of a blockdiagonal one-particle reduced density matrix is the sum of the density-matrix functional of the interacting block and an entropy contribution from the noninteracting block. That is, for an interaction $\hat{W}$ restricted to the impurity states imp, the relation

$$
F_{\beta}^{\hat{W}}\left[\left(\begin{array}{cc}
\boldsymbol{\rho}_{\mathrm{imp}} & 0  \tag{A1}\\
0 & \boldsymbol{\rho}_{\text {bath }}
\end{array}\right)\right]=F_{\beta}^{\hat{W}}\left[\boldsymbol{\rho}_{\mathrm{imp}}\right]+F_{\beta}^{\hat{0}}\left[\boldsymbol{\rho}_{\text {bath }}\right]
$$

holds. For the purpose of this proof, the impurity can also include some noninteracting orbitals and we work at finite temperature to avoid some nonuniqueness problems [1,38,71,72]. The inverse temperature is defined as $\beta=1 /\left(k_{B} T\right)$.

First, we note some useful properties of the grand potential

$$
\begin{equation*}
\Omega_{\beta, \mu}^{\hat{W}}[\boldsymbol{h}]=-\frac{1}{\beta} \ln \left(\operatorname{Tr} e^{-\beta(\hat{h}+\hat{W}-\mu \hat{N})}\right) \tag{A2}
\end{equation*}
$$

where $\mu$ denotes the chemical potential and $\hat{N}$ the operator of the total particle number. The grand potential is a concave function [72,73] of the matrix elements $\boldsymbol{h}$ of the one-particle Hamiltonian $\hat{h}$, that is,

$$
\begin{equation*}
\Omega_{\beta, \mu}^{\hat{W}}\left[(1-\lambda) \boldsymbol{h}_{1}+\lambda \boldsymbol{h}_{2}\right] \geqslant(1-\lambda) \Omega_{\beta, \mu}^{\hat{W}}\left[\boldsymbol{h}_{1}\right]+\lambda \Omega_{\beta, \mu}^{\hat{W}}\left[\boldsymbol{h}_{2}\right] \tag{A3}
\end{equation*}
$$

At finite temperatures the above inequality is strict, i.e., the grand potential is strictly concave. Additionally, the grand potential is an extensive quantity,

$$
\Omega_{\beta, \mu}^{\hat{W}}\left[\left(\begin{array}{cc}
\boldsymbol{h}_{\mathrm{imp}} & 0  \tag{A4}\\
0 & \boldsymbol{h}_{\mathrm{bath}}
\end{array}\right)\right]=\Omega_{\beta, \mu}^{\hat{W}}\left[\boldsymbol{h}_{\mathrm{imp}}\right]+\Omega_{\beta, \mu}^{\hat{0}}\left[\boldsymbol{h}_{\mathrm{bath}}\right]
$$

This can easily be shown by using that $\hat{h}_{\text {imp }}+\hat{W}$ and $\hat{h}_{\text {bath }}$ commute.

The derivatives of the grand potential with respect to the matrix elements $\boldsymbol{h}$ of the one-particle Hamiltonian $\hat{h}$ are given by the thermal expectation values of the one-particle densitymatrix operator as

$$
\begin{equation*}
\frac{\partial \Omega_{\beta, \mu}^{\hat{W}}[\boldsymbol{h}]}{\partial h_{i, j}}=\frac{\operatorname{Tr}\left(e^{-\beta(\hat{h}+\hat{W}-\mu \hat{N})} \hat{c}_{i}^{\dagger} \hat{c}_{j}\right)}{\operatorname{Tr} e^{-\beta(\hat{h}+\hat{W}-\mu \hat{N})}} \tag{A5}
\end{equation*}
$$

We can apply the general relation Eq. (A5) to the situation of a one-particle Hamiltonian with block-diagonal matrix elements

$$
\boldsymbol{h}=\left(\begin{array}{cc}
\boldsymbol{h}_{\text {imp }} & 0  \tag{A6}\\
0 & \boldsymbol{h}_{\text {bath }}
\end{array}\right)
$$

Then the Hamiltonian $\hat{h}_{\text {imp }}+\hat{W}$, which only acts on the impurity states, commutates with the one-particle Hamiltonian $\hat{h}_{\text {bath }}$ of the bath. The eigenstates $\left|\Psi_{a, b}\right\rangle$ of the full system,

$$
\begin{gather*}
\left(\hat{h}_{\mathrm{imp}}+\hat{W}+\hat{h}_{\mathrm{bath}}\right)\left|\Psi_{a, b}\right\rangle=\epsilon_{a, b}\left|\Psi_{a, b}\right\rangle  \tag{A7}\\
\hat{N}\left|\Psi_{a, b}\right\rangle=n_{a, b}\left|\Psi_{a, b}\right\rangle \tag{A8}
\end{gather*}
$$

can be written as product states of the eigenstates of the impurity Hamiltonian and eigenstates of the bath Hamiltonian,

$$
\begin{gather*}
\left(\hat{h}_{\mathrm{imp}}+\hat{W}\right)\left|\Psi_{\mathrm{imp}, a}\right\rangle=\epsilon_{\mathrm{imp}, a}\left|\Psi_{\mathrm{imp}, a}\right\rangle  \tag{A9}\\
\hat{N}\left|\Psi_{\mathrm{imp}, a}\right\rangle=n_{\mathrm{imp}, a}\left|\Psi_{\mathrm{imp}, a}\right\rangle  \tag{A10}\\
\hat{h}_{\text {bath }}\left|\Psi_{\text {bath }, b}\right\rangle=\epsilon_{\text {bath }, b}\left|\Psi_{\text {bath }, b}\right\rangle  \tag{A11}\\
\hat{N}\left|\Psi_{\text {bath }, b}\right\rangle=n_{\text {bath }, b}\left|\Psi_{\text {bath }, b}\right\rangle \tag{A12}
\end{gather*}
$$

as $\left|\Psi_{a, b}\right\rangle=\left|\Psi_{\text {imp }, a}\right\rangle \otimes\left|\Psi_{\text {bath }, b}\right\rangle$. Expectation values of the oneparticle reduced density-matrix operator between impurity and bath states vanish for such product states,

$$
\begin{align*}
\left\langle\Psi_{a, b}\right| \hat{c}_{\text {imp }}^{\dagger} \hat{c}_{\text {bath }}\left|\Psi_{a, b}\right\rangle= & \left\langle\Psi_{\text {imp }, a}\right| \hat{c}_{\text {imp }}^{\dagger}\left|\Psi_{\text {imp }, a}\right\rangle \\
& \cdot\left\langle\Psi_{\text {bath }, b}\right| \hat{c}_{\text {bath }}\left|\Psi_{\text {bath }, b}\right\rangle \\
= & 0 \tag{A13}
\end{align*}
$$

The matrix elements vanish because the eigenstates $\left|\Psi_{\text {imp }, a}\right\rangle$ and $\left|\Psi_{\text {bath }, b}\right\rangle$ are also eigenstates of the total particle number operator. Consequently, also the expectation values

$$
\begin{equation*}
\frac{\operatorname{Tr}\left(e^{-\beta(\hat{h}+\hat{W}-\mu \hat{N})} \hat{c}_{\mathrm{imp}}^{\dagger} \hat{c}_{\mathrm{bath}}\right)}{\operatorname{Tr} e^{-\beta(\hat{h}+\hat{W}-\mu \hat{N})}}=\sum_{a, b} \frac{e^{-\beta\left(\epsilon_{a, b}-\mu n_{a, b}\right)}}{\sum_{a^{\prime}, b^{\prime}} e^{-\beta\left(\epsilon_{a^{\prime}, b^{\prime}}-\mu n_{a^{\prime}, b^{\prime}}\right)}}\left\langle\Psi_{a, b}\right| \hat{c}_{\mathrm{imp}}^{\dagger} \hat{c}_{\mathrm{bath}}\left|\Psi_{a, b}\right\rangle \tag{A14}
\end{equation*}
$$

vanish in the thermal ground-state ensemble. Thus, for a vanishing impurity-bath Hamiltonian, the derivatives of the grand potential with respect to the matrix elements of the impurity-bath Hamiltonian vanish, i.e.,

$$
\left.\frac{\partial \Omega_{\beta, \mu}^{\hat{W}}\left[\left(\begin{array}{cc}
\boldsymbol{h}_{\text {imp }, \text { bath }}^{\dagger} & \boldsymbol{h}_{\text {imp,bath }}  \tag{A15}\\
\boldsymbol{h}_{\text {bath }}
\end{array}\right)\right]}{\partial\left(\boldsymbol{h}_{\text {imp, bath }}\right)_{i, j}}\right|_{\boldsymbol{h}_{\text {imp,bath }}=\mathbf{0}}=0 \forall i, j .
$$

This means that $\boldsymbol{h}_{\mathrm{imp}, \text { bath }}=0$ is a stationary point of the maximization problem

$$
\max _{\boldsymbol{h}_{\text {imp,bath }}} \Omega_{\beta, \mu}^{\hat{W}}\left[\left(\begin{array}{cc}
\boldsymbol{h}_{\text {imp }} & \boldsymbol{h}_{\text {imp, bath }}  \tag{A16}\\
\boldsymbol{h}_{\text {imp,bath }}^{\dagger} & \boldsymbol{h}_{\text {bath }}
\end{array}\right)\right] .
$$

Combined with the concavity of the grand potential with respect to the matrix elements of the one-particle Hamiltonian this shows that $\boldsymbol{h}_{\text {imp,bath }}=0$ is a maximizer of the problem in Eq. (A16).

For the main part of the proof, that is, to show Eq. (A1), we use that the density-matrix functional is the Legendre-Fenchel transform of the grand potential [3] $\Omega_{\beta, \mu}^{\hat{W}}(\boldsymbol{h})$ with respect to the one-particle Hamiltonian

$$
\begin{equation*}
F_{\beta}^{\hat{W}}[\boldsymbol{\rho}]=\max _{\boldsymbol{h}, \mu}\left\{\Omega_{\beta, \mu}^{\hat{W}}[\boldsymbol{h}]-\operatorname{Tr}(\boldsymbol{\rho} \boldsymbol{h})\right\} \tag{A17}
\end{equation*}
$$

For the block-diagonal density matrix in Eq. (A1), the density-matrix functional is

$$
F_{\beta}^{\hat{W}}\left[\left(\begin{array}{cc}
\boldsymbol{\rho}_{\text {imp }} & 0  \tag{A18}\\
0 & \boldsymbol{\rho}_{\text {bath }}
\end{array}\right)\right]=\max _{\boldsymbol{h}_{\text {imp }}, \boldsymbol{h}_{\text {bath }, \boldsymbol{h}} \text { imp, bath }, \mu}\left\{\Omega_{\beta, \mu}^{\hat{W}}\left[\left(\begin{array}{cc}
\boldsymbol{h}_{\text {imp }} & \boldsymbol{h}_{\text {imp, bath }} \\
\boldsymbol{h}_{\text {imp, bath }}^{\dagger} & \boldsymbol{h}_{\text {bath }}
\end{array}\right)\right]-\operatorname{Tr}\left(\boldsymbol{\rho}_{\text {imp }} \boldsymbol{h}_{\text {imp }}\right)-\operatorname{Tr}\left(\boldsymbol{\rho}_{\text {bath }} \boldsymbol{h}_{\text {bath }}\right)\right\} .
$$

The maximization over $\boldsymbol{h}_{\text {imp, bath }}$ can be performed with the help of Eq. (A16), which yields together with Eq. (A4) the decomposition

$$
\begin{align*}
F_{\beta}^{\hat{W}}\left[\left(\begin{array}{cc}
\boldsymbol{\rho}_{\text {imp }} & 0 \\
0 & \boldsymbol{\rho}_{\text {bath }}
\end{array}\right)\right] & =\max _{\boldsymbol{h}_{\text {imp }}, \boldsymbol{h}_{\text {bath }}, \mu}\left\{\Omega_{\beta, \mu}^{\hat{W}}\left[\left(\begin{array}{cc}
\boldsymbol{h}_{\text {imp }} & 0 \\
0 & \boldsymbol{h}_{\text {bath }}
\end{array}\right)\right]-\operatorname{Tr}\left(\boldsymbol{\rho}_{\text {imp }} \boldsymbol{h}_{\text {imp }}\right)-\operatorname{Tr}\left(\boldsymbol{\rho}_{\text {bath }} \boldsymbol{h}_{\text {bath }}\right)\right\}  \tag{A19}\\
& =\max _{\boldsymbol{h}_{\text {imp }}, \mu}\left\{\Omega_{\beta, \mu}^{\hat{W}}\left[\boldsymbol{h}_{\text {imp }}\right]-\operatorname{Tr}\left(\boldsymbol{\rho}_{\text {imp }} \boldsymbol{h}_{\text {imp }}\right)\right\}+\max _{\boldsymbol{h}_{\text {bath }}, \mu}\left\{\Omega_{\beta, \mu}^{\hat{0}}\left[\boldsymbol{h}_{\text {bath }}\right]-\operatorname{Tr}\left(\boldsymbol{\rho}_{\text {bath }} \boldsymbol{h}_{\text {bath }}\right)\right\}  \tag{A20}\\
& =F_{\beta}^{\hat{W}}\left[\boldsymbol{\rho}_{\text {imp }}\right]+F_{\beta}^{\hat{0}}\left[\boldsymbol{\rho}_{\text {bath }}\right] . \tag{A21}
\end{align*}
$$

This concludes the proof. The noninteracting density-matrix functional $F_{\beta}^{\hat{0}}\left[\rho_{\text {bath }}\right]$ only contains an entropy contribution

$$
\begin{equation*}
F_{\beta}^{\hat{0}}\left[\rho_{\text {bath }}\right]=\frac{1}{\beta} \operatorname{Tr}\left[\rho_{\text {bath }} \ln \left(\boldsymbol{\rho}_{\text {bath }}\right)+\left(1-\boldsymbol{\rho}_{\text {bath }}\right) \ln \left(1-\boldsymbol{\rho}_{\text {bath }}\right)\right] \tag{A22}
\end{equation*}
$$

and vanishes in the zero-temperature limit.
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