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We calculate the chemical potential dependence of the renormalized Fermi velocity and static dielectric function
for Dirac quasiparticles in graphene nonperturbatively at finite temperature. By reinterpreting the chemical
potential as a flow parameter in the spirit of the functional renormalization group (fRG) we obtain a set of
flow equations, which describe the change of these functions upon varying the chemical potential. In contrast to
the fRG the initial condition of the flow is nontrivial and has to be calculated separately. Our results are consistent
with a charge carrier-independent Fermi velocity v(k) for small densities n < k?/7, supporting the comparison
of the zero-density fRG calculation of Bauer ef al. [Phys. Rev. B 92, 121409 (2015)], with the experiment of Elias

et al. [Nat. Phys. 7, 701 (2011)].
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I. INTRODUCTION

The spectrum of free electrons in graphene is characterized
by two Dirac points around which the energy disperses linearly
as a function of momentum [1-3]. One important peculiarity
of the linear band structure is that it leads to a vanishing
density of states at these nodal points. The vanishing charge
carrier density implies the absence of screening, leading to
strongly enhanced corrections of the system’s single-particle
properties by the long-range tail of the Coulomb interaction.
One-loop calculations have shown that the Fermi velocity
acquires logarithmic corrections upon approaching the nodal
points [4-7]. These corrections diverge precisely at the nodal
points at zero temperature, which corresponds to a strongly
increasing Fermi velocity.

This effect becomes most pronounced in the strong coupling
regime, which is experimentally realized by freestanding
graphene, where there is no screening dielectric surrounding
the graphene sheet. Such an experiment has been performed
recently by Elias ef al. [8], with the goal to experimentally
verify the predicted logarithmic divergence of the velocity near
the nodal points. Since perturbative calculations are not reliable
in such a situation—the dimensionless interaction strength in
freestanding graphene is about 2.2—nonperturbative methods
have been employed for a quantitative theory of this effect.
Bauer et al. [9] used the functional renormalization group
(fRG) formalism to access the strong coupling regime [10-13],
finding excellent agreement with the experiment of Elias et al.
Upon closer inspection, however, the calculation of Ref. [9]
addresses a slightly different quantity than what is measured
in the experiment of Ref. [8]. The theoretical calculation has
been performed at zero density and equates the momentum
dependent quasiparticle velocity v(k) with the Fermi velocity
in a system with finite carrier density at Fermi momentum
k = k. The experiment, in contrast, observed the logarithmic
increase of the Fermi velocity as a function of the charge
carrier density n = k% /. Strictly speaking these two veloci-
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ties are different aspects of a more general velocity function,
v(k,u,T), which depends on momentum k, chemical potential
@ (or the carrier density n, respectively), and temperature
T. Equating the velocities of Refs. [8] and [9] requires that
the carrier density dependence of the full velocity function
is negligible for n < k?/m. This identification allows one to
map the momentum dependence to a density dependence,
which could then be compared to the experiment. It is the
goal of this paper to provide a theoretical framework for a
nonperturbative calculation of the velocity function v(k,u,T)
and to calculate the density dependence of the static dielectric
function.

Within a standard application of the fRG to calculate the
renormalization of the Fermi velocity at finite density one
faces the challenge that a renormalization of the Fermi surface
under the RG flow has to be accounted for. The feature of a
flowing Fermi surface is typically accompanied by significant
technical complications regarding its implementation in certain
cutoff and truncation schemes used in the literature [12,13].
Furthermore, studying an actual functional chemical potential
dependence of correlation functions is numerically very ex-
pensive, since it requires a repeated solution of the truncated
vertex flow equations for every value of the chemical potential.
To circumvent both complications, we here explore a variant of
the fRG, where the chemical potential u is interpreted as a flow
parameter [14,15], in combination with nontrivial input from a
prior nonperturbative calculation at charge neutrality [9,16]. In
contrast to conventional fRG where one is only interested in the
one-particle irreducible vertex functions at the end of the flow,
the chemical-potential flow bears physical information for all
values of the flow parameter. The solution to the chemical-
potential flow equations directly gives access to the full u
dependence of the vertex functions. Of particular importance
in the chemical-potential flow is the initial condition. Among
others it contains the information about the renormalization
of the spectrum—and hence the interacting Fermi surface—
at the initial chemical potential w, (the latter being zero
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at the charge neutrality point). A further renormalization of
the spectrum and Fermi surface at different values for the
chemical potential, i # 1o, is then taken care of by the flow
itself.

In the ideal case—that is if the fRG equations could be
solved exactly—the chemical-potential flow and the conven-
tional fRG, where the flow equations are solved for each
w separately, yield the same answer. However, since there
are always approximations involved by truncating the flow
equations at a finite order, the solutions one obtains in the two
approaches need not be equal. Hence the chemical-potential
flow should be regarded as a complementary approach to the
conventional finite density fRG to study density dependences.
Since the chemical-potential flow has attracted much less at-
tention in comparison to its standard fRG counterpart, there are
no extensive studies whether the typical low-level truncation
schemes, that are employed in the standard finite density fRG
framework, are sufficient for a chemical potential-based flow,
and to what extent their respective outcomes are quantitatively
comparable. Due to the lack of finite-density fRG calculations
for graphene, which could serve as a benchmark for the
method we want to employ here, we may resort to the existing
perturbative calculations for the self-energy and polarization
function, which—among others—have been carried out in
Refs. [17] and [18], respectively. Although such calculations
should be a good approximation in the weak coupling regime
only, but certainly not for strong coupling we study here, their
predictions at least yield a qualitative reference point for a
comparison. Nevertheless, graphene is an ideal testing ground
for our method, due to the available experimental data for the
strong coupling regime.

In the present paper we use a minimal truncation that only
takes into account the flow of the renormalized Fermi velocity
and dielectric function. As we will explain in the main part of
this work, this represents a rather crude approximation. While
the resulting u-dependent dielectric function appears to be
consistent with the expectations from one-loop perturbation
theory, the results for the renormalized Fermi velocity are
not satisfactory for large densities n > k?/m. For the low
and intermediate density regime, n < k*/m, we find a neg-
ligible density dependence of v(k,u,T), consistent with the
approximations made in Ref. [9]. In spite of the deficiencies
of the simple truncation scheme studied here, the chemical-
potential flow method is open to systematic improvements
through higher order truncations, which we leave for future
work.

The outline of the paper is as follows. In Sec. II we
introduce the microscopic continuum model of interacting
graphene electrons, we briefly discuss the general idea behind
the chemical-potential flow and its difference to the standard
fRG, followed by the truncation that is employed in this paper.
In Sec. III we present the numerical solution and discuss
the results. We conclude in the final section. Details about
the derivation of the chemical-potential flow equation for the
effective action, the vertex flow equations for the one-particle
irreducible vertex functions, and their corresponding one-loop
approximations are shown in two appendixes. The one-loop
flow equations allow for a direct derivation of the results
obtained in Refs. [17] and [18] within the chemical-potential
flow framework.

II. MODEL AND FLOW EQUATIONS

Interacting Dirac fermions in graphene are described by the
Hamiltonian (72 = 1) [19]

H, =— [\Iﬁ(ﬂ(u +iveoy ® T - V)W(F)

1 R e? .
+ 3 . (Snu(i’)m(s”u(” ) (D

with 8n,(F) = UI(F)W () — 7, (F). The Dirac electrons are
described by eight-component spinors W = (¥; W))T,
with \IIJ = (I/IAKJr 'Q”BKJr wBK, wAK,);I;' The indices 0 = T , i,
denote the spin, K the valley, and A/ B the sublattice degree of
freedom. Furthermore, o is the two-dimensional unit matrix
acting in spin space and ¥, = 13 ® 07, are four-dimensional
matrices, with the Pauli matrices 73 and o ; acting in valley and
sublattice space, respectively. The term i, (F) is a background
charge density, which depends implicitly on the chemical
potential. It represents the charge accumulated on a nearby
metal gate and removes the zero wave number singularity of
the bare Coulomb interaction. Furthermore, the constant ¢,
in the denominator of the Coulomb interaction amplitude is
the dielectric constant of the medium, which accounts for the
screening effects of a substrate or a surrounding dielectric on
the bare Coulomb interaction. For freestanding graphene it is
equal to one.

The key insight of our method is that the chemical potential
in Eq. (1) couples to a fermion bilinear in exactly the same
way as an additive infrared regulator in the fRG. Since the
Hamiltonian is a continuous and differentiable function of 1,
the chemical potential may formally be reinterpreted as a flow
parameter [14,15]. This interpretation enables us to derive
an exact flow equation for the chemical potential-dependent
effective action I';, and to apply the by now well-established
methods of the fRG. Since the essential steps to arrive at an
exact flow equation are identical to the fRG, we can immedi-
ately transfer the general (finite temperature and density) fRG
equations from Ref. [16], taking care that the regularization
prescription is substituted appropriately. In Fig. 1 we show
a graphical representation of the truncated flow equations
for the one-particle irreducible vertex functions of the theory
in its Fermi-Bose form. The bosonic field was introduced
by a Hubbard-Stratonovich transformation of the Coulomb
interaction in the density-density channel [9,13,16,20-22].

In contrast to the standard fRG the main issue of concern
in the chemical-potential flow theory is the initial condition
of the flow. Since the chemical potential is different from
an infrared regulator by its analytical structures, the effective
action at some—arbitrarily chosen—initial chemical potential
Mo is nontrivial in general. In particular, it typically does not
coincide with the bare action, but already contains the full
information about thermal and quantum fluctuations. Formally,
the exact initial condition I';,, requires the knowledge of an
infinite set of vertex functions, which—for obvious reasons—
is impossible to obtain, but instead has to be approximated
reasonably well by a separate calculation, using an appropriate
nonperturbative method such as the fRG or Schwinger-Dyson
equations [23], for example [24]. Such a preceding calculation
is essential for the chemical-potential flow as the differential
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FIG. 1. Graphical representation of the chemical potential flow
equations for the self-energy 3 « and the polarization function II,,.
Contributions from higher order vertices I'i:"‘"), with m > 2,n > 1
are already neglected. Straight and wiggly lines represent the flowing
fermionic and bosonic propagators, respectively, and the shaded tri-
angle represents the Fermi-Bose three-vertex Ff‘ D The derivative §,,
on the right hand side only acts on the flowing fermionic propagators,
substituting the latter by the so-called single scale propagator [16].
An analytical representation of these flow equations is given in
Appendix B.

flow equations gain quantitative predictive power through the
correct initial condition only. Apart from the truncation of
the chemical-potential flow equations, the necessity to truncate
the infinite dimensional theory space of the initial effective
action to a finite dimensional subspace represents another level
of approximation that is absent in the standard fRG and has to
be dealt with with care.

One such issue we want to discuss briefly are Ward
identities. In the standard fRG formalism Ward identities
are modified due to the introduction of an artificial infrared
regulator. Only at the end of the flow—that is at A =0,
where the infrared cutoff is removed—the modified Ward
identities assume their original form. In a particular truncation
of the standard fRG equations one has to make sure that those
modified Ward identities are fulfilled at each value of the
flowing cutoff, in particular at the end of the flow. Within
the chemical-potential flow formalism, on the other hand, the
Ward identities themselves are not modified at all, because
the bare action requires no modification. Since the calculation
of the initial condition relies on certain approximations, one
has to make sure that those approximations are compatible
with the Ward identities. Otherwise the initial condition would
introduce an error that would simply be propagated by the
chemical-potential flow, leading to results that are not reliable.

To calculate the initial condition for the present work we
have chosen to use the Keldysh-fRG framework [25-32] we
implemented in Ref. [16]. In that work, we calculated the
Fermi velocity and the static dielectric function as functions
of momentum and temperature at zero carrier density, finding

J
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These equations are supplemented by the nonperturbative
initial conditions [16]
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full agreement with the previously established zero temper-
ature results of Ref. [9]. The charge neutrality point was
chosen, because it allows for a rather simplistic truncation,
which is based on the dominance of a single interaction
channel: the density-density channel, pronouncing forward
scattering. Furthermore, technical complications arising from
arenormalization group flow of the Fermi surface are avoided,
since at g = 0 the Fermi surface collapses to a point that is
invariant under renormalization [33]. The truncation scheme
in Refs. [9] and [16] neglects any dynamical effects, such as
plasmons and the quasiparticle wave function renormalization,
the three-vertex renormalization, and higher-order vertices
entirely. We note that this truncation is compatible with an
approximate Ward identity, which connects the marginal three-
vertex renormalization with the quasiparticle wave function
renormalization as shown in Ref. [9]. We use these results as
the starting point of the chemical-potential flow.

Drawing inspiration from the initial fRG calculation, we
employ the same level of truncation and the same approxi-
mations for the chemical potential-based flow. (For a more
elaborate discussion regarding the justification of this trunca-
tion, see the end of this section.) That means, in particular,
we limit ourselves to the flow of the isotropic quasiparticle
pole (temperature arguments are suppressed throughout, if not
stated otherwise),

§u(k) = v, (bk, @)
and the flow of the static dielectric function,
€u(q@) = eo(1+ V@O (= 0,9)). 3)

Here, we put the functional p dependence as an index to
resemble standard fRG notation. The renormalized and -
dependent Fermi velocity v, (k) has been defined as v, (k) =
vr + Z, (k) [9,16] and V(g) = 2me?/egq is the Fourier
transform of the bare Coulomb interaction. Assuming the
absence of spontaneous chiral symmetry breaking, we obtain
two coupled flow equations from the general vertex flow
equations shown in Fig. 1: one for the Fermi velocity v, (k) and
one for the static dielectric function €,(q); see Appendix B for
details. For convenience we introduce the function x,(q) =
€,(q)g, which is—up to constants—the algebraic inverse of
the renormalized Coulomb interaction, and we state the two
flow equations in terms of &, (k) and x,(q) (kg = 1),

q cosg

)) Xu(\/qz + k2
) + COSh2<$/l(Q+) -V
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We emphasize once more that they are essential to obtain quan—
titatively reliable results. For example, the function vm_o(k)
contains logarithmic momentum corrections to the bare Fermi
velocity v at charge neutrality, that cannot be generated by the
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above flow equations. Naively using the bare Fermi velocity
as initial condition would yield meaningless results.

In Eq. (5) the quantity Q4 is a short hand notation for the
function Q4 (p,¢,9) = %q (cosh p & cos ¢), where p and ¢
are elliptic coordinates, and the summation over v = %1 covers
the valence and conduction band. The derivation of the flow
equations makes use of the particle-hole and chiral symmetries
of the low energy Dirac model. As a result, the flow equations
are fully symmetric with respect to the sign of u, and the
spectrum remains gapless and isotropic, leading to a circularly
shaped Fermi surface defined by the equation &, (kr)£u=0
[34]. Deviations from isotropy, most importantly trigonal
warping, are expected to occur only for very large values of
W, which are of the order of the upper band cutoff A of the
Hamiltonian (1). For a systematic study of those nonisotropic
corrections one would need to modify the quadratic part of the
Hamiltonian (1) by including terms that are of second order in
the spatial derivatives, which derive from a second order k - p
approximation [3]. Within the minimal truncation employed
here such contributions would modify the flow equation of the
dielectric function and, additionally, lead to a more complex
flow equation for the then nonisotropic quasiparticle pole or,
alternatively, another flow equation, associated to the deviation
from isotropy. In addition, it would be necessary to calculate the
proper initial condition for such a deviation by nonperturbative
means. The hyperbolic cosines appearing in the flow equations
are a consequence of the single-scale derivative §,, acting on
the fermionic distribution functions, the latter being part of
the fermionic Keldysh propagator; see Appendixes A and B.
In the limit of vanishing temperature the inverse hyperbolic
cosine is proportional to a delta function, centered at the
interacting Fermi surface. For finite, not too large temperatures
the delta-function singularity is smeared out, but remains
strongly peaked at the Fermi surface &, (kr) &= u = 0, whereas
those modes for which &,(k) £ 1 > 2T are exponentially
suppressed. Hence the momentum integrals of the two flow
equations are finite, both in the ultraviolet and infrared regime
[14]. Due to the particle-hole symmetry we may restrict the
analysis to positive u, i.e., n doping.

Before discussing the numerical solution of the flow equa-
tions we want to elaborate on the level of truncation. While the
single channel truncation of the conventional fRG calculation
at charge neutrality is justified by the dominance of the density-
density channel, no such simplification can be made at finite
density. It is expected that with increasing carrier density the
other interaction channels gain in significance leading to the
significantly more complex scenario of multiple competing
interaction channels, see, e.g., Refs. [12,13,15], even before
nonisotropic corrections become relevant [35]. The informa-
tion about those additional interaction channels is encoded
in the higher order vertices (most importantly the three- and
four-vertices), whose contribution to the flow has already been
neglected. We remind the reader that the above truncation is
minimal in the sense that it only takes into account the flow
of those quantities, which have been obtained by the initial
fRG calculation. To be clear, there is no rigorous justification
for such a low level truncation, such that a critical reflection
of our results is necessary. Yet, it was deliberately chosen,
since it allows for a clear identification of the effects of this
single interaction channel, which makes it easy to understand
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FIG. 2. Dielectric function €,(q) as a function of momentum and
chemical potential at the reduced temperature T /vy Ag = 2.5 x 1073,
The colors blue to green and red to orange separate the two regimes
n < T and u > T, respectively. At the charge neutrality point the
long range tail of the bare Coulomb interaction is cut off, due to
thermal screening.

the conceptual similarities and differences to the conventional
fRG approach. Furthermore, as we show in Appendix B, after
certain approximations are made our flow equations for the
self-energy and the polarization function can be reduced to
a differential form of the corresponding equations that are
found within diagrammatic one-loop perturbation theory, the
latter of which have been calculated in Refs. [17,18] for the
fermionic self-energy and bosonic polarization in graphene,
respectively. Hence the solution of the flow equations (4) and
(5) represents a direct generalization of those perturbative
results, which incorporates the mutual effects of Fermi velocity
renormalization and charge carrier induced screening in a
selfconsistent manner.

III. NUMERICAL RESULTS AND DISCUSSION

The flow equations (4) and (5) together with their initial
conditions, Eq. (6), have been solved numerically for different
temperatures with the dimensionless coupling constant o =
% /v = 2.2 appropriate for freestanding graphene [3,7,9].

The numerical results for the dielectric function are shown
in Fig. 2 for the reduced temperature 7/vyAg = 2.5 x 1073.
Recall that A is the upper band cutoff of the low-energy
Hamiltonian (1). At the charge neutrality point the dielectric
function shows a distinctively different behavior in the two
momentum regimes g > T /vr and g < T/vp. While the
dielectric function is only weakly dependent on the momentum
in the regime g > T /vp, a strong 1/q divergence can be
observed for g <« T /vp. As explained in Ref. [16], this
divergence could be attributed to thermally induced charge
carriers. In the presence of a finite chemical potential, that is
excess charge carriers, the large momentum components of
the dielectric function remain unaffected, whereas the initial
1/g divergence found in the low momentum regime becomes
strongly enhanced, leading to an increasingly short ranged
renormalized Coulomb interaction. This picture is consistent
with the results obtained in one-loop perturbation theory.
For comparison, in the regime g < T /vy perturbation theory
predicts a polarization function, that—in the static limit—is
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FIG. 3. Quantitative comparison between the (a) fully self-
consistent solution and (b) one loop approximation of the coeffi-
cient function a(u,T) for the reduced temperatures 7' /vpAg = 5 X
1074,2.5 x 1073,5 x 1073 (bottom to top data sets). In the small mo-
mentumregime,q < T /vr,u/vr,the static dielectric function shows
a 1/q divergence according to €,(q < T/vp) =1+ a(un,T)Ao/q.
Observe that the self-consistent solution is about an order of magni-
tude smaller than the one-loop prediction.

independent of momentum and a function of temperature and
chemical potential only [18],

A
(g < T/vp) =1+ a(u,nj’, )
with

a(u,T) = 8a

- 0111(2 cosh%). (8)

Here, the coefficient function a(u,T) is directly proportional
to the static limit of the polarization function. At the charge
neutrality point a(u,T) scales linearly with temperature,
whereas for u > T it becomes independent of temperature,
scaling linearly with the chemical potential. The former feature
has been shown to remain valid in a nonperturbative fRG
calculation [16], showing a strong renormalization of the slope.
To verify whether the latter feature remains valid beyond
perturbation theory, we solved the self-consistency Eqgs. (4)
and (5) for the two additional temperatures 7 /vpAg = 5 X
10~*,5 x 1073 and extracted the coefficient functions a(w,T);
see Fig. 3. For large chemical potentials we observed a
transition into a linear regime, which is consistent with the
result obtained by perturbation theory. However, the precise
slope could not be determined sufficiently accurately due
to convergence issues of the numerical integration: at very
small momenta and increasingly large chemical potentials the
integrand of Eq. (5) becomes very strongly peaked, such that
limited machine precision becomes problematic. Nevertheless,
our results indicate that the scaling behavior predicted by
perturbation theory is indeed correct, albeit with a strongly
renormalized slope. A precise estimation of the slope would
require a recalculation of the temperature dependence of the
renormalized Fermi velocity and dielectric function at the
charge neutrality point with a better resolution and accuracy
than what was achieved previously in Ref. [16].

The numerical results for the chemical potential dependence
of the renormalized Fermi velocity are shown in Fig. 4. At
the initial chemical potential 1o = O the infrared divergence
of the renormalized Fermi velocity is regularized due to the
temperature-induced screening of the renormalized Coulomb
interaction [16], while in the large momentum regime, k >
T /v, the renormalized Fermi velocity shows the logarithmic

47 N 1 1/ vrio
N 0.05
30 & 4.9t T X 1
£90 5 4.2 N . 0.04
~ g 47 | <. Ful
= 5 L , A b
= > 3.8 ! \, N\ 1 0.03
Sy 23 | LN \ |
£ 3.6/ .
34k o o 0.02
0.001 0.01 0.1
0.01
1/ vihg
1075 104 0.001 0.010 0.100 1 =
k[ No

FIG. 4. Renormalized Fermi velocity v,(k) as a function of
momentum and chemical potential at temperature 7' /vpAg = 2.5 x
1073 in the fully self-consistent calculation. The renormalized Fermi
velocity is finite at kK = O at the initial chemical potential oy =0
due to temperature induced screening of the renormalized Coulomb
interaction. Increasing the chemical potential away from the charge
neutrality point shows a weak suppression of the Fermi velocity for
small momenta. The inset shows a comparison between the k — 0
limits of the Fermi velocity in the self-consistent treatment and in
Hartree-Fock approximation as functions of the chemical potential.
The dashed vertical line marks 4 = 2T . For u > 2T both calculations
show a logarithmic suppression of v, (k — 0). This suppression is
significantly weakened in the full computation when compared to the
result of the Hartree-Fock approximation.

behavior [9,16]
Vu=0(k > T/vr)/vF = A+ Bln(Ao/k), ©

with A = 1.34(4) and B = 0.52(1). Upon increasing the chem-
ical potential the solution shows a further, but only very weak
suppression of the Fermi velocity at low momenta in accord
with the assumption of Bauer ef al. [9]. The other temperatures
we investigated also show a negligible i dependence (data
not shown). Our full calculation allows us to understand
this behavior by considering the combined effect of strong
screening and the formation of a nontrivial Fermi surface.
By increasing the chemical potential the additional charge
carriers fill up the renormalized spectrum and introduce a
circularly shaped Fermi surface, which is driven further and
further away from the nodal point, while the renormalized
Coulomb interaction becomes increasingly short ranged. As
a result, the screened Coulomb interaction only operates near
the Fermi surface and, loosely speaking, does not reach far
enough down the spectrum to have a significant impact on the
small momentum regime of the renormalized Fermi velocity.
Neglecting the charge carrier-induced screening would cause
a much stronger suppression of the Fermi velocity, since then
the Coulomb interaction could reach down to the nodal point.
In order to validate this picture we also performed a Hartree-
Fock-like calculation of the velocity, see the inset of Fig. 4,
where only Eq. (4) has been solved self-consistently for &, (k).
The wu flow of the dielectric function therein was neglected
and the function x,(q) = €,(q)g was kept at its initial value
X.(q@) = Xu,=0(¢q), where only temperature induced screening
is present. The Hartee-Fock solution shows the same features as
the fully self-consistent solution. However, the low momentum
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regime of the Hartree-Fock Fermi velocity is much stronger
suppressed, supporting the above reasoning. Our observations
are also consistent with the findings from one-loop perturbation
theory. As was shown in Ref. [17], at zero temperature a
finite chemical potential regularizes the logarithmic divergence
according to

UL-IOOp(k — 0)/UF =14 %ln(Ao/kF), (10)

with the Fermi momentum kr = u/vp. Here, the suppression
of the infrared divergence is much stronger than what we find
in our self-consistent approach, since it is the bare, unscreened
Coulomb interaction that enters their calculations. Although
the intrinsic (1 = 0) part of the self-energy leads to an infrared
divergence as a function of momentum, it is immediately cut off
by the extrinsic (i # 0) part of the self-energy, even for large
u, far away from the nodal point, due to the infinite range of
the unscreened Coulomb interaction.

Since our data show that the Fermi velocity is virtually in-
dependent from the chemical potential in its entire momentum
regime, the pu-flow fRG together with the truncation scheme
used here is consistent with the approximation of Ref. [9].
However, the nigh © independence of the velocity function we
find is actually problematic and cannot hold for all values of the
chemical potential, as the following line of arguments shows.

In the critical evaluation of our results for the chemical po-
tential dependence of the Fermi velocity the main focus lies on
the low momentum regime, in particular the zero momentum
singularity found at zero temperature. In contrast to Ref. [17]
we are working at finite temperature, which already provides
a proper regularization of the logarithmic infrared divergence,
making it necessary to distinguish the two regimes < T and
> T. In the regime u < T the chemical potential should
be irrelevant for the suppression of the logarithmic divergence,
since there temperature induced screening dominates. Our
numerical data fully support this intuition as can be seen in the
inset of Fig. 4. This result may have already been anticipated
from the analytical form of Eq. (4) prior to the numerical
solution, since in this limit the inverse hyperbolic cosines in
the integrand cancel each other, leading to a constant velocity
as a function of the chemical potential. In the regime © > T,
on the other hand, one should expect the suppression of the
logarithmic divergence to be driven solely by the chemical
potential—independent of temperature—in much the same
way as the 1/q divergence of the dielectric function becomes
temperature independent for large enough u; cf. Fig. 3. It is
unphysical that temperature controls the regularization of the
infrared divergence far away from the charge neutrality point.
Hence its influence should vanish in that regime. Although
our data show a certain logarithmic suppression of v, (k = 0)
as a function of p for all the temperatures investigated, the
suppression itself is far too weak to be compatible with the
expectation presented above.

As it stands our results show a certain “asymmetry” in how
the small momentum regime of the Fermi velocity is affected
by a finite temperature in comparison to a finite chemical
potential, which contradicts physical intuition and should not
be present. Based on the physics that is contained within our
flow equations, as well as taking into account the arguments
of the discussion at the end of the previous section, we, thus,

conclude that the minimal truncation employed here is not ca-
pable of describing the proper chemical potential dependence
of the Fermi velocity in the small momentum regime. Since
both the chemical-potential flow theory and more standard
fRG approaches are based on the same exact flow equation,
whose approximative solutions converge to the same result
in the exact theory, we are convinced that a higher order
truncation of the chemical-potential flow equations will resolve
these issues and lead to the expected behavior. To this end one
should systematically improve our truncation by including the
effects of the quasiparticle wave function renormalization and
three-vertex renormalization (recall that those quantities are
connected via a Ward identity), and possibly also the flow of
the four-vertex. As an alternative to the Fermi-Bose framework
employed here, one could also consider a purely fermionic for-
mulation, which removes the bias introduced by the choice of a
particular interaction channel via partial bosonization. In such a
framework one would have to implement the initially nontrivial
dielectric function as part of the initial fermionic four-vertex.
Only if a truncation is able to produce a strong enough suppres-
sion of the small momentum components of the renormalized
Fermi velocity, that becomes temperature independent upon
increasing u into the regime p >> T, could it be claimed with
confidence that the particularly chosen truncation is justified.

IV. CONCLUSIONS

The idea to use the chemical potential as a flow parameter
in a functional renormalization group calculation was first put
forward by Berges et al. [14] in the context of a particle-physics
problem and since then has rarely been adopted by other
authors; see, e.g., Ref. [15] for an application in condensed
matter theory. We here have presented another application of
the fRG with the chemical potential as the flow parameter in
a condensed matter system. In contrast to the physical system
investigated in Ref. [15] a separate nonperturbative calculation
is required to establish the initial condition for the flow. This
initial “investment” pays off, because for a chemical-potential
based flow each point in the solution of the flow equation
is of physical relevance, in contrast to more standard fRG
approaches, where only the end point of the flow matters. The
alternative would be to run a conventional fRG calculation
for each value of the chemical potential separately. The two
approaches should converge to the same result if the respective
truncations are of sufficiently high order, but the standard fRG
approach involves much greater effort to study a functional p
dependence. Nevertheless, it would be an important research
topic to investigate this convergence issue systematically—be
it for graphene or nonrelativistic Fermi liquids—by comparing
the predictions of the two approaches for several truncations
against each other. While the standard finite density fRG has
already proven to be a reliable framework for a plethora of
materials, the chemical-potential flow has—in our opinion—
great potential, but lacks those numerous tests, which are
necessary for this method to become a viable alternative.

We have applied the technique for the calculation of the
carrier density dependence of the Fermi velocity and the
static dielectric function in graphene, using a conventional
fRG calculation at zero chemical potential as initial condition.
Graphene is a very suitable context for an application of the
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chemical-potential flow technique. In this material physical
quantities in principle have a strong dependence of the carrier
density, providing a need for such a calculation, while the
high-symmetry point of zero carrier density brings significant
simplifications, allowing for an efficient “conventional” non-
perturbative calculation at that point. Our numerical results
are consistent with the earlier work of Bauer et al [9],
which took the momentum-dependent Fermi velocity to be
independent of the chemical potential for n < k? /7, yielding
practically identical fits to the experimental data of Elias et al.
[8]. However, our approximations yield a suppression of the
infrared divergence that is too weak to be compatible with the
expected symmetry max(u,T), that is the divergence should
be cut off by either the chemical potential or temperature,
depending on which of these two quantities is larger, which
we believe to be not physical. Although a stronger suppression
of the small momentum regime should have little impact on
the actual fit to the experimental data, most certainly not being
able to invalidate it, further work is necessary to settle the
issue satisfyingly. The dielectric function is, however, strongly
dependent on the chemical potential, reflecting the strong
carrier dependence of the screening length in graphene. For this
observable we expect a higher order truncation to yield only
minor modifications, since the main features that should occur
at finite density—in particular the transition into a temperature
independent regime for u > T—could already be observed.
Even though the current truncation is not sufficient for the
Fermi velocity, it appears to be a reasonable approximation
to the static dielectric function. Once the issues for the
Fermi velocity at small momenta are resolved, it would be
interesting to apply our method to the three dimensional analog
of graphene, the so-called Weyl semimetals. Such materials
feature a conical spectrum as well and a chemical-potential
based flow could be implemented equally efficiently.
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APPENDIX A: DERIVATION OF THE
CHEMICAL-POTENTIAL FLOW EQUATION

In this appendix, we explain some details about the general
chemical potential flow theory, which is the basis for the
flow equations (4) and (5). Since the theory relies on a
reinterpretation of the chemical potential as a flow parameter,
the main results can be transferred directly from Ref. [16].

The starting point for the derivation of an exact flow equa-
tionis the u-dependent partition function Z,, [, J ]. Itis defined
as the functional Fourier transform of the exponentiated bare
action S, [¥,¢] [13,20,22,32],

Zu[ﬂv-]] — /DWDWTD(]S eiS#['/I,¢]+infr1\Il+i\IlTrln+i¢Tr1J_

(AD)

The bare action is a functional of fermionic and bosonic fields,
which can be derived from the purely fermionic Hamiltonian

(1) by a standard procedure [16,20-22]. The bosonic field
is introduced by a Hubbard-Stratonovich transformation of
the Coulomb interaction term in the density-density channel.
The index w indicates that both the partition function and the
bare action depend on the chemical potential. The chemical
potential dependence of the bare action enters explicitly via
the quadratic x term in the Hamiltonian and implicitly via the
background density 7i,. In contrast to the conventional fRG
there is no additional infrared regulator [14]. Furthermore,
we work in the real-time Keldysh formalism [25-32], which
involves a doubling of degrees of freedom, with classical (¢)
and quantum (g) component for each field [16,21,22,32]

U= (V. v, U= ¢=(o ¢,)". (A2

Lastly, n and J are fermionic and bosonic source fields, respec-
tively. In Eq. (A1) we employed a condensed vector notation
for the source terms, containing integration and summation of
continuous and discrete field degrees of freedom implicitly,

e.g.,

nin W = / 0 ()T (), (A3)

where 1 is a Pauli matrix acting in Keldysh space.

The effective action may now be introduced as the modified
Legendre transform of the connected functional W, [y,J] =
—iInZ,[n,J][10-14],

Tu¥.¢] =W,uln,. J,]—nlu¥ —¥iny, —¢TnJ,
—viR, W, (A4)

with

0 wé(x —y)]1>. (AS)

R (ey) = <M S(x — i 0

The term W' R ¥ is the explicit chemical-potential term one
obtains in the bare action S,[¥,¢]. Its resemblance with an
additive infrared regulator in the conventional fRG is the
foundation of the chemical-potential flow theory [14,15]. Ac-
cording to the usual definition of the effective flowing action,
the “chemical-potential regulator term” has been subtracted
on the right hand side [10-14]. Consequently, the effective
action I';, involves flowing vertex functions only, and the
explicit chemical-potential term—in comparison to the bare
action—is absent. Note that some authors prefer to include a
finite chemical potential in the fermionic distribution function,
rather than in the spectral part of the inverse propagators as
we do here [22]. Such an alternative choice would affect
the structure of the regulator (AS) and the vertex expansion
of the effective action, but it cannot lead to any observable
consequences, since these two choices are connected by a (time
dependent) gauge transformation.

The exact chemical-potential flow equation follows imme-
diately upon taking the p derivative of Eq. (A4), keeping the
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fields ¥ and ¢ fixed,

(2)

9, [¥.¢] = %ausm n(FP 19,01+ Ry.) + 26,0,/

(A6)

~(2) . . ..
where T’ L isa Hesse matrix of second derivatives, and

R, = diag(—R,..R},.0). (A7)
The “single-scale derivative” @, in Eq. (A6) only acts on the
regulator ’IA?,M. The above flow equation is the Keldysh analog of
the original, imaginary-time flow equation proposed by Berges
et al. [14]. We note here that the initial condition for this
exact flow equation is given by the exact effective action (A4)
at some arbitrarily chosen initial chemical potential py. As
already stressed in the main text, this initial condition has to
be calculated separately by other nonperturbative techniques,

J

9T (1,2) _ia,LZ/
k.l

since the “chemical potential regulator” does not provide an
infrared regularization in the standard fRG sense.

APPENDIX B: VERTEX FLOW EQUATIONS AND
ONE-LOOP APPROXIMATION

The flow equations for the one-particle irreducible vertex
functions are obtained by expanding the effective action in
powers of fields, which needs to be inserted into the above
equation, and comparing coefficients [12,13,16]. Since we are
only interested in thermal equilibrium, where the fluctuation-
dissipation theorem holds [22], we only need to consider the
resulting flow equations for the retarded components of the
self-energy and polarization function. In a condensed notation,
where numerical arguments denote space and time coordinates,
1 = (¥1,1,), and latin indices encompass the discrete fermionic
degrees of freedom, sublattice, valley, and spin, these flow
equations read

ka(l ;4 )Gu (U222, 3 )DA(3/ 4

wilj
Fq‘fk(ll 4/)GRk,(1 2)FZ‘Z‘](Z/,Z;3/)D{f(3/,4/)), (B1)
Oy e (1 2) = —au Z f k,(l/,2/)F:ﬁ1m(2/ 3; l)Gﬁmn(3/4)Fq“k(4/l 2)

k,,m,n

+ G2 (2.3 DGR

The functions FZ%(I,2;3), with «,B8,y = c,q, are the
Fermi-Bose three-vertices of the theory in the real-time
Keldysh formulation. The primed integration sign indicates
that all primed arguments have to be integrated. Here, the
contributions to the flow from four-vertices has already been
neglected. A transformation to Fourier space is beneficial,
due to energy and momentum conservation. The flowing
frequency-momentum space propagators that enter the trans-
formed flow equations read

1

GRIA(ke) = , (B3a)
" 0y ® (e +p—vrZ -k — 5 ke)
G,’f(/?,s) = tanhﬁ(éﬁ(k,s) — G;‘(k,s)), (B3b)

pR/A 1 ! B4
RIAG.0) = : (B4a)

2v-1@) + 1 G o)
D/ (§.w) = cothﬁ(Df((},w) — D;}(§,)). (B4b)

The single-scale derivative in Eqs. (B1) and (B2) only acts
on the flowing fermionic propagators, substituting the latter by
a single-scale propagator

1.GRAK e) = —(GFAk,e)”. (B5)

Here, the o dependence of the flowing self-energy is held
constant upon taking the single-scale derivative 4,. By us-
ing the approximations mentioned in the main text—that is,
setting all the three-vertices to unity as well as neglecting any

wdm . mn(3’,4/)l";‘f;k @, 2)). (B2)

(

dynamical effects—and employing all the symmetries, after a
straightforward calculation we arrive at the flow equations (4)
and (5).

As an important crosscheck of the formalism, it is desirable
to reproduce the results of the one-loop approximation of
diagrammatic perturbation theory directly within the chemical-
potential flow framework. To this end one should neglect the
chemical potential dependence of the three-vertices, setting
them to their (noninteracting) initial value at 4 = 0, and one
should replace the interacting flowing propagators in the flow
equations (B1) and (B2) by their noninteracting counterparts,
Eqgs. (B3a)-(B4b) with f],’f /" and H,’f/ “ set to zero. It is then
possible to perform the summations and integrations on the
right hand side of the flow equations analytically exactly, such
that—in real-space representation—one is left with simple al-
gebraic products of noninteracting propagators. Furthermore,
with these approximations the single-scale derivative ¢,, turns
into an ordinary partial derivative 9,, since the remaining
terms do not contain any nontrivial © dependences apart
from the one given by the chemical potential regulator within
the noninteracting flowing propagators. Thus the above flow
equations reduce to the simple form

9,28(1,2)=i3,(G§,(1.2DF ,2. D+ G§ ,(1,2)D§ 2. 1)),
(B6)

9,17 (1,2) = a Wr(GE (126K (2.1

+G§,(1.264,2.1), (B
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which is nothing but a differential form of the well-known
one-loop result for the fermionic self-energy and bosonic polar-
ization function [22]. Here, the subscript “0” at the propagators
indicates that they are the noninteracting ones, and the trace
in Eq. (B7) covers the discrete fermionic degrees of freedom:
sublattice, valley, and spin. The one-loop flow equations may
be integrated trivially to obtain the results of diagrammatic per-
turbation theory. To be consistent with the one-loop approxi-
mation one should employ the perturbative results for the initial

condition at 4 = 0 on the left hand side of the integrated flow
equations: £X_; = I R 1toop and TTE_y = (TT5_g)1.100p. The
above one-loop self-energy has been obtained in Ref. [17],
albeit in the imaginary time Matsubara formalism at zero
temperature, showing that the logarithmic zero momentum
divergence found at charge neutrality is regularized by a finite
chemical potential; cf. Eq. (10). The one-loop polarization
function at finite temperature and density has been calculated

in Ref. [18] also within the Keldysh formalism.
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