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Dominant role of inverse Cotton-Mouton effect in ultrafast stimulation of magnetization precession
in undoped yttrium iron garnet films by 400-nm laser pulses
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Magnetization (M) precessions driven by ultrafast laser-induced nonthermal effects are observed in undoped
yttrium iron garnet (YIG) films of (100) and (111) orientations using pump-probe time-resolved magneto-optical
Kerr effect. The M precessions show a strong dependence on the polarization direction of linearly polarized
pump pulses of 400 nm. In contrast, we can barely observe any M precession using circularly polarized pump
pulses, which indicates that the inverse Faraday effect is negligible. For the case of linear pump polarization,
a phenomenological model is introduced, based on the modulation of M via a modulation of fourth-rank
susceptibility tensors by a laser pulse. This allows one to distinguish the contributions of the inverse Cotton-
Mouton effect (ICME) from those of the photoinduced magnetic anisotropy (PMA). Using the formula derived
from the phenomenological model, we perform the fitting of the polarization-direction-dependent precession
phase and amplitude in (100)- and (111)-oriented YIG films. The fitting results reveal that the M-precession
excitation originates from a combination effect of ICME and PMA, but the ICME plays the dominant role.
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I. INTRODUCTION

The demand for magnetic recording devices with increased
speed and capacity has intrigued many interests in exploring
novel concepts for faster and more energy efficient control of
the magnetization (M) [1–6]. Ultrafast optical manipulation
of M by femtosecond (fs) laser pulse is a promising way
therein. The fs laser pulse has advantages in driving the
M dynamics owing to its short time duration comparable
to the timescale of spin-exchange interaction [7]. A wealth
of experimental studies has demonstrated fs laser-induced
ultrafast demagnetization, coherent spin rotation, and even
magnetic phase transition at picosecond (ps) timescale in
magnetic materials [8–14]. Nevertheless, the related physics
of the ultrafast spin dynamics is still poorly understood and
has received great attention [7].

In general, the excitation of a laser pulse on M can be
classified into thermal and nonthermal effects [5–7]. The
thermal effect can be described by the phenomenological
three-temperature model, in which the pump light is absorbed
by the magnetic medium, causing a heat transfer among
electrons, lattice, and spins [15,16]. The thermal effect depends
on the pump light intensity but has no relation with the
pump light polarization. In contrast, the M dynamics induced
by nonthermal effect usually shows strong dependence on
the pump light polarization. Nonthermal all-optical coherent
manipulation of magnetization has great values for practical

*hbzhao@fudan.edu.cn

application owing to its negligible heat accumulation and high
repetition rate [6,17,18], and therefore it has attracted much
interest in the recent decade. To date, there are mainly two
types of nonthermal effect reported in the literature. One is
the photoinduced magnetic anisotropy (PMA) involved with
the direct absorption of pump light photons [6,19,20] and the
other is the optomagnetic effect without photon absorption
[19]. Photoexcited electron transfer between different ions is
normally considered as the origin of the PMA effect [21–
23], whereas the mechanism of the optomagnetic effect is
based on the impulsive stimulated Raman scattering (ISRS)
[5,7,18,24,25].The optomagnetic effect can be further clas-
sified into the inverse Faraday effect (IFE) and the inverse
Cotton-Mouton effect (ICME), which are induced by circularly
and linearly polarized light, respectively [7,26–28].

The nonthermal effect on the ultrafast M dynamics
has been studied by time-resolved magneto-optical Kerr
effect (TRMOKE) in different materials like orthoferrites
[5,18,29,30], garnets [23,31], antiferromagnets [32,33], and
III-V magnetic semiconductors [6,34–36]. Garnet has large
magneto-optical effect, low optical absorption, and small
damping of magnetic excitation, so it is considered as an
ideal material for use in ultrafast magnetic recording [37,38].
Recently, laser-induced M precessions have been observed in
various iron garnets, which are either doped with elements
of different groups (Co, Si, Bi) [31,39–41] or introduced
with some impurities (Pb) [42]. The dopants may greatly
enhance the magneto-optical response and also the magnetic
anisotropy [43,44]. Consequently, in most of the doped garnets
excited by fs laser pulses, the IFE and PMA were found
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to be the dominating effects. For example, both IFE and
PMA were considered as the origin of the M precession in
Lu1.69Y0.65Bi0.66Fe3.85Ga1.15O12 [23,31] and Bi0.3Y2.7Fe5O12

[45]. In contrast, PMA mainly accounted for the M-precession
excitation in Y2CaFe3.9Co0.1GeO12 [46]. A combination effect
of PMA and ICME was revealed to be responsible for the
excitation of M precession in Gd4/3Yb2/3BiFe5O12 [39,40].
To our best knowledge, there is no report yet on the dominating
role of the ICME for driving the M precessions in garnets. In
fact, the ICME has advantage over the PMA effect regarding
to the large driving torque and short timescale for controlling
M. In addition, it may be used to continuously tune the
driving-field direction by simply rotating the light polarization,
which is beyond the capability of the IFE.

Although the pump polarization dependence of the M
dynamics represents a critical evidence to define the non-
thermal effect, the specific analysis of such a dependence
to identify the real mechanism is not straightforward. In
particular, both PMA and ICME have a similar dependence on
the polarization direction of the linearly polarized pump light.
So in order to distinguish these two effects, their relaxation
times have to be considered. Typically, PMA is displacive,
but ISRS is impulsive. Actually, for an accurate description,
the crystal-field theory, spin-orbit coupling and exchange
should be considered, yielding a very complex theory [47].
Alternatively, a phenomenological model using the effective
magnetic fields derived from the modulated Hamiltonian by
laser in combination with the Landau-Lifshitz (LL) equation
has been developed to describe the laser-induced M dynamics
[25,39,48,49]. Nevertheless, the model involves many param-
eters, so the detailed analysis of the M dynamics conducted in
one single sample might lead to uncertainty [39].

In this paper, we report studies on the ultrafast laser-induced
M precessions in undoped yttrium iron garnet films epitaxially
grown on gadolinium gallium garnet (GGG) substrates with
(100) and (111) orientations. We perform the simultaneous
analysis of polarization-dependent M precessions in two
samples using the macroscopic phenomenological model. The
analysis reveals that the M-precession excitation is due to
a combination effect of ICME and PMA, but the ICME is
dominant. The rest of this paper is organized as follows. In
Sec. II, we give the model for laser-induced M dynamics. In
Sec. III, the experimental details are introduced. In Sec. IV,
we present the TRMOKE results in YIG (100) and (111) films
excited by fs laser, and apply the model in Sec. II to analyze
the polarization dependence of laser-induced M precessions,
and finally we come to the conclusion in Sec. V.

II. MODEL FOR LASER-INDUCED
MAGNETIZATION DYNAMICS

A. Nonthermal photomagnetic effects

In this part, we first illustrate two different types of non-
thermal photomagnetic effect, which is classified by whether
it depends on the absorption of photons [7]. Each of them
acts on the medium by creating transient magnetic field (H t),
thereby causing M to rotate. A unified macroscopic model is
then introduced to describe the photomagnetic effect.

The first category, optomagnetic effect associated with the
inverse magneto-optical effect, including the IFE and the
ICME, originates from the ISRS without direct absorption of
photons [49–51]. The optomagnetic effect only occurs during
the light illumination, so the H t has the same duration as the
pump laser pulse. The IFE manifests as a strong H IFE induced
by circularly polarized pump light, whereas the ICME yields
strong H ICME caused by linearly polarized light. For IFE,
circularly polarized light with inverse helicities (σ±) will lead
to opposite H IFE along the wave vector of the light [5,7], while
for ICME, linearly polarized light with different polarization
planes will change the direction and amplitude of H ICME.
Such a polarization dependence can be understood from the
macroscopic model we introduced below. As a nonthermal
process, either IFE or ICME represents an efficient way to
excite a magnetic system at an ultrafast timescale much shorter
than the spin-precession period.

The second category known as the PMA effect depends on
the absorption of photons. Such an effect is often observed
in garnets containing dopants artificially introduced (e.g., Co)
[52] or impurities (e.g., Pb) [42] inevitably produced in the
growth process. For the former, the dopants directly modify
the magnetic anisotropy. For the latter, impurities (or defects)
serve as donators or acceptors in the crystal [53], thus the
ions in the vicinity will change valence to maintain charge
neutrality. These dopants or impurities result in orientationally
nonequivalent sites for charge transfer between magnetic ions
upon laser excitation, which is equivalent to the photoinduced
redistribution of anisotropic ions. The excitation probabilities
of nonequivalent sites depend on the light polarization, while
the overall absorption remains unchanged. Therefore, the PMA
effect yields a long-lived anisotropy field HPMA depending on
the pump light polarization.

Despite different microscopic origins of the photoinduced
H t , a phenomenological macroscopic model can be used to
describe the above photomagnetic effects. When a magnetic
medium is excited by an intensive laser, it undergoes a permit-
tivity modulation of δεij , which depends on M of the medium.
The Hamiltonian describing such a light-medium interaction
in a cubic magnet can be written as [24,54,55]

Hint = − δεij

16π
Ei(t)E∗

j (t), (1)

where Ei(t) denotes the time-dependent electric-field strength
of light, and δεij is described as [56]

δεij = ikij lδMl + 2gijklMkδMl. (2)

Here, kijk and gijkl represent the third-rank axial and fourth-
rank polar susceptibility tensors, respectively, which can be
determined from the crystal point group discussed in details
below, and δMl represents the M modification along the l

direction. The light-induced transient magnetic field can thus
be written as [57]

H t = −∂Hint

∂δM
. (3)

On the right side of Eq. (2), the first term describes the
linear effect of M on the permittivity, which is related to the
Faraday effect, and the second term represents a quadratic
dependence on M (only the first order of δM is retained), which
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FIG. 1. Schematic illustration of the M precession excited by H ICME and HPMA. (a)–(d) Behavior of M at different timescales. Here, τ

denotes the duration of the pump pulse. (e) Three perpendicular M components during the precession period. Here, we make illustration using
in-plane H ICME and HPMA. Actually, for YIG (100), both fields are mainly within the film plane, but for YIG (111), both fields have large
out-of-plane components comparable to the in-plane components as discussed in Sec. IV.

corresponds to the Cotton-Mouton effect. Applying Eq. (1) and
Eq. (2) to Eq. (3), we obtain the transient IFE and ICME fields
as

(H IFE)σ
±

l = −∂Hσ±
int

∂δM l

=
{± 1

16π
kij lEiE∗

j ,

0,

0 < t � τ

t > τ,
(4)

(H ICME)l = − ∂Hint

∂δM l

=
{ 1

8π
gijklMkEiE∗

j ,

0,

0 < t � τ

t > τ,
(5)

where τ denotes the time duration of laser pulses.
For PMA, although the electric field vanishes for t > τ ,

the field-induced charge transfer and the resultant anisotropy
field usually persist much longer and exceed the period of
spin precession. In this case, the PMA relaxation impact on
the spin dynamics can be neglected. Therefore, we consider
the Hamiltonian as a step function, and then the transient
anisotropy field is written as [44,58]

(HPMA)l = 1

8π
aijklMkEiE∗

j , t � T , (6)

Here, T is the time duration of the PMA field, and aijkl

denotes the fourth-rank polar susceptibility tensor, possessing
the same form as gijkl .

B. Magnetization dynamics

In this part, we briefly describe the M dynamics driven
by the photomagnetic field H t . When M is not parallel to
the effective magnetic field Heff , it will experience a torque
perpendicular to the plane formed by M and Heff . Thus, M
will precess around Heff . This process is described by the LL
equation [59,60]:

dM/dt = −γ (M × Heff ), (7)

where γ is the gyromagnetic ratio. The Heff is composed of
the externally applied field Hext, the anisotropy field Ha, and
the demagnetization field Hd. The interaction between light
and medium will generate a transient field H t , which may
deviate from M, and so upon laser excitation, M will start

to rotate around a new Heff . As an example, we consider a
combined effect of ICME and PMA on the M dynamics in
a thin YIG film. The behavior of M at different timescales
is illustrated in Fig. 1 for the case of in-plane fields Hext

implemented in the TRMOKE experiments of this work.
Before the laser pulse reaches the sample (t < 0), M is nearly
aligned along Hext if Ha is much smaller than Hext. During the
laser pulse excitation (0 < t � τ ), ICME causes an impulsive
field H ICME, which is strong enough to rapidly tilt M, and
meanwhile PMA generates HPMA. Normally HPMA is much
weaker than H ICME, so we assume that HPMA can be neglected
during this period. The correctness of this assumption is proved
later in Results and Discussion. After the pump excitation
finishes (t > τ ), H ICME vanishes, whereas HPMA still remains,
as the ion redistribution caused by the laser pulse is displacive.
Hence, right after the vanishing of the pump pulse, M becomes
M(t = τ ) = M0(t = 0) − τγ (M0 × H ICME), which will then
precess around Heff = Hext + Ha + Hd + HPMA. This sce-
nario is also applicable for cases when IFE generates a strong
impulsive field, H IFE.

III. EXPERIMENT

We studied two undoped Y3Fe5O12 films (d = 30 nm)
epitaxially grown on the GGG substrate (100) and (111) by
pulsed laser deposition. Although the two films are nominal
pure YIG, the oxygen vacancies/defects during growth were
unavoidable, thus resulting in some Fe2+ ions. Both samples
are monocrystalline as determined from the reflective high-
energy electron diffraction, and their Curie temperature Tc is
∼550 K. The saturated magnetization Ms is ∼140 emu/cm3

and the in-plane magnetic hysteresis loops measured by a
superconducting quantum interference device (SQUID) are
shown in Fig. 2. The hysteresis loops are nearly square-shaped
and quite narrow, so the magnetocrystalline anisotropy is very
small.

The ultrafast laser-induced M dynamics of the two samples
were studied using the TRMOKE technique. The schematic
experimental geometry is shown in Fig. 3. The ultrafast laser
with a pulse width of ∼100 fs, a repetition rate of 1 kHz, and

224430-3



L. Q. SHEN et al. PHYSICAL REVIEW B 97, 224430 (2018)

FIG. 2. Magnetic hysteresis loops measured by SQUID for (a) YIG (100) with Hext ‖ [010], and (b) YIG (111) with Hext ‖ [011̄]. The inset
of Fig. 1(a) shows static MOKE signals and calculated out-of-plane Mz (solid line) for Hext at ∼6◦ with respect to the sample plane.

a central wavelength of 800 nm emitted from a Ti: sapphire
amplifier system was split into two beams for use as the pump
and probe. We used a 400-nm pulse generated by a beta barium
borate crystal for the pump incident perpendicularly and an
800-nm pulse for the probe at an incident angle of ∼45◦. The
use of different wavelengths of the pump and probe helped
avoid scattering signal in the measurements. The pump fluence
was as low as ∼3 mJ/cm2, much smaller than that used for
excitation of garnets in the literature. The polarization rotation

(θP) of the reflected probe pulses was detected by a balanced
detector in combination of a half-wave retarder and a Wollaston
prism. A vector magnet was used to provide magnetic fields
Hext along arbitrary directions in the sample plane. We only
detected the out-of-plane M component (Mz) because no Kerr
rotation signals from the in-plane M component could be
resolved in the static MOKE measurements using the in-plane
Hext. The inset of Fig. 2(a) shows the static MOKE signal
(θs) measured with Hext applied at ∼6◦ with respect to the

(a)

FIG. 3. (a) Experimental geometry in {x,y,z} and {X, Y, Z} coordinate systems, (b) XRD ϕ-scan for YIG (100) with first peak at ϕ = 45◦,
and (c) XRD ϕ-scan for YIG (111) with first peak at ϕ = 108◦.
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(a) (b)

FIG. 4. Polarization rotation θP of the probe beam as a function of time delay in (a) YIG (100) and (b) YIG (111) excited by pump pulses
with linear, and right- and left-circular polarizations.

film plane of YIG (100). We note that there is no abrupt θs

jump corresponding to the in-plane M reversal close to zero
field. However, the θs shows a gradual change with the Hext

sweeping between ±3 kOe. Such a MOKE response is caused
by the Mz which enhances with the increasing Hext. The solid
curve represents the ratio of Mz versus Ms determined by Hext

and Hd. Actually, the MOKE response from the Mz was also
confirmed from the measured field orientation-dependent M
dynamics as discussed later.

For quantitative analysis of the M dynamics using the
macroscopic model, we define two sets of coordinate systems.
One is {x,y,z} with x and y along the sample edges and z

perpendicular to the sample surface. The other is {X, Y, Z}
with X and Y along the certain in-plane crystallographic ori-
entations and Z normal to the sample surface. We determined
the in-plane crystal orientations by x-ray diffraction (XRD)
ϕ-scan as shown in Figs. 3(b) and 3(c). In YIG (100) as an
example, the incident x ray was set at the diffraction angle
of the crystal face (888), and the sample was tilted to lay the
crystal face (888) in the horizontal plane. We then rotated the
sample around its normal to perform the XRD ϕ-scan. The
first peak position appears at ϕ = 45◦, which corresponds to
the angle of the intersection of the crystal faces (100) and (888)
([011̄] or [011]) with respect to the sample edge of the x axis
along [010]. The measured crystal orientations of YIG (100)
and YIG (111) films in the {X, Y, Z} coordinate system for use
in the TRMOKE measurements are listed in Fig. 3(a). Here,
θE and θH denote the angle of the laser electric-field E and
magnetic-field Hext with respect to the y axis, respectively.
In the real TRMOKE measurements, a small magnetic-field
component along the z direction may exist and we define it as
hHext, where h � 1. β denotes the angle of the X axis with
respect to the x axis, e.g., 45◦ for YIG (100) and 30◦ for YIG
(111). Note that all the angles are defined by counterclockwise
rotation. We also define θ1 = θH + β and θ2 = θE + β for
calculations in the {X, Y, Z} coordinate system.

IV. RESULTS AND DISCUSSION

In this section, we first show the TRMOKE results of
YIG (100) for different pump polarization and Hext. Then,
analytical expressions of the precession phase and amplitude
as a function of the polarization direction θE are given using

the model in Sec. II. Following that, we conduct a fit of the θE-
dependent precession data using the analytical expressions to
obtain the fourth-rank susceptibility parameters for calculation
of H t . The calculated H t enables us to distinguish the contri-
butions of ICME and PMA to the M-precession excitation. In
addition, we analyze the θE-dependent nonoscillating signals
in the TRMOKE results. Finally, we show the TRMOKE
results in YIG (111) and repeat the analysis. It is important
to note that we used the same fourth-rank susceptibility
parameters for both samples.

A. Comparison of circularly and linearly polarized
light excitation

Figure 4 shows the polarization rotation (θP) as a function
of the time delay (t) in YIG (100) and YIG (111) films excited
by ultrafast laser pulses of right-circular, left-circular, and
linear polarizations. All these curves were obtained at the
same field of Hext = 0.3 kOe, and θH = 10◦. We note that
linearly polarized pump pulses can trigger in both samples the
M precessions, manifested as the periodic oscillations in θP(t),
whereas the circularly polarized pulses can hardly excite any
precession. Actually, we could barely observe any oscillations
under various Hext for circularly polarized laser excitation.
Such an apparent polarization dependence of spin-precession
excitation is consistent with the excitation mechanism of a
nonthermal effect. Moreover, we can exclude the H IFE as the
driving force of spin precessions since the IFE is just produced
by the circularly polarized light. In Eq. (4) and Eq. (5), k and
gM determine the strength of H IFE and H ICME, so we believe
that k is very small compared to gM . In addition to the M
precession, a decayed nonoscillating signal appears in both
samples, which will be discussed later.

B. TRMOKE for different θE and Hext in YIG (100)

We then measured the dependence of θP(t) on the polar-
ization direction (θE) of the linearly polarized pump laser, as
shown in Fig. 5. We fitted each θP(t) curve with the function
of

θP(t) = Aexp(−Bt) sin (2πf t + C) + A0 exp (−t/t0)

+A1 exp (−t/t1) (8)
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FIG. 5. θP(t) for different (a) polarization direction θE , (b) field orientation θH , and (c) field strength Hext in YIG (100). Solid lines represent
fittings to Eq. (8). (d) The field strength Hext dependence of precession frequency f . The solid line is a fitting using the Kittel formula. (e) An
example of the three components in θP(t) obtained from the fitting to Eq. (8).

where the first term represents the damped oscillations cor-
responding to the M precession, and the second and third
terms represent the fast-decay and slow-decay nonoscillating
signals, respectively. An example of the fitting curve with three
components is shown in Fig. 5(e). From the fitting results, we
obtained the precession amplitude A and phase C as a function
of θE shown in Fig. 6, and the amplitude A0 and A1 as a function
of θE shown in Fig. 7.

To confirm that the oscillations originate from the M pre-
cession, we also measured θP(t) for different field orientation
(θH ) and strength (Hext), as shown in Figs. 5(b) and 5(c),
and thereby we obtained the field-strength dependence of
precession frequency f as shown in Fig. 5(d). A reasonable
good fit of the f versus Hext using the Kittel formula (details
are in Appendix A) was achieved. The Ha determined from the

fit is as small as ∼10 Oe, in accordance with the hysteresis loop.
Because Ha is small, f shows no apparent θH dependence. In
addition, we note from Fig. 5(b) that the precession amplitude
A is nearly identical for Hext along the x axis (θH = 90◦) and y

axis (θH = 90◦). This result confirms that the oscillating Kerr
signals are caused by the polar Mz component because there is
no precessing longitudinal Mx component for θH = 90◦ [61].
The nonoscillating signals show no field dependence, and thus
we rule out the MOKE contributions to them.

The observation of strong dependence of precession am-
plitude A and phase C on θE confirms that the excitation
mechanism is due to the nonthermal effect. In order to further
distinguish the contributions from ICME and PMA to the
M-precession excitation, we conduct in the next part a detailed
analysis of θE-dependent A and C using the model developed
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FIG. 6. Polarization direction (θE) dependence of (a) amplitude A, (b) phase C, (c) A sin C, and (d) A cos C of the M precession in YIG
(100). The red lines are fitting curves considering a combination of ICME and PMA effects, and the blue and green lines represent the separate
contributions of the ICME and PMA, respectively.

in Sec. II. We will also discuss the origin of the nonoscillating
signals.

C. Analysis of θE dependence of polarization
rotation in YIG (100)

In Sec. II, we have presented a phenomenological model to
describe the M precession. Now, we will apply it to identify
the underlying mechanism, ICME or PMA or a combination
of them.

For convenience of analyzing the M precession observed
in the time domain, we adopted the strategies developed
by Yoshimine et al. [39]. M(t = τ ) is decomposed into
two vectors of u1 and u3, which represent the components
normal and parallel to Heff , respectively [see Fig. 1(e)].
Another vector u2, satisfying the condition of |u1| = |u2|,
u2⊥Heff , and u2⊥M(t = τ ), is also introduced. After neglect-
ing the damping, the M precession can then be described as
follows:

M(t > τ ) = u1 cos 2πf t + u2 sin 2πf t + u3. (9)

FIG. 7. (a) Polarization direction (θE) dependence of the amplitudes of fast-decay and slow-decay nonoscillating signals in YIG (100). The
solid line represents a fitting by the sinusoidal function. (b) Illustration of the orientationally inequivalent octahedral Fe sites in YIG (100).
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Here,

u1 = M(t = τ ) − M(t = τ ) · Heff

|Heff |2
Heff , (10a)

u2 = − M(t = τ ) × Heff

|Heff | , (10b)

u3 = M(t = τ ) · Heff

|Heff |2
Heff . (10c)

Let us expand the first term on the right side of Eq. (8), and
so it becomes

φK(t) = exp(−Bt)[A sin C cos 2πf t + A cos C sin 2πf t].

(11)

The Kerr rotation of the probe pulses is proportional to the
Mz component

φK = KMz, (12)

and therefore, after neglecting the decay of the M precession,
we end up with

K(u1)z = A sin C, (13a)

K(u2)z = A cos C. (13b)

To determine M(t = τ ) and Heff , we need to first establish
the fourth-rank polar tensor g and a from the crystal point
group and the experimental geometry. According to the lattice
structure, crystal point group of m3m is given for the bulk
YIG. Here we neglect the surface-induced symmetry breaking.
Compared to the surface region (∼ 1 nm), 30 nm may be thick
enough for the sample to manifest the bulk effect instead of the
surface effect. For YIG (100), the X-, Y -, and Z axes represent
[011̄], [011], and [100], respectively, and the x-, y-, and z-axes
represent [010], [001], and [100], respectively. By considering
the experimental geometry, only three independent nonzero
components of g (same for a) remain in the {x, y, z} coordinate
system as follows (see detailed information in Appendix B):

gxxxx = gyyyy = g1, (14a)

gxxyy = gyyxx = gxxzz = gyyzz = g2, (14b)

gxyxy = gyxxy = gxyyx = gyxyx = g3. (14c)

After substituting Eq. (14) into Eq. (5) and Eq. (6) and
neglecting the second-order small terms (e.g., h2 terms), we
obtain the expressions for H ICME (HPMA can be obtained by
replacing g with a):

(H ICME)x = χHextE2
0

8π

(
g1 + g2

2
cos θ1 + g1 − g2

2
cos θ1 cos 2θ2 + g3 sin θ1 sin 2θ2

)
, (15a)

(H ICME)y = χHextE2
0

8π

(
g1 + g2

2
cos θ1 − g1 − g2

2
sin θ1 cos 2θ2 + g3 cos θ1 sin 2θ2

)
, (15b)

(H ICME)z = χHextE2
0

8π
(hg2) (15c)

Here, we define M0 = χHext. So far, we have already obtained all the expressions needed for Eq. (13), which can then be
written as

A sin C = K(u1)z = K
χ2HextE2

0

8π

[(
τγHext

g1 − g2

2
sin 2θ1 cos 2θ2 − τγHextg3 cos 2θ1 sin 2θ2

)

+
(

−h(a1 − a2)

2
cos 2θ1 cos 2θ2 − ha3 sin 2θ1 sin 2θ2 − h

(
a1 + 3a2

2

))]
(16a)

A cos C = K(u2)z = K
χ2HextE2

0

8π

[(
hτγHext

g1 − g2

2
cos 2θ1 cos 2θ2 + hτγHextg3 sin 2θ1 sin 2θ2 + hτγHext

(
g1 − g2

2

))

+
(

−a1 − a2

2
sin 2θ1 cos 2θ2 + a3 cos 2θ1 sin 2θ2

)]
(16b)

To ensure the accuracy, we also used the coordinate system
{X, Y, Z} to repeat the above calculations. The two results
are identical considering the symmetry rotation operation.
Detailed calculations are shown in Appendix C.

Now we can fit our experimental results of θE dependence of
A sin C and A cos C using Eq. (16). We obtained a reasonably
good fit for the amplitude A and phase C as shown in Fig. 6.
The fitting values of g and a are listed in Appendix D. We then
use these values to calculate the separate contributions from
ICME and PMA to A and C as shown in Fig. 6. The results
indicate that both effects have contributions, but the ICME is
dominant for the following reasons.

The ICME has much larger contribution to the amplitude
A compared to the PMA. Moreover, the measured phase C is
consistent with the phase calculated from the ICME, while it
deviates quite a bit from the phase calculated from the PMA. It
is important to note that for all θE , the phase C is very close to
90◦ or 270◦. Hence, A sin C is relatively large and determined
by ICME, whereas A cos C resulting from PMA is close to 0
and looks irregular [see Figs. 6(c) and 6(d)]. This phase char-
acteristic indicates that M always has the largest z component
when it starts precessional motion around Heff . It can thus be
inferred that H ICME lies mainly in-plane and is large enough
to drive M out of the sample plane. Note that the amplitude A

224430-8



DOMINANT ROLE OF INVERSE COTTON-MOUTON EFFECT … PHYSICAL REVIEW B 97, 224430 (2018)

FIG. 8. Calculated z component of M(t = τ ) versus θE in YIG
(100).

decreases to the minimum when the phase C changes 180◦ at
θE ≈ 90◦, indicating that the direction of H ICME has switched
from one side to the other side of the M according to Eq. (7).
This result can be understood from the calculated z component
of M(t = τ ) induced by the in-plane H ICME (see Fig. 8),
which almost coincides with the red curve of the amplitude
versus θE in Fig. 6(a). The out-of-plane H ICME component does
not depend on θE [see Eq. (15c)], thus it should not account
for the observed θE-dependent M precession. Actually, the
out-of-plane H ICME component must be significantly smaller
than the in-plane H ICME component, because otherwise the
phase would greatly deviate from 90◦ or 270◦. This reasoning
is supported by Eq. (15) and the fitting results shown in
Appendix D, which show that g1 and g2 are comparable
whereas g3 is much smaller. For the same reason, we can
also rule out dominant contributions from the z component
of HPMA. Moreover, if the in-plane HPMA would alternatively
dominate the precession excitation, the phase would be close
to 0◦ or 180◦, in contrast to the observed results. Actually, we
notice that g is approximately five orders of magnitude larger
than a (see Appendix D), which also gives strong evidence that
ICME is dominant even considering that the duration time of
H ICME is more than three orders of magnitude shorter than the
precession period or the duration time of HPMA. This result
thus proves the correctness of the assumption that the PMA
can be neglected during the laser pulse interaction.

From the fitting parameters, we can calculate the field
orientation (θH )-dependent precession amplitude. The
calculation reveals approximately equal amplitude A

for θH = 0◦ and θH = 90◦, and almost zero amplitude
around θH = 45◦, in agreement with the measured results
in Fig. 5(b). The direct comparison of precession phase
is not straightforward because the small out-of-plane field
component may change sign for different θH . This sign
change will result in opposite Mz components and thus induce
180◦ phase shift in the precession signals. Nevertheless, the
measured phase is always close to an integral multiple of 90◦
for various θH as is expected for the ICME.

We have mentioned above that there exist two nonoscillating
signals that can be fit by two exponential functions. The
fast decay signals have a lifetime of t0 ≈ 70 ps, and the

slow decay signals exhibit a long lifetime of t1 > 1 ns. The
amplitudes A0 and A1 versus θE satisfy the sinusoidal function
as shown in Fig. 7(a). We consider these two signals are from
the light-induced birefringence depending on the optically
rectified polarization, which is explained in the following. As
described in Sec. III, oxygen defects/vacancies were unavoid-
ably introduced in YIG films during the growth. Due to these
oxygen vacancies, some octahedrally coordinated Fe3+ ions
will change their valence and become the strongly anisotropic
Fe2+ ions, resulting in four magnetically inequivalent distorted
octahedral sites [44]. Each octahedral site has a trigonal axis
orientated along one of the four body diagonals of the cubic
crystallographic cell as shown in Fig. 7(b) [62]. Fe2+ ions
are randomly distributed among these four sites before light
illumination. The linearly polarized laser excites these ions
with different probabilities for two orientationally inequivalent
X and Y sites, while the total absorption remains unchanged.
The probabilities of the electrons that can be excited in X and
Y sites are as follows [44]:

σX = �P [1 + D(1 + sin 2θE)/2], (17a)

σY = �P [1 + D(1 − sin 2θE)/2]. (17b)

Here, � is a numerical coefficient, P denotes the light
intensity, and D is a phenomenological constant. Such an
anisotropic excitation leads to a transient electric polarization
with various orientations and strengths depending on θE. It thus
produces the birefringence effect which generates the observed
polarization rotation θP of the probe beam. We speculate
that the fast decay component represents the relaxation of
the photoexcited high-energy electrons to the lowest-energy
excited states, whereas the slow-decay component indicates
that the resultant charge redistribution is long-lived. According
to Eq. (17), θP should reach a maximum value with opposite
sign for θE = 45◦ and θE = 135◦. This behavior is indeed
confirmed in Fig. 7(a). Due to the limited time delay in the
TRMOKE measurements, we cannot resolve the long-lived
θP induced by the heat from that induced by the charge
redistribution. The heat causes a long-lived isotropic signal
superimposed onto the anisotropic θP, yielding an offset of the
long-lived θP above zero. Actually, the anisotropic excitation
also accounts for the θE-dependent PMA, which is maximal
for θE = (2n + 1) × 45◦, in agreement with the results of
the literature [31]. In addition, these long-lived nonoscillating
signals indicate that the lifetime of PMA is much longer than
the laser pulse duration and is comparable to the M-precession
period, supporting the model described in Sec. II.

D. TRMOKE for different θE and Hext in YIG (111)

Figure 9 shows θP(t) for different θE and Hext in YIG (111).
The θP(t) exhibits strong dependence on θE and Hext. We an-
alyzed these results in a similar way as in YIG (100). First, we
have confirmed that the oscillation component is due to the M
precession from the field-strength dependence of f as shown
in Fig. 9(d). The fit of f versus Hext using the Kittel formula
reveals very small Ha (see Appendix A). The θE dependence of
the nonoscillating signals in YIG (111) [see Fig. 9(e)] shows
similar characteristics as in YIG (100). Both the fast-decay
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FIG. 9. θP(t) in YIG (111) for different θE of linearly polarized pump pulses (a), and different field orientation θH (b) and strength Hext (c).

The solid lines represent fits to Eq. (8). (d) Field-strength dependence of precession frequency f . The solid line is a fit using the Kittel formula.
(e) The amplitudes of nonoscillating signals versus θE in YIG (111).

and slow-decay signals versus θE are sinusoidal functionlike,
representing two relaxation processes discussed above.

Next, we have analyzed the θE dependence of amplitude
A and phase C in YIG (111) shown in Fig. 10 using the
same macroscopic model as implemented in YIG (100). To

obtain the fourth-rank tensor g′ and a′ in YIG (111), we
can just do rotation operations of the YIG (100) (shown
in Appendix E) because only the bulk effect is consid-
ered in both samples. The relation between g and g′ is as
follows:

g′
XXXX = g′

YYYY = g′
1 = 1

2
g1 + 1

2
g2 + g3

g′
XXXZ = −g′

XYYZ = −g′
YXYZ = −g′

YYXZ = g′
XXZX = −g′

XYZY = −g′
YXZY = −g′

YYZX = g′
2 =

√
2

6
g1 −

√
2

6
g2 −

√
2

3
g3

g′
XXYY = g′

YYXX = g′
3 = 1

6
g1 + 5

6
g2 − 1

3
g3

g′
XXZZ = g′

YYZZ = g′
4 = 1

3
g1 + 2

3
g2 − 2

3
g3

g′
XYXY = g′

YXXY = g′
XYYX = g′

YXYX = g′
5 = 1

6
g1 − 1

6
g2 + 2

3
g3. (18)
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FIG. 10. Polarization direction θE dependence of (a) amplitude A, (b) phase C, (c) AsinC, and (d) AcosC of the M precession in YIG (111).
The red lines are fitting curves considering a combination of ICME and PMA; the blue lines and green lines represent the separate contributions
of ICME and PMA, respectively.

Thus, H ICME in YIG (111) can be written as (HPMA can be obtained by replacing g′ with a′)

(H ICME)X = χHextE2
0

8π

(
g′

1 + g′
3

2
cos θ1 + g′

1 − g′
3

2
cos θ1 cos 2θ2 + hg′

2 cos 2θ2 + g′
5 sin θ1 sin 2θ2

)
, (19a)

(H ICME)Y = χHextE2
0

8π

(
g′

1 + g′
3

2
sin θ1 − g′

1 − g′
3

2
sin θ1 cos 2θ2 − hg′

2 sin 2θ2 + g′
5 cos θ1 sin 2θ2

)
, (19b)

(H ICME)Z = χHextE2
0

8π
(g′

2 cos θ1 cos 2θ2 − g′
2 sin θ1 sin 2θ2 + hg′

4). (19c)

We end up with the analytical expression of Eq. (13) in YIG (111) as follows:

A sin C = K(u1)Z = K
χ2HextE2

0

8π

[
τγH0

(
g′

1 − g′
3

2
sin 2θ1 cos 2θ2 + hg′

2 sin(θ1 + 2θ2) − g′
5 cos 2θ1 sin 2θ2

)

+
(

−h(a′
1 − a′

3)

2
cos 2θ1 cos 2θ2 − ha′

5 sin 2θ1 sin 2θ2 − a′
2 cos(θ1 + 2θ2) − h

(
a′

1 + a′
3

2
+ a′

4

))]
, (20a)

A cos C = K(u2)Z = K
χ2HextE2

0

8π

[
τγH0

(
h

g′
1 − g′

3

2
cos 2θ1 cos 2θ2 − g′

2 cos (θ1 + 2θ2) + hg′
5 sin 2θ1 sin 2θ2

+ h

(
g′

1 + g′
3

2
− g′

4

))
+

(
−a′

1 − a′
3

2
sin 2θ1 cos 2θ2 − ha′

2 sin(θ1 + 2θ2) + a′
5 cos 2θ1 sin 2θ2

)]
. (20b)

We used Eq. (20) and the fitting values of g and a in YIG
(100) to fit the θE-dependent A and C in YIG (111). The fitting
results are reasonably good, as can be seen in Fig. 10.

Based on the above results, we come to the conclusion that
the underlying mechanism to stimulate the M precession in

YIG (111) is a combination of ICME and PMA, but the ICME
is dominant, very similar to YIG (100). However, there exists
some difference. The phase C induced by the ICME in YIG
(111) changes gradually from 90◦ to −90◦ when θE is in the
range of 90◦–120◦ as shown in Fig. 10(b), whereas it shows
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FIG. 11. Calculated z component of M(t = τ ) versus θE in YIG
(111).

an abrupt change in YIG (100). This is due to the difference
of the z component of H ICME. This component in YIG (100)
is extremely small, thus having very limited influence on the
phase, but it is much larger in YIG (111), as can be seen from
the comparison of Eq. (15c) and Eq. (19c). When the in-plane
H ICME and M are nearly parallel for θE between 90◦ and 120◦,
the Mz component induced by the in-plane H ICME is small, as
shown in Fig. 11. Consequently, the influence of (H ICME)z
on the M precession becomes significant, thus resulting in
the large deviation of phase from ±90◦. In this case, ICME
contributes to both A sin C and A cos C.

V. CONCLUSIONS

In conclusion, we have demonstrated that in undoped
YIG films excited by 400-nm ultrafast laser, only linearly
polarized pulses can trigger the coherent M precession. The
precession phase and amplitude show strong dependence on the

polarization direction. The underlying mechanism is a com-
bination of two distinct nonthermal photomagnetic effects:
the impulsive ICME and the displacive PMA. However, the
ICME plays the dominant role in the M-precession excitation.
We can use the same fourth-rank susceptibility tensors to
describe the H ICME and HPMA in the YIG (100) and YIG (111),
indicating that the bulk effect overwhelms the surface effect in
the 30-nm-thick YIG films.
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APPENDIX A: THE KITTEL FORMULA IN
YIG (100) AND (111)

The in-plane magnetocrystalline anisotropy energies for
YIG (100) and YIG (111) are expressed as follows:

FK(100) = K1

4
sin22θ, (A1a)

FK(111) = K1

4
+ K2

108
(1 − cos 6θ ), (A1b)

where θ represents the azimuthal angle of the magnetization
M, and K1 and K2 are magnetic anisotropy constants. It is
plausible to neglect the K2 term in YIG (111) because it is very
small. In the case of in-plane external magnetic field Hext, we
obtain the precession frequency f for YIG (100) and (111) as
follows:

f(100) = γ

√[
Hext cos (ξ − θ) +

(
2K1

μ0Ms
cos 4θ

)][
Hext cos (ξ − θ ) +

(
4πMs + K1

μ0Ms

(
2 − sin22θ

))]/
2π (A2a)

f(111) = γ
√

[Hext cos (ξ − θ )][Hext cos (ξ − θ ) + 4πMs]/2π, (A2b)

where ξ represents the angle of the external field Hext with respect to the easy axis, and Ms denotes the saturation magnetization.

APPENDIX B: FOURTH-RANK POLAR TENSOR FOR YIG (100)

For crystals with m3m group point, the symmetry operations are as follows:

S1: xy mirror S2: xz mirror S3: yz mirror S4: C4 symmetric axis

⎛
⎝1 0 0

0 1 0
0 0 −1

⎞
⎠

⎛
⎝1 0 0

0 −1 0
0 0 1

⎞
⎠

⎛
⎝−1 0 0

0 1 0
0 0 1

⎞
⎠

⎛
⎝cos θR − sin θR 0

sin θR cos θR 0
0 0 1

⎞
⎠

where θR is 360◦/n for the Cn symmetric axis.
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The elements of fourth-rank polar tensor g stay unchanged
for the symmetry operation S,

gi ′j ′k′l′ =
∑

Si ′iSj ′j Sk′kSl′lgijkl . (B1)

Applying the operations of S1–S4, we found only three
nonzero independent components,

gxxxx = gyyyy = g1

gxxyy = gyyxx = gxxzz = gyyzz = g2

gxyxy = gyxxy = gxyyx = gyxyx = g3.

(B2)

APPENDIX C: CONVERSION BETWEEN {x, y,z} AND
{X, Y, Z} IN YIG (100)

For YIG (100), X-, Y -, and Z-axes represents [011̄],
[011], and [100], respectively. x-, y-, and z-axes represent
[010], [001], and [100], respectively. According to the crystal
symmetry, gijkl under {X, Y, Z} can be written as

gXXXX = gYYYY = g1′

gXXYY = gYYXX = g2′

gXXZZ = gYYZZ = g3′

gXYXY = gYXXY = gXYYX = gYXYX = g4′ .

(C1)

The absolute value of a physical quantity should maintain
unchanged after the transformation of the coordinate system.
The transformation matrix for rotation by a counterclockwise
angle θR is

Rθ =
⎛
⎝ cos θR sin θR 0

− sin θR cos θR 0
0 0 1

⎞
⎠. (C2)

By applying the angle θR = β = 45◦ into the rotation
operation between {X, Y, Z} and {x, y, z}, we obtain the
relationship of the gijkl in two different coordinate systems
as follows:

gxxxx = gyyyy = g1 = 1
2g1′ + 1

2g2′ + g4′

gxxyy = gyyxx = g2 = 1
2g1′ + 1

2g2′ − g4′

gxxzz = gyyzz = g2 = g3′

gxyxy = gyxxy = gxyyx = gyxyx = g3 = 1
2g1′ − 1

2g2′ .

(C3)

Then we obtain the expanded expression for Eq. (13) in
{X, Y, Z}:

A sin C = K(u1)Z = K
χ2HextE2

0

8π

[(
τγHext

g1′ − g2′

2
sin 2θ1′ cos 2θ2′ − τγHextg4′ cos 2θ1′ sin 2θ2′

)

+
(

−h(a1′ − a2′ )

2
sin 2θ1′ cos 2θ2′ − ha4′ sin 2θ1′ sin 2θ2′ − h

(
a1′ + a2′

2
+ a3′

))]
, (C4)

A cos C = K(u2)Z = K
χ2HextE2

0

8π

[(
hτγHext

g1′ − g2′

2
sin 2θ1′ cos 2θ2′ + hτγHextg4′ sin 2θ1′ sin 2θ2′

+ hτγHext

(
g1′ + g2′

2
− g3′

))
+

(
−a1′ − a2′

2
sin 2θ1′ cos 2θ2′ + a4′ cos 2θ1′ sin 2θ2′

)]
(C5)

By considering θ1′ = θ1 − β, θ2′ = θ2 − β and z ‖ Z, the expressions of perpendicular components of u in {x, y, z} and
{X, Y, Z} coordinate systems are identical.

APPENDIX D: g AND a PARAMETERS

The fitting parameters of g and a for YIG (100) and YIG (111) are as follows:

g1 g2 g3 a1 a2 a3

107145 59525 14880 0.8 0.5 −0.2

The parameters of g′ and a′ for YIG (111) calculated from g and a are as follows:

g′
1 g′

2 g′
3 g′

4 g′
5

98215 −4209.6 62501.7 65478.3 17856.7
a′

1 a′
2 a′

3 a′
4 a′

5

0.45 −0.16 0.62 −0.73 −0.08
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APPENDIX E: ROTATION OPERATIONS BETWEEN YIG (100) AND YIG (111)

We obtain g′
i ′j ′k′l′ in {X, Y, Z} of YIG (111) from gijkl in {x, y, z} of YIG (100) using g′

i ′j ′k′l′ = ∑
Ri ′iRj ′jRk′kRl′lgijkl with

R = Rz Ry Rx . Here, Rz rotates {x, y, z} to {x1, y1, z1} around the z axis by the angle θR3. Ry rotates {x1, y1, z1} to {x2, y2, z2}
around the y1 axis by the angle θR2. Rz rotates {x2, y2, z2} to {X, Y, Z} around the x2 axis by the angle θR1.

Rz Ry Rx⎛
⎝ cos θR3 sin θR3 0

− sin θR3 cos θR3 0
0 0 1

⎞
⎠

⎛
⎝cos θR2 0 − sin θR2

0 1 0
sin θR2 0 cos θR2

⎞
⎠

⎛
⎝1 0 0

0 cos θR1 sin θR1

0 − sin θR1 cos θR1

⎞
⎠

Converting from {x, y, z} in YIG (100) to {X, Y, Z} in YIG (111), we have θR3 = 45◦, θR2 = cos−1
√

3
3 , and θR1 = 0◦. Hence,

the total rotation operation can be written as

R =
⎛
⎝ cos θR2 cos θR3 cos θR2 sin θR3 − sin θR2

sin θR1 sin θR2 cos θR3 − cos θR1 sin θR3 sin θR1 sin θR2 sin θR3 + cos θR1 cos θR3 sin θR1 cos θR2

cos θR1 sin θR2 cos θR3 + sin θR1 sin θR3 cos θR1 sin θR2 sin θR3 − sin θR1 cos θR3 cos θR1 cos θR2

⎞
⎠

=

⎛
⎜⎜⎝

√
6

6 −
√

2
2

√
3

3√
6

6

√
2

2

√
3

3

−
√

6
3 0

√
3

3

⎞
⎟⎟⎠. (E1)
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