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In the recent work of Vlaic et al. [Nat. Commun. 8, 14549 (2017)], it has been shown that Pb nanocrystals grown
on the electron accumulation layer at the (110) surface of InAs are in the regime of Coulomb blockade. This enabled
a scanning tunneling spectroscopy study of the superconducting parity effect across the Anderson limit. The nature
of the tunnel barrier between the nanocrystals and the substrate has been attributed to a quantum constriction of
the electronic wave function at the interface due to the large Fermi wavelength of the electron accumulation layer
in InAs. In this paper, we detail and review the arguments leading to this conclusion. Furthermore, we show that,
thanks to this highly clean tunnel barrier, this system is remarkably suited for the study of discrete electronic
levels induced by quantum confinement effects in the Pb nanocrystals. We identified three distinct regimes of
quantum confinement. For the largest nanocrystals, quantum confinement effects appear through the formation
of quantum well states regularly organized in energy and in space. For the smallest nanocrystals, only atomiclike
electronic levels separated by a large energy scale are observed. Finally, in the intermediate size regime, discrete
electronic levels associated to electronic wave functions with a random spatial structure are observed, as expected

from random matrix theory.

DOLI: 10.1103/PhysRevB.97.214514

I. INTRODUCTION

Atomic clusters and nanocrystals (NCs) offer promising
perspectives for the study of electronic orders and correlations
at the scale of single electronic states in the quantum confined
regime, through statistical analysis of the energy level’s distri-
bution or the study of the spatial structures of the corresponding
wave functions.

The quantum confined regime is reached when the elec-
tronic level spacing § in a NC is larger than the thermal
broadening kg7 and larger than the coupling I' of these
levels to the continuum of states within the metallic electrodes
employed for measurements. In this regime, the energy of the
discrete levels and the spatial distribution of the associated
wave functions depend on the boundary conditions imposed
by the surface of the NC.

The quantum confined regime has been intensively studied
in semiconducting quantum dots (QDots), either in colloidal
QDots [1-11] or in microfabricated QDots [12—17], where the
mean level spacing,
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is large because of the large Fermi wavelength A = 277/ k,
which makes the experimental identification of the discrete
levels in the spectrum easier than in metallic QDots where the
Fermi wavelength is short.

The energy distribution of the electronic levels and the
structure of the associated wave functions is expected to depend
on the location of the energy levels with respect to the Thouless
energy Et = h/t, where 7 is the propagation time of the
electrons across the QDot. With this definition of the Thouless
energy, one finds that the ratio Et/(8) = (47/3)(r/Ap)* =
0.5(r/Ag)* depends only on the ratio of the QDot radius r with
the Fermi wavelength. Two regimes of quantum confinement
can be distinguished with E1/(§) > 1 for the chaotic regime
and E1/(5) < 1 for the regular regime.

The first regime, where the level spacing is smaller than the
Thouless energy, is reached in QDots of radius much larger
than the Fermi wavelength. In this case, for electronic states
whose energy measured with respect to the Fermi energy is
smaller than the Thouless energy, the electronic wave functions
are delocalized on the whole QDot and, consequently, the
electronic states are correlated through their Fermi statistics.
In the presence of electron-electron interactions and disorder,
this leads to the formation of a complex quantum system with
chaotic dynamics [18,19]. The energy levels are expected to
follow a distribution P(g) given by random matrix theory
(RMT) [20,21] characterized by level repulsion P(e — 0) =0
at zero energy as a consequence of Pauli exclusion.
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Furthermore, the wave functions are expected to display large
amplitude fluctuations with random or possibly fractal struc-
ture [22]. This chaotic regime has been studied in micrometer-
sized QDots microfabricated from III-V heterostructures
and measured at millikelvin temperature in dilution fridges
[12—17]. Fluctuations of the amplitude of the wave function
have been observed to govern the statistics of the tunnel
conductance in the Coulomb blockade regime [12,16,22,23].

The second regime, where the level spacing is larger than
the Thouless energy, is reached in QDots of radius smaller than
the Fermi wavelength or, equivalently, the Bohr radius. In that
case, no level repulsion and no chaotic regime is expected.
The electronic states follow a regular pattern described by
atomiclike quantum numbers 1S, 1P, and so on. This regime
has been mostly studied through tunneling spectroscopy on
colloidal QDots by scanning tunnel microscopy (STM) [2-9]
or on-chip tunnel spectroscopy [1,10,11]. STM mapping of
the electronic wave functions has been attempted on colloidal
QDots of InAs [4]. As expected in those nanometer-sized
QDots of radius smaller than the Bohr radius, the wave
functions had simple spherical and toroidal structures expected
for the S and P symmetries, respectively.

Mapping of the random or fractal structure of wave func-
tions of QDots in the chaotic regime has not been achieved so
far. As described above, this chaotic regime can be reached in
large micrometer-sized QDots; however, STM studies of these
microfabricated QDots are not possible. The chaotic regime
can also be reached in nanometer-sized NCs of high carrier
density such as metallic NCs where the Fermi wavelength is
very small. In addition to level repulsion, more spectacular
electronic correlation effects and electronic orders, such as
superconductivity, can also be expected in NCs of high carrier
density.

The study of quantum confinement effects in high carrier
density materials such as metallic and superconducting NCs
is, however, challenging because of the short Fermi wave-
length. For Pb, which has a Fermi energy Er = 9.4 eV, two
Fermi surfaces FS; and FS,, of characteristics wave vec-
tors kp; = 7.01nm™"', kg, = 11.21 nm~"' and effective mass
m* = 1.2m,, one finds that at the temperature 7 = 1.3K,
i.e., thermal broadening kg 7' = 112 eV, a discrete electronic
spectrum is expected for NC volume smaller than 650 nm?,
i.e., a sphere or radius 5.5 nm.

In this nanometer size range, discrete electronic levels in
metallic grains have been observed through tunneling spec-
troscopy of nanofabricated drain-source structures with evapo-
rated aluminum grains [24-26] or chemically synthesized gold
nanoparticles [27].

STM is particularly well adapted to the study of quantum
confinement effects in NCs. The instrument can provide both
a topographic image of the NCs and spectroscopic data with
atomic resolution. This should allow not only the observation
of discrete electronic levels but also a mapping of the corre-
sponding wave functions.

While numerous works exist on the STM study of ultrahigh
vacuum (UHV)-grown metallic clusters strongly coupled to
the substrate [28], the study of quantum confinement effects
in isolated UHV grown NCs has been hampered by two
contradicting requirements: On the one hand, the substrate
should be conducting enough to enable a current path to the

ground; on the other hand, the NCs should also be separated
from this substrate by a second tunneling barrier to preserve
quantum confinement, that is, the coupling I" between the
substrate and the NC should be smaller than the level spacing,
re., I’ <.

To enable the growth of high quality crystalline NCs, this
second tunnel barrier should present a well-ordered surface.
While tunnel barriers on a metallic substrate can be formed
by oxidation or the deposition of a dielectric [29,30], these
extrinsic tunnel barriers usually present poor atomic orders
not suitable for the growth of highly crystalline NCs. To avoid
the use of these extrinsic tunnel barriers, it should be possible
to grow metallic NCs on semiconductor substrates to make use
of the Schottky barrier as a tunnel barrier. Unfortunately, so far,
most published works [31-33] have shown that the Schottky
barriers are usually too opaque to enable electron tunneling at
low energy, <1 eV.

As firstdescribed in Ref. [34], we discovered another type of
intrinsic tunnel barrier on the (110) surface of InAs, suitable for
the study of quantum confinement in nanosized metallic NCs
and enabling tunneling spectroscopy even at very low energy.
The (110) surface of InAs presents an electron accumulation
layer whose Fermi wavelength is about 20 nm. When metallic
NCs are grown on this surface, their electronic coupling with
the electron accumulation layer is strongly reduced when
their lateral size is smaller than this Fermi wavelength. This
phenomenon has been extensively employed in quantum point
contacts where tunnel barriers are obtained by squeezing the
electron gas with top split-gates to a distance smaller than the
Fermi wavelength [35,36].

In the first section of the paper, we review the experimental
data and the arguments leading to the identification of this
new type of intrinsic tunnel barrier. In the second section, we
describe our studies of quantum confinement in Pb NCs. We
identified three distinct regimes of quantum confinement. In
the largest NCs of volume about 100-200 nm?, one observes a
Fabry-Perot regime characterized by discrete quantum levels
with regular spatial structure and energy distribution. In the
smallest NCs of volume about 1 nm?, i.e., atomic clusters, one
observes an atomiclike regime characterized by well-defined
and well-separated atomiclike levels. Finally, in NCs of inter-
mediate volume about 10 nm?>, one finds discrete electronic
levels where the corresponding wave functions have a random
structure. This last regime corresponds to the chaotic regime
as described by RMT. These observations confirm the system
Pb NCs on InAs as the most suitable for the study of quantum
confinement effects in metallic/superconducting NCs.

II. ANEW TYPE OF TUNNEL BARRIER

A. Nanocrystal growth

The NCs are grown on the (110) surface of InAs, for which
an STM image with atomic resolution is shown in Fig. 1(a).
This surface is obtained by cleaving an (001)-oriented sub-
strate, which is n-doped with sulfur to a carrier concentration
of Np ~ 6x10' cm™3. The Pb NCs are obtained by thermal
evaporation of a nominal 0.3 monolayer of Pb on the substrate
heated at 7 = 150 °C.
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As shown on the topographic images, Fig. 1, Pb grows in
the Volmer-Weber, i.e., island mode [28]. Island growth of
metals evaporated on III-V semiconductors has been observed
for various elements on GaAs such as Ag [37-40], Au [31], Fe
[33], as well as metals on InAs such as Co [41,42]. In this paper,
we will focus on the six NCs shown in Figs. 1(c)-1(h). The
corresponding differential images V., z, Figs. 1(i)-1(1), for the
four largest NCs show that the islands are well crystallized and
expose mostly the (111) planes of the cubic face-centered Pb
structure, as indicated by the observation of the characteristic
hexagonal shape of the (111) facets. Surrounding these NCs,
the surface remains free from any adsorbate and atomic
resolution on the (110) InAs surface is possible.

The shape of the NCs is mostly pyramidal as sketched in
Fig. 1(m), where the [110] direction of Pb is oriented perpen-
dicular to the substrate. For this geometry, the height of the
NC is given by 7 = n Xuce xﬁ/4, where uce = 0.495 nm
is the length of the unit cell of Pb; uceuﬁ/4 is the distance
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FIG. 1. (a) 6.5nmx6.5nm atomic resolution image of InAs
(110)(1 V, 30 pA). (b) 3D 150 nmx 150 nm topographic STM image
(1V, 30 pA) of Pb NCs grown on the (110) InAs surface. (¢)—(h) six
topographic images of NCs of different sizes shown with the same
x,y and z scales. (¢), (d), (g), and (h) are 30 nm x30nm, while (e)
and (f) are 10nm x 10 nm. (i)—(1) are Laplacian A,,z(x,y) images of
NCs, corresponding to the topographic images (c), (d), (g), and (h).
The hexagonal dash line on panel (i) highlights the hexagonal shape
of the facet of the NC. (m) Sketch of the pyramidal NC indicating the
main crystallographic directions.

between atomic rows along the [110] direction of Pb and n
is the number of atomic rows. See Supplemental Material
[43] for more details on the determination of crystallographic
orientations.

B. Metal-semiconductor interfaces

To clearly understand the nature of the Pb/InAs interface and
the peculiar nature of the tunnel barrier requires, first review

Mott-Schottky Bardeen model
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FIG. 2. (a) Mott-Schottky model of band-bending, which applies
in the absence of interface states. (b) Bardeen model of band-bending,
which applies in the presence of interface states. (c) The (110)
surface of InAs cleaved in UHV is free of interface states, implying
that the Fermi level is not pinned and the bands remain flat up to
the surface. (d) Because the charge neutrality level Wy; of InAs
is above the conduction band, the deposition of a metal layer on
the top of InAs leads to interface states and an accumulation layer
of electron below the metallic layer. (e) The slope parameter S,
as a function of electronegativity difference for a series of binary
semiconductors extracted from Ref. [44]. Ionic semiconductors, i.e.,
high electronegativity difference, tend to have a large slope parameter,
which implies that the Mott-Schottky model applies. In contrast,
covalent semiconductors such as GaAs and InAs (not shown on the
graph) tend to have a small slope parameter, implying the presence of
alarge density of interface states that pin the Fermi level at the charge
neutrality level, i.e., Bardeen model.
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FIG. 3. (a) The band-bending induced by the tip leads to the
formation of a QDot into the accumulation layer at the surface of InAs.
This QDot has discrete electronic levels that are seen as conductance
peaks into the tunneling spectra shown in panels (b), (c), and (h).
(b) Conductance spectrum dI/dV measured along the red arrow shown
in panel (d). The edges of the conduction and valence bands are clearly
visible, as well as the conductance peaks dues to the discrete levels
in the tip-induced QDot. (c) Zoom at low bias on these conductance
peaks. (d) Pb NC grown on (110) surface of InAs. The red arrow
indicates the line along which the spectra shown in panels (b) and (c)
have been measured. (e) Schematic representation of the Pb NC on
the InAs surface, below which an electron accumulation layer should
exist. (f) 1 umx1pum topographic image of Pb NCs accumulating
along an atomic step edge of InAs. (g) Zoom on the area indicated by
ared arrow on panel (f). (h) Color map of the DC plotted as a function
of sample bias and distance along the arrow indicated on panels (f)
and (g). This color map displays large fluctuations in the energy of the
discrete levels of the tip-induced QDot observed in the energy range
[0-100 meV]. Near zero-bias, a small superconducting gap induced
by proximity effect is observed. The orange curve is a DC curve taken
at the position indicated by dash orange line.

the current understanding of metal/semiconductor interfaces;
see Ref. [44] for a detailed review.

On a semiconductor surface, the adsorption of a metal over-
layer leads to band-bending as sketched in Figs. 2(a) and 2(b).
The barrier height ¢, for the electrons in the conduction band
is given by the relation

®Bn = Sp(Pm — Xs) + (I = Sp)(Wei — Woi), @)

where ¢, is the metal work function, yx; is the semiconductor
electron affinity, W, is the energy of the bottom of the

conduction band, Wy is the charge-neutrality level, and Sy =
% is the slope parameter. This last parameter describes the

dependence of the barrier height on the metal work-function.
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FIG. 4. (a) DC spectra for the six NCs shown in Fig. 1. The spectra
are indicated in order of increasing volume, in units of Anderson
volume. For the largest NCs, I to V, Coulomb peaks and a zero-bias
Coulomb gap are observed, as well as quantum well states indicated
by stars. For the smallest Pb NC (~0.01V gngerson = 1 nm?), the DC
shows only broad atomiclike levels separated by a large energy. No
Coulomb blockade peaks are observed. (b) Substrate-NC capacitance
Cyyp plotted as a function of NC area in contact with the substrate. (c)
Normalized amplitude of the Coulomb peaks as a function of the NC
area. The peak amplitude goes to zero for NC area approaching w A% /4,
where Ar is the Fermi wavelength of the 2D electron accumulation
layer at the InAs surface.

When no interface states are present, the barrier height is given
by the well-known Schottky-Mott formula, ¢g, = ¢m — Xs,
ie, Sy =1 in Eq. (2). In this case, the barrier height is
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proportional to the amplitude of the metal work function. In the
other limit, when interface states are present, the barrier height
is given by the Bardeen formula, ¢, = W — Wy;,i.e., Sy =0
in Eq. (2). In this case, the Fermi level is pinned by interface
states at the charge neutrality level. The charge-neutrality level
separates the electron-type levels from the hole-type levels.
As described in Refs. [44-47], because the interface states
derive from the band structure of the semiconductor, the charge
neutrality level is an intrinsic property of the semiconductor,
which implies that the barrier height does not depend on the
metal work function.

A plot of the slope parameter measured experimentally for
many distinct semiconductors, Fig. 2(e), shows that in III-V
semiconductors, the slope parameter is close to zero, indicating
that the barrier height is set by the Bardeen relation, where
a large density of interface states is induced by the metal
overlayer and leads to a pinning of the Fermi level.

For most III-V semiconductors, the charge neutrality level
lies within the band gap except for small gap materials like
InAs and InSb, where the charge neutrality level has been
found within the conduction band [45,48-50]. Consequently,
the adsorption of a metal overlayer leads to the formation of
an accumulation layer of electrons, as sketched in Fig. 2(d).
In particular, on InAs (110), the Fermi energy is found at
about 100400 meV above the conduction band minimum
upon deposition of different adsorbates such as H, O, N, Cl,
Ag, Au, Ga, Cu, Cs, Na, Sb, Nb, Fe, and Co [51-63]. For Pb,
while no data exists for the (110) surface, it was shown that
one monolayer of Pb on the (100) surface of InAs leads to an
accumulation layer of electrons [64].

Pinning of the Fermi level can also occur at bare UHV
cleaved surfaces as a consequence of native surface defects.
On InAs, this leads to the formation of an accumulation layer
at (100) and (111) surfaces [65,66], but not on the (110) surface
where the band remains flat, Fig. 2(c). This results from the fact
that the (110) surface contains the same number of cations and
anions per unit area. Thus, this surface is intrinsically neutral,
free from defects, and no reconstruction is ever observed for
this surface [45]. Consequently, no pinning of the Fermi level
is ever observed for the UHV cleaved (110) surface.

One remarkable consequence of the absence of Fermi level
pinning is the possibility to shift the conduction band energy
with the electric field induced by the STM tip. This leads to the
formation of a QDot induced by the band bending generated
by the STM tip, as sketched in Fig. 3(a).

C. Tip-induced QDot levels

Figures 3(b) and 3(c) show the differential conductance
(DC) dI/dV measured on the InAs surface at several distances,

from O to 10 nm, of a Pb NC as shown in Fig. 3(d). The
data indicate that the Fermi level is in the conduction band
as expected for this n-doped InAs sample. With a dopant
concentration, Np ~ 6x10'® cm~3, the Fermi level E is 21
meV above the conduction-band minimum. A zoom of these
spectra on the energy range [—150, 100] meV, Fig. 3(c),
shows the presence of small conductance peaks. These peaks
result from tip-induced QDots, as already observed in past
works [50,67]. So far, these tip-induced QDots have been
observed only on the (110) surface of InAs, confirming that
the Fermi level is not pinned at this surface. We also find that
these tip-induced QDots are present near the Pb NCs, which
demonstrates that the surface states induced by Pb deposition
on InAs are only localized below the Pb NC and do not extend
significantly far from the NC, as sketched in Fig. 3(e). If the
Pb-induced interface states were extending far from the NCs,
the Fermi level would be pinned and no tip-induced QDots
would be observed, in contradiction with the experimental
observation. Figure 3(f) shows a large area 1 umx1 um
topographic image where NCs are observed to be accumulating
along an atomic step edge of the InAs substrate. From this
image, a zoom is extracted and shownin Fig. 3(g). Along the
red arrow shown on this last panel, the DC is measured and
shown as a distance-voltage map in Fig. 3(h). This map displays
large variations in the energy of the tip-induced QDot, where
the length scale for the shifts in these energy levels is about
20 nm, which is of the order of the Fermi wavelength of the
accumulation layer. These energy shifts likely result from the
changing electrostatic environment as a consequence of the
presence of the Pb NCs.

D. Coulomb blockade

On NCs of six distinct sizes shown in Fig. 1, representative
DC spectra are shown in Fig. 4(a). They display a Coulomb gap
at zero bias and sharp Coulomb peaks at higher voltage. Similar
DC spectra with sharp Coulomb peaks have been observed
previously [30,68-71]. In Ref. [34], we show that the weak
coupling model of Ref. [69] describes nicely the Coulomb
characteristics observed in the IV curves. This weak coupling
model describes four regimes, labeled I to IV, distinguished
by the ratio Cyjp/ Coyp and the fractional residual charge Qg
on the NC. For our system Pb/InAs, the tip-NC capacitance is
within the range Cy;p ~ 0.1 — 0.5 aF, while the substrate-NC
capacitance is within the range Cyyp, =~ 1 — 10 aF. While both
values are increasing with the NC area A, we find that the
ratio Cyyp/ Cyip ~ 10 is only weakly changing. This value of
the capacitance ratio implies that case III of Ref. [69] applies
to our system, where the residual charge has a negligible

TABLE I. NC parameters.

NC Volume [nm?] NC Height [nm] NC Area [nm?] Ec [meV] Sp1 [meV] Spr [meV] Ethouless [meV]
1 807 5.5 324 14 0.2 0.14 44
1I 627 5 278 15 0.3 0.18 48
I 275 3.8 172 35 0.6 0.4 63
v 160 2.5 120 52 1.1 0.7 75
\'% 10 0.7 15 200 17 11 191
VI 1.5 0.4 5 1040 123 77 364

214514-5



TIANZHEN ZHANG et al.

PHYSICAL REVIEW B 97, 214514 (2018)

Nanocrystal IV

|
]

B

TN AN e oo
e LA LI

o

)
N
E
i

T T -
0.27 0.320.76 0.81

T NI IR N A L 1
-0.5 0.0 0.5 -0.78-0.73-0.27 -0.22

Sample bias [V] Bias [V] Bias [V] Bias [V] Bias [V]
(b) (c)
10
—
8 D
T (bulk bulk)] 3
..................... ho]
—~ 0] D
v o ' 14
~ 6 o) : rQ_Jr
Q 1
= 0 . =
1
4 Oo ! 2
Q ! A
Oo ' o
2t ) :
1) © <>
1d !
0 - L L L :4Abl}lk
0.50 055 -10 -5 0 5 10
Addition voltage 6V,4q [V] SE [meV]

FIG. 5. (a) DC spectra as a function of temperature for NC IV
with V/V  derson = 1.6. The voltage separation between the Coulomb
peaks, i.e., the addition voltage, is indicated by the horizontal bars of
different colors. In the same panels, zoom on the Coulomb peaks
is shown where the maxima are indicated by orange dots. The DC
spectra measured at T, is plotted with a thicker linewidth than other
spectra. (b) The addition voltages as a function of temperature, where
the color of the curves correspond to the horizontal bars indicated
in panel (a). (c) The difference in addition energies between two
charge configurations given by 8 E = 1(8 Vheag — 6 Vrai1), Where the
head (tail) refers to the arrows shown in panel (a). For panels (b)
and (c), the value T,(bulk) is indicated as horizontal dash lines. A
double-headed arrow provides the scale for the energy gap 4 Apy of
bulk Pb.
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FIG. 6. (a) Level spacing extracted from the addition energy
measured above T.. The lines are the calculated mean level spacing,
using relation (1), for the two Fermi surfaces FS; (yellow) and
FS, (pink) of Pb. (b) The scattered symbols are the results from
tight-binding calculations of the level spacing for pyramidal NCs.
The three red triangles are calculated level spacing from flat NCs. The
black line is the average level spacing calculated from the scattered
symbols. The colored lines are the calculated mean level spacings,
using relation (1), for the two Fermi surfaces of Pb.

effect on the width of the Coulomb gap at zero bias. In this
case, the width of the Coulomb gap at zero bias is given
by 6 Vew = ¢/(Csup + Cyip). The voltage interval between the
peaks provides the addition voltage 6 V,qq for an electron, which
is related to the addition energy by 6Vygq = Eaqa/en, where

n= Cﬁ:if"cmh ~ 0.1 is the arm lever.

Figure 4(b), extracted from Ref. [34], shows that Cgy
extracted from the Coulomb gap at zero bias is a linear function
of the NC area A. From this dependence, Cyy, = Ae/d, using
& = 12.3, the dielectric constant of InAs one extracts d = 4 nm
for the effective tunnel barrier thickness. Table I shows a
summary of parameters extracted for these NCs, i.e., the NC
volume, the NC height, the NC area, the Coulomb energy, the
calculated mean level spacing for the two Fermi surfaces of
Pb, and the Thouless energy.

The addition energy, i.e., the energy for adding one electron
into the NC, is given by

2
e
Eeven(odd) = C + (_)2A + 4, (3)
x
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where the first term is the Coulomb energy, the second term
depends on the parity of electron occupation number as a
consequence of the formation of a Cooper pair [72,73], the
third term is the electronic level spacing in the NC.

Thanks to the quality of the tunnel barrier enabling very
sharp Coulomb charging peaks, it has been possible to study,
for the first time by STM, the evolution of the superconducting
parity effect in the Coulomb charging energy across the
Anderson limit [34]. As shown in Fig. 5 for NC IV, in this
experiment, the level spacing is obtained from the difference
between successive addition energies § = § Eyr measured
at high temperature (7' > 7¢.). From the difference between
successive addition energies § = § Err at low temperature, the
superconducting parity effect has been extracted. A detailed
analysis of this parity effect as a function of NC volume is
given in Ref. [34]. A plot of the level spacing extracted from
the addition energies at high temperature is shown in Fig. 6(a).
The strong scattering observed in those data likely reflects the
random structure of the spectrum where the level interval varies
strongly. Despite this scattering, one sees that the relation (1)
for the mean level spacing properly describes the evolution
of the level spacing with decreasing NC volume. Figure 6(b)
shows the level spacing calculated from tight-binding cal-
culations for pyramidal NCs as observed experimentally. In
these calculations, each Pb atom of a NC is characterized by
two s and six p atomic orbitals, including the spin degree of
freedom. The spin-orbit coupling is taken into account. The
hopping terms are written in the two-center approximation
and include interactions up to second-nearest-neighbors. The
tight-binding parameters are given in Supplemental Material
[43]. The calculations can reproduce the average level spacing
as a function of NC volume and, interestingly, the scattering in
the level spacing. For the sake of comparison with experiments,
flat NCs made of four atomic rows were also considered for the
smallest sizes. Interestingly, the average level spacing follows
the same function of the NC volume as for pyramids.

E. Nature of the tunnel barrier

The observation of Coulomb blockade and quantum con-
finement in those Pb NCs raises the question of the nature
of the tunnel barrier between the NCs and the substrate. As
discussed above, no Schottky barrier is expected at metal-InAs
interfaces [45,50] but instead an electron accumulation layer
is expected in the InAs below the Pb NC. The origin of
the tunnel barrier appears clearly after plotting the amplitude
of the charging Coulomb peaks as a function of the NC
area, Fig. 4(c). One sees that the amplitude goes to zero
for a NC area about 7 A%/4 ~ 300 nm?, where Ar = 20 nm
is the Fermi wavelength of the electron accumulation layer
below the Pb NC. This wavelength is calculated assuming
that the Fermi energy Er = 150 meV, of the accumulation
layer is at the charge neutrality level [45,50]. As known from
numerous works with quantum point-contacts formed in 2D
electron gas [35,36], the transmission coefficient T decreases
for constrictions smaller than the Fermi wavelength. Thus, in
our experiment, because the area of NCs is smaller than :A%,
their transmission coefficient with the 2D gas is significantly
smaller than one, which corresponds to a tunneling regime and
explains the observation of the Coulomb blockade.

(a) Nanocrystal IV
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FIG. 7. (a) DC map as a function of sample bias and direction
X measured along the arrow indicated in panel (d). The map shows
that the energy of the Coulomb peaks change with the tip position
as a consequence of the changing tip-NC capacitance. They also
show faint maxima indicated by small red dots. These maxima are
seen more clearly on panel (c). (b) DC maps measured at different
sample voltages on the X-Y area indicated by a red square on panel
(d). At these selected voltages, the QWSs appear as maxima of the
differential conductance along the direction X. The voltage position
of these maxima does not change along the Y direction. This shows
that the energy of the QWSs at any (x,y) point on the NC depends only
on the thickness of the NC, i.e., the length along the (111) direction as
sketched in panel (d). Averaging the DC maps along the Y direction
leads to an X-voltage map shown in panel (c). The vertical red arrows
are located at the voltages of the maps shown in panel (b). They
indicate local maxima that correspond to the QWSs that appear as
vertical lines in panel (b). The red dots are the coordinates of the
QWSs obtained by the phase accumulation model, see text, labeled
by the index (P,n). The energy of the QW Ss changes in the X direction
following the change in the length d ;). These QWSs are also visible
in panel (a), indicated by small red dots.
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Thus, the dielectric thickness d = 4 nm extracted from Cgyy,
above is actually set by the Debye length of the 2D gas and
Cup actually corresponds to the quantum capacitance of InAs.
Finally, a survey of the literature shows that Coulomb blockade
has already been observed in metallic clusters deposited on
InAs [41,42,74]. The nature of the tunnel barrier was not
identified in those works, though.

III. QUANTUM CONFINEMENT

In addition to the Coulomb peaks, the DC curves of Fig. 4(a)
also display additional peaks resulting from discrete levels
induced by the quantum confinement. On the largest NCs I-V,
the peaks are of small amplitude, they are indicated by stars in
Fig. 4(a). On the smallest NC, labeled VI, no Coulomb peaks
are observed but only large atomiclike levels resulting from
strong quantum confinement in this atomic cluster. These three
distinct regimes of quantum confinement are now discussed in
more detail.

To identify the origin of conductance peaks indicated by
stars in Fig. 4(a), Fig. 7(a) shows a DC map as a function
of X-voltage on NC IV, along the arrow shown on the NC
topographic image Fig. 7(d). One can see first, that the voltage
position of Coulomb peaks changes slightly with the tip
position above the NC, as a consequence of the variation in
the tip-NC capacitance Cyp; second, faint local conductance
maxima indicated by red dots. Figure 7(b) shows DC maps as
a function of lateral XY position measured on the square area
indicated by thin lines in Fig. 7(d). These maps are plotted only
at selected bias indicated by red arrows on Fig. 7(c). These
maps show maxima running along the Y direction of the NC,
which is the direction of constant NC height as sketched in
Fig. 7(d). This observation indicates that the observed maxima
are the consequence of quantum confinement along the vertical
direction Z of the NC. Averaging these maps along the Y
direction leads to a DC map as a function of X-voltage, shown
Fig. 7(c), where one sees appearing clear local maxima as in
Fig. 7(a). These local maxima correspond to quantum well
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FIG. 8. (a) DC spectra as a function of sample bias measured at different positions indicated by symbols on the NC shown panel (b). The
spectra display a single Coulomb peak, a Coulomb gap and six discrete electronic levels. (b) Topographic image of the NC. (c¢) DC maps taken
at the different voltages indicated by dash lines on panel (a) on the XY area indicated by a dash red square on panel (b). The Coulomb peak
appears as a Coulomb ring on the DC maps taken at Vg, = 0.222 V and Vg, = 0.235 V.
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states whose energy is essentially controlled by the thickness of
the NC. Similar quantum confinement has also been observed
for (111) oriented 2D Pb thin films grown on silicon, where
the quantum well states have been observed by photoemission
[75] and STM [76,77].

The X-voltage coordinates of these states on the DC map
in Fig. 7(c) can be reproduced properly by the simple phase
accumulation model [75,78]. In this model, the condition for
a standing wave and the formation of quantum well states is

2k(e)Ndy11 + 8¢ = 2mn, “4)

where N is the number of atomic layers traveled by the
electrons in the (111) direction, n is an integer, and §¢ is
an additional phase shift experienced by the electron at the
boundaries of the NC. The different families of quantum
well states are labeled by the index P = 2n — 3N. Thus, this
Fabry-Perot regime of quantum confinement produces states
regularly organized in space and energy and constitutes the
regime of quantum confinement observed in large Pb NCs.

For very small NCs, i.e., atomic clusters, such as NC VI,
of volume about 1.5 nm?, the DC presents large conductance
peaks that result from quantum confinement in all directions of
the NC. This spectrum has an atomiclike look with large energy
level separation about almost 1 eV as visible on Fig. 4(a).
This atomiclike regime constitutes the regime of quantum
confinement observed in atomic clusters.

For intermediate NC volume about 10nm? between the
Fabry-Perot regime and the cluster regime, such as NC V, the
level spacing becomes large enough for the discrete electronic
levels to be seen as small peaks in the DC, as indicated by
dashed lines on Fig. 8(a). For this NC, the Coulomb gap at
zero bias is about 200 mV. The six DC spectra shown in this
figure are extracted from a grid of 128 x 128 = 16384 spectra
taken on the square indicated by dotted lines on the topographic
image in Fig. 8(b). The location where these six spectra have
been taken are indicated by symbols on the topographic map in
Fig. 8(b) and DC maps in Fig. 8(c). From this spectra grid, one
can extract maps of the DC at eight different voltage values,
they are shown in Fig. 8(c). The first six DC maps are taken at
voltage values corresponding to the discrete electronic levels;
they show that the amplitude of these small peaks changes
with the lateral position on the NC. The last two DC maps are
taken at voltages values close to the Coulomb peak value, they
show Coulomb rings that correspond to contours of constant
electrostatic energy.

To quantify the number of discrete levels in the NC, we
run an algorithm on all the 16384 spectra to find all local
maxima on the voltage range [—0.275 V,—0.025 V], as shown
in Fig. 9(a), where the local maxima are indicated by red
dots. Then, a histogram of the voltage positions of the local
maxima is plotted, Fig. 9(b), and shows that there are only six
well-defined peaks on this voltage range.

This observation of six peaks only into the histogram allows
concluding that the electronic spectrum of the NC can be
described, on this voltage range, by only six distinct electronic
levels. From the voltage difference between the peaks, we find
an average level spacing about 35 meV. This value is about
two times larger than the theoretical value calculated for the
Fermi surface FS; and about three times larger than the value
calculated for the Fermi surface FS,, see Table I. For this small
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FIG. 9. (a) DC spectra identical to those shown Fig. 8(a). The
local maxima in the DC curve due to the discrete levels are identified
by red dots. In the voltage range [—0.275 V, —0.025 V], the spectra
can be fitted by the sum of six Lorentzian centered on the voltage
values extracted from the histogram panel (b). The fits are shown as
thin red curves. The green symbols on the left indicate on the maps
shown in panels (c) the XY position where the spectra have been
taken. (b) Histogram of the voltage positions of the local maxima
identified in the 128 x 128 acquired DC spectra. The histogram shows
only six well-defined peaks indicating that only six discrete levels
exist on this energy range. These six voltage values are used as the
voltage positions of the Lorentz functions used to fit the DC spectra,
as shown in panel (a). (c) Maps of the amplitude of the six Lorentzians
as a function of position XY. These maps can be interpreted as maps
of the amplitude of the wave functions associated with the discrete
levels.

NC, an error on the volume by a factor of 2 cannot be excluded,
as this corresponds to a change of 25% for the linear size of
the NC. Furthermore, shell effects or random level distribution
effects could possibly explain this discrepancy between the
measured level spacing and the expected theoretical mean
value. Despite this discrepancy, the small peaks can be safely
assigned to single electronic levels within the Pb NC.

To extract the amplitude of the wave function for each state,
we fit the spectrum on the voltage range [—0.275 V,—0.025
V] with the function (5), i.e., the sum of six Lorentzians
describing the six levels centered at the energies ¢; identified
in the histogram and linewidth I' = 13 meV:

5

A;
p(V) = Z (e — &) +TI2 ®)
i=0
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Following the fit of all spectra, we can plot maps of the
amplitude A; of the Lorentzian as a function of the XY position,
shown in Fig. 9(c). These maps represent the amplitude of the
wave functions associated with the discrete electronic levels.

While mapping wave functions has already been done
previously on InAs QDots [4], where wave functions of simple
spherical or toroidal symmetry were observed, it is the first
time that a map of the wave functions of discrete levels in
metallic NC is presented. In contrast to the QDot InAs, we
find that the wave functions in our metallic NCs have a random
structure. This is actually not surprising. As shown in Table I,
the Thouless energy for this NC is about 190 meV, which is
above the energy of these discrete levels, except for the first
one. This implies that the states are in the chaotic regime and
the wave functions should have a random structure [20,21].

IV. CONCLUSION

While STM seems an ideal experimental method for the
study of quantum confinement effects in highly crystalline
NCs grown in UHYV, its development was hampered by two
contradicting requirements: First, the substrate should be
conducting enough to provide a current path to the ground;
second, the NC should be separated from this substrate by a
tunnel barrier. Using an InAs substrate presenting an electron
accumulation layer of large wavelength ~20 nm, we found
that NCs of lateral size smaller than this length are in the
regime of Coulomb blockade. This results from the constriction
of the electronic wave function across this interface whose
lateral size is smaller than the Fermi wavelength, implying that
the electronic transmission across this interface drops below
unity, even in the absence of any real insulating barrier at the

interface between the NC and the InAs substrate. This highly
clean tunnel barrier enabled the first STM observation of the
superconducting parity effect [34], an unambiguous test of the
Anderson criterion for the existence of superconductivity [34]
and finally, in this paper, the observation of discrete electronic
levels due to quantum confinement in the Pb NCs. We identified
three regimes of quantum confinement. In the largest NCs, we
found a Fabry-Perot regime where regular quantum well states
are formed due to quantum interference along the (111) direc-
tion of the Pb NC. In the smallest NC, i.e., atomic clusters, we
found atomiclike electronic levels. Finally, in the intermediate
regime, we found the signature of discrete electronic levels
in the DC spectra for which we mapped the corresponding
wave functions. We found that these wave functions had a
random spatial structure as expected for NCs in the chaotic
regime of RMT. Future works in this direction with higher
energy resolution at lower temperature may enable extracting
correlations effects from the wave function amplitude, such as
due to Fermi statistics, superconducting correlations, or, more
generally, electron-electron interactions. This observation of
discrete electronic levels in metallic Pb NCs establishes today
Pb/InAs as the most suitable system for the study of quantum
confinement effects in metallic/superconducting NCs.

ACKNOWLEDGMENTS

We acknowledge fruitful discussions with M. Aprili, C.
Brun, and B. Grandidier. H.A. acknowledges support from
ANR Grant QUANTICON 10-0409-01, China Scholarship
Council, and labex Matisse. D.R. and S.P. acknowledge
CNANO Ile-de-France, DIM NanoK, for the support of the
Nanospecs project.

[1] D. L. Klein, R. Roth, A. K. L. Lim, A. Paul Alivisatos, and P. L.
Mc Euen, Nature 389, 699 (1997).

[2] U.Banin, Y. Cao, D. Katz, and O. Millo, Nature 400, 542 (1999).

[3] O. Millo, D. Katz, Y. W. Cao, and U. Banin, Phys. Rev. B 61,
16773 (2000).

[4] O.Millo, D. Katz, Y. W. Cao, and U. Banin, Phys. Rev. Lett. 86,
5751 (2001).

[5] P. Liljeroth, P. A. Zeijlmansvan van Emmichoven, S. G. Hickey,
H. Weller, B. Grandidier, G. Allan, and D. Vanmaekelbergh,
Phys. Rev. Lett. 95, 086801 (2005).

[6] P. Liljeroth, K. Overgaag, A. Urbieta, B. Grandidier, S. G.
Hickey, and D. Vanmaekelbergh, Phys. Rev. Lett. 97, 096803
(2006).

[7] P.Liljeroth, L. Jdira, K. Overgaag, B. Grandidier, S. Speller, and
D. Vanmaekelbergh, Phys. Chem. Chem. Phys. 8, 3845 (2006).

[8] L. Jdira, P. Liljeroth, E. Stoffels, D. Vanmaekelbergh, and S.
Speller, Phys. Rev. B 73, 115305 (2006).

[9] Z. Sun, I. Swart, C. Delerue, D. Vanmackelbergh, and P.
Liljeroth, Phys. Rev. Lett. 102, 196401 (2009).

[10] H. Wang, E. Lhuillier, Q. Yu, A. Mottaghizadeh, C. Ulysse, A.
Zimmers, A. Descamps-Mandine, B. Dubertret, and H. Aubin,
Phys. Rev. B 92, 041403 (2015).

[11] H. Wang, E. Lhuillier, Q. Yu, A. Zimmers, B. Dubertret, C.
Ulysse, and H. Aubin, ACS Nano 11, 1222 (2017).

[12] A. M. Chang, H. U. Baranger, L. N. Pfeiffer, K. W. West, and
T. Y. Chang, Phys. Rev. Lett. 76, 1695 (1996).

[13] J. A. Folk, S. R. Patel, S. F. Godijn, A. G. Huibers, S. M.
Cronenwett, C. M. Marcus, K. Campman, and A. C. Gossard,
Phys. Rev. Lett. 76, 1699 (1996).

[14] S. M. Cronenwett, S. R. Patel, C. M. Marcus, K. Campman, and
A. C. Gossard, Phys. Rev. Lett. 79, 2312 (1997).

[15] S. R. Patel, S. M. Cronenwett, D. R. Stewart, A. G. Huibers,
C. M. Marcus, C. I. Duruoz, J. S. Harris, K. Campman, and
A. C. Gossard, Phys. Rev. Lett. 80, 4522 (1998).

[16] A. G. Huibers, S. R. Patel, C. M. Marcus, P. W. Brouwer,
C. I. Duruoz, and J. S. Harris, Phys. Rev. Lett. 81, 1917
(1998).

[17] S. R. Patel, D. R. Stewart, C. M. Marcus, M. Gokgedag, Y.
Alhassid, A. D. Stone, C. I. Duruéz, and J. S. Harris, Phys. Rev.
Lett. 81, 5900 (1998).

[18] O. Bohigas, M. J. Giannoni, and C. Schmit, Phys. Rev. Lett. 52,
1(1984).

[19] F. Haake, Quantum Signatures of Chaos (Springer Science &
Business Media, Berlin, 2001).

[20] Y. Alhassid, Rev. Mod. Phys. 72, 895 (2000).

[21] A. Mirlin, Phys. Rep. 326, 259 (2000).

[22] R. A. Jalabert, A. D. Stone, and Y. Alhassid, Phys. Rev. Lett. 68,
3468 (1992).

214514-10


https://doi.org/10.1038/39535
https://doi.org/10.1038/39535
https://doi.org/10.1038/39535
https://doi.org/10.1038/39535
https://doi.org/10.1038/22979
https://doi.org/10.1038/22979
https://doi.org/10.1038/22979
https://doi.org/10.1038/22979
https://doi.org/10.1103/PhysRevB.61.16773
https://doi.org/10.1103/PhysRevB.61.16773
https://doi.org/10.1103/PhysRevB.61.16773
https://doi.org/10.1103/PhysRevB.61.16773
https://doi.org/10.1103/PhysRevLett.86.5751
https://doi.org/10.1103/PhysRevLett.86.5751
https://doi.org/10.1103/PhysRevLett.86.5751
https://doi.org/10.1103/PhysRevLett.86.5751
https://doi.org/10.1103/PhysRevLett.95.086801
https://doi.org/10.1103/PhysRevLett.95.086801
https://doi.org/10.1103/PhysRevLett.95.086801
https://doi.org/10.1103/PhysRevLett.95.086801
https://doi.org/10.1103/PhysRevLett.97.096803
https://doi.org/10.1103/PhysRevLett.97.096803
https://doi.org/10.1103/PhysRevLett.97.096803
https://doi.org/10.1103/PhysRevLett.97.096803
https://doi.org/10.1039/b605436f
https://doi.org/10.1039/b605436f
https://doi.org/10.1039/b605436f
https://doi.org/10.1039/b605436f
https://doi.org/10.1103/PhysRevB.73.115305
https://doi.org/10.1103/PhysRevB.73.115305
https://doi.org/10.1103/PhysRevB.73.115305
https://doi.org/10.1103/PhysRevB.73.115305
https://doi.org/10.1103/PhysRevLett.102.196401
https://doi.org/10.1103/PhysRevLett.102.196401
https://doi.org/10.1103/PhysRevLett.102.196401
https://doi.org/10.1103/PhysRevLett.102.196401
https://doi.org/10.1103/PhysRevB.92.041403
https://doi.org/10.1103/PhysRevB.92.041403
https://doi.org/10.1103/PhysRevB.92.041403
https://doi.org/10.1103/PhysRevB.92.041403
https://doi.org/10.1021/acsnano.6b07898
https://doi.org/10.1021/acsnano.6b07898
https://doi.org/10.1021/acsnano.6b07898
https://doi.org/10.1021/acsnano.6b07898
https://doi.org/10.1103/PhysRevLett.76.1695
https://doi.org/10.1103/PhysRevLett.76.1695
https://doi.org/10.1103/PhysRevLett.76.1695
https://doi.org/10.1103/PhysRevLett.76.1695
https://doi.org/10.1103/PhysRevLett.76.1699
https://doi.org/10.1103/PhysRevLett.76.1699
https://doi.org/10.1103/PhysRevLett.76.1699
https://doi.org/10.1103/PhysRevLett.76.1699
https://doi.org/10.1103/PhysRevLett.79.2312
https://doi.org/10.1103/PhysRevLett.79.2312
https://doi.org/10.1103/PhysRevLett.79.2312
https://doi.org/10.1103/PhysRevLett.79.2312
https://doi.org/10.1103/PhysRevLett.80.4522
https://doi.org/10.1103/PhysRevLett.80.4522
https://doi.org/10.1103/PhysRevLett.80.4522
https://doi.org/10.1103/PhysRevLett.80.4522
https://doi.org/10.1103/PhysRevLett.81.1917
https://doi.org/10.1103/PhysRevLett.81.1917
https://doi.org/10.1103/PhysRevLett.81.1917
https://doi.org/10.1103/PhysRevLett.81.1917
https://doi.org/10.1103/PhysRevLett.81.5900
https://doi.org/10.1103/PhysRevLett.81.5900
https://doi.org/10.1103/PhysRevLett.81.5900
https://doi.org/10.1103/PhysRevLett.81.5900
https://doi.org/10.1103/PhysRevLett.52.1
https://doi.org/10.1103/PhysRevLett.52.1
https://doi.org/10.1103/PhysRevLett.52.1
https://doi.org/10.1103/PhysRevLett.52.1
https://doi.org/10.1103/RevModPhys.72.895
https://doi.org/10.1103/RevModPhys.72.895
https://doi.org/10.1103/RevModPhys.72.895
https://doi.org/10.1103/RevModPhys.72.895
https://doi.org/10.1016/S0370-1573(99)00091-5
https://doi.org/10.1016/S0370-1573(99)00091-5
https://doi.org/10.1016/S0370-1573(99)00091-5
https://doi.org/10.1016/S0370-1573(99)00091-5
https://doi.org/10.1103/PhysRevLett.68.3468
https://doi.org/10.1103/PhysRevLett.68.3468
https://doi.org/10.1103/PhysRevLett.68.3468
https://doi.org/10.1103/PhysRevLett.68.3468

QUANTUM CONFINEMENT EFFECTS IN Pb ...

PHYSICAL REVIEW B 97, 214514 (2018)

[23] A. Assouline, C. Feuillet-Palma, A. Zimmers, H. Aubin, M.
Aprili, and J.-C. Harmand, Phys. Rev. Lett. 119, 097701 (2017).

[24] D. G. Salinas, S. Guéron, D. C. Ralph, C. T. Black, and M.
Tinkham, Phys. Rev. B 60, 6137 (1999).

[25] D. C. Ralph, C. T. Black, and M. Tinkham, Phys. Rev. Lett. 78,
4087 (1997).

[26] C. T. Black, D. C. Ralph, and M. Tinkham, Phys. Rev. Lett. 76,
688 (1996).

[27] F. Kuemmeth, K. I. Bolotin, S.-F. Shi, and D. C. Ralph,
Nano Lett. 8, 4506 (2008).

[28] H. Brune, Surf. Sci. Rep. 31, 125 (1998).

[29] S. Bose, A. M. Garcia-Garcia, M. M. Ugeda, J. D. Urbina, C. H.
Michaelis, I. Brihuega, and K. Kern, Nat. Mater. 9, 550 (2010).

[30] I.-P. Hong, C. Brun, M. Pivetta, F. Patthey, and W.-D. Schneider,
Front. Phys. 1, 1 (2013).

[31] R. M. Feenstra, Phys. Rev. Lett. 63, 1412 (1989).

[32] A. B. McLean, R. M. Feenstra, A. Taleb-Ibrahimi, and R.
Ludeke, Phys. Rev. B 39, 12925 (1989).

[33] P. N. First, J. A. Stroscio, R. A. Dragoset, D. T. Pierce, and R. J.
Celotta, Phys. Rev. Lett. 63, 1416 (1989).

[34] S. Vlaic, S. Pons, T. Zhang, A. Assouline, A. Zimmers, C.
David, G. Rodary, J.-C. Girard, D. Roditchev, and H. Aubin,
Nat. Commun. 8, 14549 (2017).

[35] B. J. van Wees, H. van Houten, C. W. J. Beenakker, J. G.
Williamson, L. P. Kouwenhoven, D. van der Marel, and C. T.
Foxon, Phys. Rev. Lett. 60, 848 (1988).

[36] C. Pasquier, U. Meirav, F. I. B. Williams, D. C. Glattli, Y. Jin,
and B. Etienne, Phys. Rev. Lett. 70, 69 (1993).

[37] D. Bolmont, P. Chen, F. Proix, and C. A. Sebenne, J. Phys. C:
Solid State Phys. 15, 3639 (1982).

[38] R. Ludeke, T.-C. Chiang, and T. Miller, J. Vac. Sci. Technol. B
1, 581 (1983).

[39] B. M. Trafas, Y. N. Yang, R. L. Siefert, and J. H. Weaver,
Phys. Rev. B 43, 14107 (1991).

[40] G. Neuhold, L. Bartels, J. J. Paggel, and K. Horn, Surf. Sci. 376,
1(1997).

[41] J. Wiebe, C. Meyer, J. Klijn, M. Morgenstern, and R. Wiesen-
danger, Phys. Rev. B 68, 041402(R) (2003).

[42] D. A. Muzychenko, K. Schouteden, S. V. Savinov, N. S. Maslova,
V. 1. Panov, and C. Van Haesendonck, J. Nanosci. Nanotechnol.
9, 4700 (2009).

[43] See Supplemental Material at http://link.aps.org/supplemental/
10.1103/PhysRevB.97.214514 for a detailed description of the
crystallographic structure of the nanocrystals and the values of
the tight-binding parameters.

[44] W. Monch, in Electronic Properties of Semiconductor Inter-
faces (Springer Science & Business Media, Berlin, 2003),
Vol. 123, pp. 169-180.

[45] W. Monch, Semiconductor Surfaces and Interfaces (Springer,
Berlin, Heidelberg, 2001).

[46] W. Monch, Rep. Prog. Phys. 53, 221 (1990).

[47] S. G. Louie and M. L. Cohen, Phys. Rev. B 13, 2461 (1976).

[48] J. Tersoff, Phys. Rev. Lett. 52, 465 (1984).

[49] J. Tersoff, Phys. Rev. B 30, 4874 (1984).

[50] M. Morgenstern, A. Georgi, C. StraBer, C. R. Ast, S. Becker,
and M. Liebmann, Physica E 44, 1795 (2012).

[51] H.-U. Baier, L. Koenders, and W. Monch, J. Vac. Sci. Technol.
B 4, 1095 (1986).

[52] Y. Chen, J. C. Hermanson, and G. J. Lapeyre, Phys. Rev. B 39,
12682 (1989).

[53] K. Smit, L. Koenders, and W. Monch, J. Vac. Sci. Technol. B 7,
888 (1989).

[54] V. Y. Aristov, 1. L. Bolotin, and S. G. Gelakhova, Surf. Sci.
251-252, 453 (1991).

[55] T. Van Gemmeren, S. R. Salmagne, and W. Monch, Appl. Surf.
Sci. 65-66, 625 (1993).

[56] V. Y. Aristov, G. Le Lay, L. T. Vinh, K. Hricovini, and J. E.
Bonnet, Phys. Rev. B 47, 2138 (1993).

[57] V. Y. Aristov, G. L. Lay, P. Soukiassian, K. Hricovini, J. E.
Bonnet, J. Osvald, and O. Olsson, Europhys. Lett. 26, 359
(1994).

[58] V. Y. Aristov, G. Le Lay, P. Soukiassian, K. Hricovini, J. E.
Bonnet, J. Osvald, and O. Olsson, J. Vac. Sci. Technol. B 12,
2709 (1994).

[59] V. Y. Aristov, P. S. Mangat, P. Soukiassian, and G. Le Lay,
Surf. Sci. 331-333, 641 (1995).

[60] C.Nowak, J. Krujatz, A. Mirkl, C. Meyne, A. Chassé, W. Braun,
W. Richter, and D. Zahn, Surf. Sci. 331-333, 619 (1995).

[61] M. Morgenstern, M. Getzlaff, D. Haude, R. Wiesendanger, and
R. L. Johnson, Phys. Rev. B 61, 13805 (2000).

[62] M. Getzlaff, M. Morgenstern, C. Meyer, R. Brochier, R. L.
Johnson, and R. Wiesendanger, Phys. Rev. B 63, 205305
(2001).

[63] M. Morgenstern, J. Wiebe, A. Wachowiak, M. Getzlaff, J. Klijn,
L. Plucinski, R. L. Johnson, and R. Wiesendanger, Phys. Rev. B
65, 155325 (2002).

[64] J. M. Layet, M. Carrere, H. J. Kim, R. L. Johnson, R. Belkhou,
V. Zhilin, V. Y. Aristov, and G. Le Lay, Surf. Sci. 402-404, 724
(1998).

[65] L. O. Olsson, C. B. M. Andersson, M. C. Hikansson, J. Kanski,
L. Ilver, and U. O. Karlsson, Phys. Rev. Lett. 76, 3626 (1996).

[66] L. F. J. Piper, T. D. Veal, M. J. Lowe, and C. F. McConville,
Phys. Rev. B 73, 195321 (2006).

[67] R. Dombrowski, C. Steinebach, C. Wittneven, M. Morgenstern,
and R. Wiesendanger, Phys. Rev. B 59, 8043 (1999).

[68] K. A. McGreer, J. C. Wan, N. Anand, and A. M. Goldman,
Phys. Rev. B 39, 12260 (1989).

[69] A. E. Hanna and M. Tinkham, Phys. Rev. B 44, 5919 (1991).

[70] A.E.Hanna, M. T. Tuominen, and M. Tinkham, Phys. Rev. Lett.
68, 3228 (1992).

[71] E. Bar-Sadeh and O. Millo, Phys. Rev. B 53, 3482 (1996).

[72] D. V. Averin and Y. V. Nazarov, Phys. Rev. Lett. 69, 1993
(1992).

[73] P. Lafarge, P. Joyez, D. Esteve, C. Urbina, and M. H. Devoret,
Nature 365, 422 (1993).

[74] J. W. G. Wildger, A. J. A. van Roij, C. J. P. M. Harmans, and H.
van Kempen, Phys. Rev. B 53, 10695 (1996).

[75] Y.-F. Zhang, J.-F. Jia, T.-Z. Han, Z. Tang, Q.-T. Shen, Y.
Guo, Z. Q. Qiu, and Q.-K. Xue, Phys. Rev. Lett. 95, 096802
(2005).

[76] 1. B. Altfeder, K. A. Matveev, and D. M. Chen, Phys. Rev. Lett.
78, 2815 (1997).

[77] W. B. Su, S. H. Chang, W. B. Jian, C. S. Chang, L. J. Chen, and
T. T. Tsong, Phys. Rev. Lett. 86, 5116 (2001).

[78] P. M. Echenique and J. B. Pendry, J. Phys. C: Solid State Phys.
11, 2065 (1978).

214514-11


https://doi.org/10.1103/PhysRevLett.119.097701
https://doi.org/10.1103/PhysRevLett.119.097701
https://doi.org/10.1103/PhysRevLett.119.097701
https://doi.org/10.1103/PhysRevLett.119.097701
https://doi.org/10.1103/PhysRevB.60.6137
https://doi.org/10.1103/PhysRevB.60.6137
https://doi.org/10.1103/PhysRevB.60.6137
https://doi.org/10.1103/PhysRevB.60.6137
https://doi.org/10.1103/PhysRevLett.78.4087
https://doi.org/10.1103/PhysRevLett.78.4087
https://doi.org/10.1103/PhysRevLett.78.4087
https://doi.org/10.1103/PhysRevLett.78.4087
https://doi.org/10.1103/PhysRevLett.76.688
https://doi.org/10.1103/PhysRevLett.76.688
https://doi.org/10.1103/PhysRevLett.76.688
https://doi.org/10.1103/PhysRevLett.76.688
https://doi.org/10.1021/nl802473n
https://doi.org/10.1021/nl802473n
https://doi.org/10.1021/nl802473n
https://doi.org/10.1021/nl802473n
https://doi.org/10.1016/S0167-5729(99)80001-6
https://doi.org/10.1016/S0167-5729(99)80001-6
https://doi.org/10.1016/S0167-5729(99)80001-6
https://doi.org/10.1016/S0167-5729(99)80001-6
https://doi.org/10.1038/nmat2768
https://doi.org/10.1038/nmat2768
https://doi.org/10.1038/nmat2768
https://doi.org/10.1038/nmat2768
https://doi.org/10.3389/fphy.2013.00013
https://doi.org/10.3389/fphy.2013.00013
https://doi.org/10.3389/fphy.2013.00013
https://doi.org/10.3389/fphy.2013.00013
https://doi.org/10.1103/PhysRevLett.63.1412
https://doi.org/10.1103/PhysRevLett.63.1412
https://doi.org/10.1103/PhysRevLett.63.1412
https://doi.org/10.1103/PhysRevLett.63.1412
https://doi.org/10.1103/PhysRevB.39.12925
https://doi.org/10.1103/PhysRevB.39.12925
https://doi.org/10.1103/PhysRevB.39.12925
https://doi.org/10.1103/PhysRevB.39.12925
https://doi.org/10.1103/PhysRevLett.63.1416
https://doi.org/10.1103/PhysRevLett.63.1416
https://doi.org/10.1103/PhysRevLett.63.1416
https://doi.org/10.1103/PhysRevLett.63.1416
https://doi.org/10.1038/ncomms14549
https://doi.org/10.1038/ncomms14549
https://doi.org/10.1038/ncomms14549
https://doi.org/10.1038/ncomms14549
https://doi.org/10.1103/PhysRevLett.60.848
https://doi.org/10.1103/PhysRevLett.60.848
https://doi.org/10.1103/PhysRevLett.60.848
https://doi.org/10.1103/PhysRevLett.60.848
https://doi.org/10.1103/PhysRevLett.70.69
https://doi.org/10.1103/PhysRevLett.70.69
https://doi.org/10.1103/PhysRevLett.70.69
https://doi.org/10.1103/PhysRevLett.70.69
https://doi.org/10.1088/0022-3719/15/16/020
https://doi.org/10.1088/0022-3719/15/16/020
https://doi.org/10.1088/0022-3719/15/16/020
https://doi.org/10.1088/0022-3719/15/16/020
https://doi.org/10.1116/1.582602
https://doi.org/10.1116/1.582602
https://doi.org/10.1116/1.582602
https://doi.org/10.1116/1.582602
https://doi.org/10.1103/PhysRevB.43.14107
https://doi.org/10.1103/PhysRevB.43.14107
https://doi.org/10.1103/PhysRevB.43.14107
https://doi.org/10.1103/PhysRevB.43.14107
https://doi.org/10.1016/S0039-6028(96)01393-3
https://doi.org/10.1016/S0039-6028(96)01393-3
https://doi.org/10.1016/S0039-6028(96)01393-3
https://doi.org/10.1016/S0039-6028(96)01393-3
https://doi.org/10.1103/PhysRevB.68.041402
https://doi.org/10.1103/PhysRevB.68.041402
https://doi.org/10.1103/PhysRevB.68.041402
https://doi.org/10.1103/PhysRevB.68.041402
https://doi.org/10.1166/jnn.2009.1086
https://doi.org/10.1166/jnn.2009.1086
https://doi.org/10.1166/jnn.2009.1086
https://doi.org/10.1166/jnn.2009.1086
http://link.aps.org/supplemental/10.1103/PhysRevB.97.214514
https://doi.org/10.1088/0034-4885/53/3/001
https://doi.org/10.1088/0034-4885/53/3/001
https://doi.org/10.1088/0034-4885/53/3/001
https://doi.org/10.1088/0034-4885/53/3/001
https://doi.org/10.1103/PhysRevB.13.2461
https://doi.org/10.1103/PhysRevB.13.2461
https://doi.org/10.1103/PhysRevB.13.2461
https://doi.org/10.1103/PhysRevB.13.2461
https://doi.org/10.1103/PhysRevLett.52.465
https://doi.org/10.1103/PhysRevLett.52.465
https://doi.org/10.1103/PhysRevLett.52.465
https://doi.org/10.1103/PhysRevLett.52.465
https://doi.org/10.1103/PhysRevB.30.4874
https://doi.org/10.1103/PhysRevB.30.4874
https://doi.org/10.1103/PhysRevB.30.4874
https://doi.org/10.1103/PhysRevB.30.4874
https://doi.org/10.1016/j.physe.2012.06.006
https://doi.org/10.1016/j.physe.2012.06.006
https://doi.org/10.1016/j.physe.2012.06.006
https://doi.org/10.1016/j.physe.2012.06.006
https://doi.org/10.1116/1.583538
https://doi.org/10.1116/1.583538
https://doi.org/10.1116/1.583538
https://doi.org/10.1116/1.583538
https://doi.org/10.1103/PhysRevB.39.12682
https://doi.org/10.1103/PhysRevB.39.12682
https://doi.org/10.1103/PhysRevB.39.12682
https://doi.org/10.1103/PhysRevB.39.12682
https://doi.org/10.1116/1.584619
https://doi.org/10.1116/1.584619
https://doi.org/10.1116/1.584619
https://doi.org/10.1116/1.584619
https://doi.org/10.1016/0039-6028(91)91033-T
https://doi.org/10.1016/0039-6028(91)91033-T
https://doi.org/10.1016/0039-6028(91)91033-T
https://doi.org/10.1016/0039-6028(91)91033-T
https://doi.org/10.1016/0169-4332(93)90730-Y
https://doi.org/10.1016/0169-4332(93)90730-Y
https://doi.org/10.1016/0169-4332(93)90730-Y
https://doi.org/10.1016/0169-4332(93)90730-Y
https://doi.org/10.1103/PhysRevB.47.2138
https://doi.org/10.1103/PhysRevB.47.2138
https://doi.org/10.1103/PhysRevB.47.2138
https://doi.org/10.1103/PhysRevB.47.2138
https://doi.org/10.1209/0295-5075/26/5/007
https://doi.org/10.1209/0295-5075/26/5/007
https://doi.org/10.1209/0295-5075/26/5/007
https://doi.org/10.1209/0295-5075/26/5/007
https://doi.org/10.1116/1.587236
https://doi.org/10.1116/1.587236
https://doi.org/10.1116/1.587236
https://doi.org/10.1116/1.587236
https://doi.org/10.1016/0039-6028(95)00381-9
https://doi.org/10.1016/0039-6028(95)00381-9
https://doi.org/10.1016/0039-6028(95)00381-9
https://doi.org/10.1016/0039-6028(95)00381-9
https://doi.org/10.1016/0039-6028(95)00329-0
https://doi.org/10.1016/0039-6028(95)00329-0
https://doi.org/10.1016/0039-6028(95)00329-0
https://doi.org/10.1016/0039-6028(95)00329-0
https://doi.org/10.1103/PhysRevB.61.13805
https://doi.org/10.1103/PhysRevB.61.13805
https://doi.org/10.1103/PhysRevB.61.13805
https://doi.org/10.1103/PhysRevB.61.13805
https://doi.org/10.1103/PhysRevB.63.205305
https://doi.org/10.1103/PhysRevB.63.205305
https://doi.org/10.1103/PhysRevB.63.205305
https://doi.org/10.1103/PhysRevB.63.205305
https://doi.org/10.1103/PhysRevB.65.155325
https://doi.org/10.1103/PhysRevB.65.155325
https://doi.org/10.1103/PhysRevB.65.155325
https://doi.org/10.1103/PhysRevB.65.155325
https://doi.org/10.1016/S0039-6028(97)00996-5
https://doi.org/10.1016/S0039-6028(97)00996-5
https://doi.org/10.1016/S0039-6028(97)00996-5
https://doi.org/10.1016/S0039-6028(97)00996-5
https://doi.org/10.1103/PhysRevLett.76.3626
https://doi.org/10.1103/PhysRevLett.76.3626
https://doi.org/10.1103/PhysRevLett.76.3626
https://doi.org/10.1103/PhysRevLett.76.3626
https://doi.org/10.1103/PhysRevB.73.195321
https://doi.org/10.1103/PhysRevB.73.195321
https://doi.org/10.1103/PhysRevB.73.195321
https://doi.org/10.1103/PhysRevB.73.195321
https://doi.org/10.1103/PhysRevB.59.8043
https://doi.org/10.1103/PhysRevB.59.8043
https://doi.org/10.1103/PhysRevB.59.8043
https://doi.org/10.1103/PhysRevB.59.8043
https://doi.org/10.1103/PhysRevB.39.12260
https://doi.org/10.1103/PhysRevB.39.12260
https://doi.org/10.1103/PhysRevB.39.12260
https://doi.org/10.1103/PhysRevB.39.12260
https://doi.org/10.1103/PhysRevB.44.5919
https://doi.org/10.1103/PhysRevB.44.5919
https://doi.org/10.1103/PhysRevB.44.5919
https://doi.org/10.1103/PhysRevB.44.5919
https://doi.org/10.1103/PhysRevLett.68.3228
https://doi.org/10.1103/PhysRevLett.68.3228
https://doi.org/10.1103/PhysRevLett.68.3228
https://doi.org/10.1103/PhysRevLett.68.3228
https://doi.org/10.1103/PhysRevB.53.3482
https://doi.org/10.1103/PhysRevB.53.3482
https://doi.org/10.1103/PhysRevB.53.3482
https://doi.org/10.1103/PhysRevB.53.3482
https://doi.org/10.1103/PhysRevLett.69.1993
https://doi.org/10.1103/PhysRevLett.69.1993
https://doi.org/10.1103/PhysRevLett.69.1993
https://doi.org/10.1103/PhysRevLett.69.1993
https://doi.org/10.1038/365422a0
https://doi.org/10.1038/365422a0
https://doi.org/10.1038/365422a0
https://doi.org/10.1038/365422a0
https://doi.org/10.1103/PhysRevB.53.10695
https://doi.org/10.1103/PhysRevB.53.10695
https://doi.org/10.1103/PhysRevB.53.10695
https://doi.org/10.1103/PhysRevB.53.10695
https://doi.org/10.1103/PhysRevLett.95.096802
https://doi.org/10.1103/PhysRevLett.95.096802
https://doi.org/10.1103/PhysRevLett.95.096802
https://doi.org/10.1103/PhysRevLett.95.096802
https://doi.org/10.1103/PhysRevLett.78.2815
https://doi.org/10.1103/PhysRevLett.78.2815
https://doi.org/10.1103/PhysRevLett.78.2815
https://doi.org/10.1103/PhysRevLett.78.2815
https://doi.org/10.1103/PhysRevLett.86.5116
https://doi.org/10.1103/PhysRevLett.86.5116
https://doi.org/10.1103/PhysRevLett.86.5116
https://doi.org/10.1103/PhysRevLett.86.5116
https://doi.org/10.1088/0022-3719/11/10/017
https://doi.org/10.1088/0022-3719/11/10/017
https://doi.org/10.1088/0022-3719/11/10/017
https://doi.org/10.1088/0022-3719/11/10/017



