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Ni2C surface carbide to catalyze low-temperature graphene growth
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The possibility to grow a graphene layer using the chemical-vapor-deposition technique over a Ni2C/Ni(111)
substrate has been identified experimentally, with the advantage of having a lower processing temperature (T <

500 ◦C), compared to standard growth over a Ni(111) surface. To understand the role of the metal carbide/metal
catalyst, we first perform a static study of the Ni2C/Ni(111) structure and of the binding and removal of a carbon
atom at the surface, using both a tight-binding (TB) energetic model and ab initio calculations. Grand-canonical
Monte Carlo TB simulations then allow us (i) to determine the thermodynamic conditions to grow graphene and
(ii) to separate key reaction steps in the growth mechanism explaining how the Ni2C/Ni(111) substrate catalyzes
graphene formation at low temperature.
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I. INTRODUCTION

Chemical vapor deposition (CVD) using transition- or
noble-metal catalysts is currently the preferred method for
high-quality graphene synthesis due to its low cost and scala-
bility to industrial requirements [1]. In this process, a carbon-
bearing molecular precursor is decomposed at the surface of a
catalyst to deliver carbon and feed the growing carbon network.
Using this approach, graphene synthesis has been performed
successfully on a number of transition metals (such as Cu,
Ir, Pt, Ni), where different mechanisms can be distinguished
depending on their carbon solubility [2–4]. On metals with a
low carbon solubility, carbon atoms remain at the surface after
precursor decomposition and self-organize to form graphene,
without significant diffusion into the bulk. When carbon solu-
bility is larger, both carbon dissolution to the bulk and graphene
formation on the surface occur, possibly followed by a surface
segregation of dissolved C atoms from the bulk to the surface
when the sample is cooled down. In the case of nickel, the latter
mechanism is observed, where C occupies interstitial sites due
to its relatively small atomic size [5–7], with a solubility limit
around 3%–5%. The growth of monolayer graphene (MLG)
on Ni(111) has been widely studied since this surface offers
an almost perfect template for growing epitaxial graphene.
Actually, the in-plane lattice constants of graphene match the
surface lattice constants of Ni(111), with a lattice mismatch
of only 1.3% [3]. However, the relatively high solubility of
carbon in Ni and the resulting bulk reservoir effect [8–10] make
graphene uniformity and control of the number of layers over
large areas a very challenging task [11,12].

In the context of graphene synthesis, Ni-C compounds are
known to act as both carbon source and catalyst for nucleation,
suggesting that nickel carbide can be an intermediate
phase for graphene formation. Typically, metastable carbide
Ni3C [13–16] has been identified in some particular conditions
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to favor a solid-state graphene growth mechanism [17,18].
More interestingly, local regions with excess carbon in
the form of a surface-confined nickel carbide Ni2C have
been identified in many catalytic reactions to promote the
decomposition of gaseous molecules [19–21]. Unlike most
other transition metals, graphene growth on Ni(111) covered
by a Ni2C surface layer [22,23] may take place and has been
seen to increase the rate of graphene formation [10,21,24,25].
Furthermore, it has been shown experimentally that this
surface carbide enables graphene to grow at relatively low
temperatures (below 460 ◦C– 500 ◦C) [10,24,25], making this
mechanism very attractive for greener graphene production.
Nevertheless, most data and the corresponding literature to
date were obtained by experimental observations done either
after the formation of graphene [22–24] or in situ during
the synthesis [10,21,24,25], i.e., where the atomic resolution
is difficult to reach. This makes it complex to understand
the atomistic mechanisms relevant to the low-temperature
formation of high-quality graphene over Ni2C.

Theory and atomistic computer simulations are ideally
suited at this scale but face important difficulties due to the
complexity of the synthesis methods [26]. In particular, ab
initio calculations [24,25,27–29] are limited to short timescales
and small samples. This is problematic in the present case
where a theoretical study of the Ni2C/Ni(111) substrate to
grow graphene requires large supercells and finite-temperature
calculations. Semiempirical (or tight-binding) [30–32] and
empirical [33,34] interatomic potentials are, in principle, able
to meet such requirements, but their ability to deal with the
complex carbide surface structure should be carefully assessed.
In the general context of carbon nanotubes and graphene
growth, we developed an order-N tight-binding (TB) method
to describe the Ni-C system [35]. This model was incorporated
into a Monte Carlo code working in either a canonical or
grand-canonical ensemble and is well suited to deal with
large systems (∼1000–10 000 atoms), closer to experimental
conditions. This simplified TB model has been successfully
applied to study graphene and carbon nanotube formation from
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Ni catalysts [36–38]. Recently, by combining MC simulations,
ab initio–based calculations and in situ x-ray photoelectron
spectroscopy, we evidenced that the interaction of epitaxial
graphene with Ni(111) causes a depletion of dissolved carbon
close to the surface. This should prevent additional layer
formation leading to self-limiting graphene growth [12].

Here, we use both ab initio calculations and grand-canonical
Monte Carlo (GCMC) simulations coupled to our tight-binding
model to investigate the structure of the carbidic phase and its
role in the graphene growth process. A careful static study of
the Ni2C/Ni(111) interface combined with the analysis of the
local energy distributions reveals a heterogeneous system in
which all carbon atoms in the supercell are inequivalent. The
addition and removal of a single carbon atom at the surface
are then investigated to characterize the surface reactivity
and identify elementary steps during the first stage of the
growth process. Finally, our GCMC simulations highlight
thermodynamic conditions at low temperatures (T < 700 K)
where graphene growth is observed and reveal the atomic-scale
details of the low-temperature graphene formation on the
reconstructed Ni surface.

II. METHOD

Our density functional theory (DFT) calculations are per-
formed using the SIESTA code [39] in the generalized gradient
approximation with the Perdew-Burke-Ernzerhof exchange-
correlation functional [40]. To describe the valence electrons,
double-ζ plus polarization numerical atomic orbitals are used
with radii of 4.1 (5.8) bohrs for the 2s (2p) orbitals in the
case of C and 7.5 (7.5) bohrs for 4s (3d) orbitals in Ni. Norm-
conserving Troullier-Martin-type pseudopotentials [41] with
nonlinear core correction [42] are used to represent the effect
of atomic core states. To determine the occupation of electronic
states, the Fermi-Dirac distribution is used with an electronic
temperature of 25 meV and with a sampling of 2 × 2 × 1 in k

space for the supercells containing the Ni2C/Ni(111) system,
which was large enough to converge the results (a description
of the structure is given in Sec. III). The charge density is
represented on a real-space grid, with a mesh cutoff of 400 Ry.
Structural relaxation of atomic positions was performed until
the forces became lower than 0.01 eV Å−1.

To describe the Ni-C system, we previously developed a
model based on the TB approximation; details can be found in
Ref. [35]. We use a moment (or recursion) method to determine
the local electronic densities of states at a minimal (fourth
moment) level, giving access to the band energy and ensuring
linear scaling of the CPU time with system size. Note that
in this model, van der Waals interactions were included indi-
rectly by imposing that the model reproduce the experimental
equilibrium interplane distance of a graphene layer in perfect
epitaxy on Ni(111). This energy model is implemented in a
Monte Carlo code in the grand-canonical ensemble (GCMC)
with fixed volume, temperature T , number of metal atoms,
and C chemical potential μC [43]. The GC algorithm used to
study graphene formation consists of a series of Monte Carlo
cycles. Each cycle randomly alternates displacement moves
for the metal and C atoms and attempts to incorporate or
remove C in a previously defined active zone (only the upper
half of the box here). In addition, to obtain minimum-energy

TABLE I. Properties of fcc Ni and graphene, as computed with
SIESTA and our TB model [35] and a comparison with plane-wave
ab initio calculations [7,14,44] and experimental values [6,45,46].
�EC

sol is the heat of solution of a C interstitial in a crystalline fcc
Ni calculated according to the formula �EC

sol = ENi+C − ENi − EC,
where ENi+C is the total energy of the Ni plus interstitial C system,
ENi is the total energy of Ni in the fcc structure, and EC is the energy
of the isolated C atom.

fcc Ni Graphene

a0 B C ′ C44 M0 �EC
sol aGr

(Å) (GPa) (GPa) (GPa) (μB/at) (eV) (Å)

SIESTA 3.52 266 66 147 0.58 0.82 2.46
Plane waves 3.52 202 64 135 0.62 0.70 2.47
Tight binding 3.52 182 69 97 0.45 2.47
Expt. 3.52 188 55 132 0.61 0.43

structures with the TB model in conditions comparable to static
structural relaxations performed in DFT, MC simulations were
performed at 1 K, with only displacement moves.

To validate these different atomic interaction models, it
is worth comparing their results to available experimental
data and plane-wave calculations for some simple properties.
Table I displays the lattice parameters of fcc Ni and graphene,
elastic constants, and magnetic moment for fcc Ni. Lattice
parameters are well predicted by all interaction models. The
Ni bulk modulus is well reproduced by the TB model but
overestimated in SIESTA calculations: this is due to the opti-
mized localized basis set, which was constrained to be small
here. The experimental shear elastic moduli C ′ and C44 are
reproduced within 25% by the TB model, and the agreement
is improved in SIESTA calculations, which are also closer to
the plane-wave values. Finally, the magnetic moment of Ni
obtained with SIESTA is very close to the plane-wave result
and to the experimental value. At this level, both interaction
models thus appear reasonable for the description of the Ni/C
system. In addition, we note that the TB model has been
applied previously in many different situations involving a
large variety of Ni-C interactions [12,36–38]. In all cases
the model was fairly accurate when compared to experiments
and/or to ab initio calculations. Typical error bars are of the
order of 0.1–1 eV, which should be compared to total energies
of the order of 5–10 eV (C-C bond: 7 eV, Ni-Ni bond: 4.5 eV,
and Ni-C bond: 5 eV). This is obviously not negligible, but it
should be kept in mind that ab initio methods can also show
rather large dispersions, mainly in the case of point or localized
defects where atomic relaxations can be important [47]. For the
sake of completeness, additional TB and DFT comparisons will
be performed in this study for the Ni2C/Ni(111) system.

III. STRUCTURAL STUDY
OF THE Ni2C/Ni(111) INTERFACE

In this section, we perform a detailed study of the zero-
temperature structure of the Ni2C/Ni(111) interface. In-depth
calculations are performed with the lighter TB energetic model
and are compared with DFT calculations for some specific
cases. This study allows us to identify the most stable interface
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FIG. 1. Atomic structure of the Ni2C/Ni(111) system. (a) Supercell view in the (111) plane, with the carbide layer before and after the
clock reconstruction. The thin lines indicate the underlying fcc Ni lattice in the (111) plane. The supercell periodicity vectors are given in units
of the in-plane fcc Ni basis vectors a0/2[1̄01] and a0/2[1̄10]. The shaded zone highlights the in-plane unit cell of the Ni2C carbide. (b) Side
view of the system showing the carbide layer and the three (111) planes of fcc Ni. (c) Scheme representing the shift vector �F of the Ni2C layer
with respect to the Ni(111) substrate which is applied to study the stability of the system (see text).

structure and also provides insights into the mechanical stabil-
ity of the surface carbide on the Ni(111) substrate.

A. Technical details

The surface carbide has been identified experimen-
tally [20,23,48] and displays a reconstruction of the outermost
layer of the Ni(111) surface, called “clock” reconstruction,
where the topmost Ni atoms move around C atoms by alternat-
ing clockwise and counterclockwise rotations. This distortion
preserves the shape of the carbon squares, while the squares
of nickel atoms not surrounding the C atoms become rhombi.
Similar clock reconstructions of (100) surfaces in fcc Ni and
other fcc metals have been well characterized, both experi-
mentally and theoretically [28,49]. The final Ni2C/Ni(111)
structure then corresponds to a larger supercell made from
a coincidence lattice of both systems [22,50]. To study the
Ni2C/Ni(111) system, calculations are performed with a su-
percell built as follows. First, a fcc Ni slab is constructed in
a [111] orientation, with three Ni layers (45 Ni atoms). The
coincident supercell within the (111) plane is shown in Fig. 1(a)
and produces an almost square supercell in the (111) plane. A
carbide layer Ni2C of 40 Ni and 20 C atoms, with the clock re-
construction described in Fig. 1(a), is then added on top of one
of the Ni(111) free surfaces [see Fig. 1(b)]. Periodic boundary
conditions are applied, and to avoid spurious interactions, a
vacuum space of ∼20 Å is included between open surfaces.
When relaxing this system in atomistic simulations, the Ni
atoms of the bottom free surface are kept fixed to their fcc bulk
positions.

In order to determine the stablest position for the carbide
layer, relative to the Ni(111) slab, we apply the following
method using the TB model. As indicated in Fig. 1(c), we
compute the adhesion energy of the carbide layer for different
shift vectors �F applied to it. In these calculations, atoms are
allowed to relax only in the [111] direction of the fcc Ni, i.e.,
perpendicular to the carbide layer. Such a strategy is common
in the context of a generalized stacking fault energy map
computation in solids [51,52], and we apply it here to the metal
carbide/metal interface. The adhesion energy is defined as

Eadh = 1

A
(ENi2C/Ni(111) − ENi2C − ENi(111)), (1)

where ENi2C/Ni(111) is the energy of the Ni2C/Ni(111) sys-
tem, ENi2C is the energy of the freestanding carbide layer,
ENi(111) is the energy of the Ni(111) slab, and A is the area
of the supercell in the (111) plane. Adhesion energies are
calculated on a regular 12 × 12 grid of �F vectors within the
Ni (a0/2[1̄01],a0/2[1̄10]) unit cell, which then contains all
the necessary information, and then interpolated to obtain a
continuous adhesion energy map. The TB model easily deals
with such a thin grid, which would have been more challenging
for ab initio simulations.

B. Energy landscape of the interface

The adhesion energy map resulting from the above proce-
dure is shown in Fig. 2(a). This energy landscape has mirror
symmetries with respect to the (2̄11) and (01̄1) planes and
is compatible with the lattice vectors of both the Ni(111)
and Ni2C structures in the (111) plane. Along the [2̄11]
direction, important variations of energies are seen, and the
partially relaxed potential-energy landscape is made of two
similar alternating plateau maxima and minima regions. In
contrast, the potential energy is essentially invariant along the
[01̄1] direction. This suggests the existence of a low-friction
direction upon shearing for the Ni2C layer with respect to the
Ni(111) substrate.

The relaxation is, however, incomplete in the previous
procedure, as the in-plane degrees of freedom were frozen.
To better elucidate the different possible stable states for the
structure of the Ni2C/Ni(111) system, we thus perform a full
relaxation on selected structures [see dots for the selected
glide vectors �F in Fig. 2(b)], allowing the system to fully
relax in all three coordinates. The displacement of the Ni2C
carbide layer relative to the Ni(111) slab is monitored during
the relaxation process. For the systems starting in the minima
region, the net carbide layer displacement is not significant, and
they all remain in the minimum valley [see Fig. 2(c), group
A], with an adhesion energy of −4.37 ± 0.028 J m−2. For
systems with initial shift vectors located in a maxima region, all
configurations fall into a second minimum valley (group B) that
was not identified by the previous procedure. The net carbide
displacement is also not significant for this group of structures,
which has an adhesion energy of −4.13 ± 0.031 J m−2, thus
higher than that of group A. Finally, to further check the
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FIG. 2. Relative stability of the Ni2C layer on the Ni(111)
substrate, with the TB model. (a) Map of adhesion energies, as
computed with Eq. (1), for all possible shift vectors �F and with
atomic relaxations performed only along the Ni [111] direction.
(b) Scheme showing the �F vectors of the specific configurations
of the Ni2C/Ni(111) that are then fully relaxed. The arrows indicate
the in-plane displacement experienced by the Ni2C layer relative to
the Ni(111) substrate during a subsequent annealing of the structures
(see text). The inset illustrates the aspect of the energy landscape
along the [2̄11] direction for TB and DFT. (c) Fully relaxed adhesion
energies for these selected configurations.

energy landscape of the interface, we perform a T = 350 K
annealing of the group-A and -B configurations. The group-A
ones stay at their in-plane position, while the group-B ones
fall into an intermediate family of minima [see the arrows
in Fig. 2(b), and the C label in the inset]. After this process,
the group-A configurations remains the lowest in energy. The
energy landscape, as described by the TB model, is thus
invariant along the [01̄1] direction and is composed of three
groups of degenerate minima.

We now compare the TB results with DFT calculations for
two specific glide vectors �F : one within group A and one within
group B. Both group-A and -B structures are energy minima

and stay at their in-plane initial positions in DFT, as with TB for
the same initial positions [see the schematic view in the inset in
Fig. 2(b)]. With DFT, the group-A and -B configurations have
adhesion energies of −3.83 and −3.60 J m−2, respectively. As
with TB, the group-A structures are stabler than group B, and
the energy difference between the two families is ∼0.23 J m−2

(∼0.25 J m−2 with TB), i.e., of the order of the stacking fault
energy. This energy difference is therefore very similar within
both interaction models. Considering the structural details of
the group-A configurations, after relaxation, both with DFT
and TB, C atoms are located between the Ni atoms of the
carbide and the topmost layer of Ni(111). The distances of
C atoms to the substrate (dC-Ni in Fig. 1) differ for each C
position within the supercell, being 1.68 ± 0.26 Å for DFT and
1.58 ± 0.17 Å for TB, thus having large standard deviations
within both interaction models. The distance between Ni atoms
from the substrate to Ni atoms from the carbide (dNi-Ni in
Fig. 1) is 2.18 ± 0.1 Å for DFT and 2.24 ± 0.1 Å for TB, thus
very similar in both models and again with rather important
variations. Finally, local energies of C atoms in the carbide
layer show important differences, as large as 0.7 eV with both
interaction models.

To conclude, this study allows us to identify the stablest
structures for the interface Ni2C/Ni(111): it actually consists
of a degenerate family of configurations, corresponding to
the group-A structures. The flatness of the potential-energy
landscape along the [01̄1] direction suggests a low friction/easy
glide direction for the carbide on the Ni(111) substrate.
The comparison between TB and DFT calculations shows
that the TB model provides a very reasonable description
of the Ni2C/Ni(111) system, which is structurally very far from
the compounds and structures initially used for developing the
TB model [35]. This good transferability of our TB approach
supports its use for graphene growth studies that cannot be
performed with DFT.

IV. ELEMENTARY STEPS FOR GRAPHENE FORMATION

In this section, we use static relaxations to investigate
some of the elementary steps that are possibly involved during
graphene growth on the Ni2C/Ni(111) system.

A. Carbon addition

In order to investigate the ability of the Ni2C/Ni(111)
system to capture C atoms at its surface, thus acting as starting
point for growing graphene, we compute the interaction energy
of a single C atom with the Ni2C/Ni(111) surface as

Eint = EC+Ni2C/Ni(111) − ENi2C/Ni(111) − EC, (2)

with EC+Ni2C/Ni(111) is the energy of the system with one added
C atom and the Ni2C/Ni(111) substrate, ENi2C/Ni(111) is the
energy of the Ni2C/Ni(111) substrate, and EC is the energy of
the isolated C atom (which vanishes with the TB model). A
negative Eint then corresponds to an attractive interaction.

Technically, a lot of possible positions exist for the C
addition at the surface. An inkling of the need for a detailed in-
vestigation is given by the inequivalency of the C atoms within
the carbide layer, as identified previously. Their different local
structural environments and different local energies suggest a
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FIG. 3. Maps representing (a) the interaction energies [Eq. (2)]
of a single C atom forming a C dimer with the Ni2C/Ni(111) system
and (b) the energy cost to remove a C atom from the carbide layer
[Eq. (2)]. Energies are computed for all C atom positions in the Ni2C
layer within the supercell, adopting the following representation: big
dots correspond to C atoms from Ni2C and are colored according to the
appropriate energy value, and open circles represent two successive
(111) layers of fcc Ni. Atomic positions are from the relaxed initial
group-A configuration before adding or removing carbon. The Ni
atoms from the carbide are omitted for clarity.

variation of reactivity across different addition sites within the
supercell. A series of calculations is thus performed with TB.
In these calculations, we start from the stablest Ni2C/Ni(111)
substrate configuration (group A). A single C atom is then
added to the surface of the system, located exactly on top of one
of the C atoms from the carbide, and the system is relaxed. The
resulting interaction energies, computed through Eq. (2), are
given in Fig. 3(a). Interactions are all significantly attractive,
showing the ability of the carbide to chemisorb individual C
atoms. Variations across different addition positions are large,
1.22 eV, with the most attractive positions corresponding to the
formation of C-C dimers on top of fcc-like or hcp-like positions
of the Ni(111) slab.

Now comparing TB results with DFT calculations for some
specific positions for the C addition, we consider two of the sur-
face positions forming dimers with C atoms from Ni2C, which
have local hcp-like and fcc-like environments with respect
to the Ni(111) slab, respectively. We also consider a surface
position with the added C having three nearest-neighbor Ni
atoms (denoted as the “no-dimer” configuration) and two fcc

TABLE II. Interaction energy Eint (in eV) of a single C atom with
the Ni2C/Ni(111) system [see Eq. (2)] for different carbon positions,
using both TB and DFT calculations.

Eint (eV) Config.

Position Type Siesta TB

Surface dimer FCC � −6.11 −7.07

dimer HCP � −6.12 −7.06

no dimer � −5.68 −4.00

Bulk O site below C −6.59 −7.37

O site not below C −6.76 −7.43

Ni octahedral (O) insertion sites, one below a C atom from
the carbide and the other below Ni atoms from the carbide.
The interaction energies for these different configurations are
shown in Table II. Within both models, all interaction energies
are attractive; equivalent Eint values are found for the two
surface dimer configurations, and comparable values are found
for the two bulk configurations. The relative stabilities of the
different configurations for the single C atom added to the
Ni2C/Ni(111) system calculated using our TB model and DFT
are in good agreement and rank as follows : bulk positions >

dimer positions � no-dimer configuration. We note that the
difference between TB and DFT energies is larger for the
no-dimer situation but in any case is less attractive than the
other configurations. Consequently, in the GCMC simulations
of graphene formation on the carbidic phase that explore
situations not too far from the thermodynamic equilibrium,
these no-dimer configurations will be less visited than the
surface dimer ones. We will come back to this point in Sec. V.

The present set of calculations therefore (i) suggests that C
atoms forming the Ni2C carbide can actually act as nucleation
centers for graphene growth and (ii) confirms that the energetic
and structural descriptions provided by our TB Hamiltonian are
accurate enough to describe the Ni2C/Ni(111) system.

B. Carbon removal

We now investigate the ability of the Ni2C layer to act as
a source of carbon for graphene formation, using TB static
relaxations. As before, due to the inequivalency of C atoms in
the relaxed and most stable Ni2C/Ni(111) system, we compute
the energy cost of removing one C atom from the carbide for
all the C atoms within the supercell (starting from the same
group-A configuration as before). This energy is defined as

Erem = E(Ni2C−C)/Ni(111) − ENi2C/Ni(111) + EC, (3)

where E(Ni2C−C)/Ni(111) is the energy of the relaxed system with
one removed C atom, ENi2C/Ni is the energy of the relaxed
Ni2C/Ni(111) system, and EC is the energy of the isolated C
atom.

Figure 3(b) gives the resulting Erem values, which are all
positive, meaning that removing C atoms from the carbide to
infinity is not favorable. In the actual graphene growth process,
however, the removed C atom would be included in a graphene
layer. Therefore, to discuss the ability of Ni2C to act as a
carbon source for graphene formation, the reference energy
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FIG. 4. Identification of the thermodynamic conditions (T ,μc)
to stabilize a graphene layer over the Ni2C/Ni(111) system. When
going to the top right corner of the graphene zone, i.e., close to the
domain of amorphous carbon, the obtained graphene layer contains
more defects.

for the carbon atom in Erem should be the cohesive energy of
a graphene monolayer, which is ∼7.5 eV with the TB model.
With this shift, the range of energies becomes mostly negative,
suggesting the carbon removal and incorporation into graphene
are possible. Important variations in Erem (of ∼1.9 eV) are seen
across different C atomic sites, and thus, only some specific
carbon atoms from the carbide should be possible to include in
the graphene layer. For the sake of comparison, we performed
a few DFT calculations of Erem for five specific carbon atoms
from the Ni2C layer. The obtained values are 8.0 ± 0.12 eV,
which are thus higher and less scattered than the TB results.
While incomplete, this set of DFT calculations suggests that
the role of the Ni2C layer as a carbon source for graphene
formation might be overestimated by the TB model, and this
will be further discussed in Sec. V.

V. GRAPHENE FORMATION ON Ni2C/Ni(111)

We now study how graphene growth mechanisms are
influenced by the Ni2C surface. To this aim, we perform GCMC
simulations to examine the self-organization of carbon atoms
on Ni2C/Ni(111). More precisely, our goal is to determine the
thermodynamic conditions (μC,T ) for graphene formation, as
the thermochemical conditions of the precursor decomposition
reaction in CVD lead to the presence of carbon atoms close
to the surface of the catalyst at a given chemical potential
μC [53]. In this context, MC simulations in the grand-canonical
ensemble are perfectly adapted to address this issue. Such
GCMC simulations are performed on a supercell that is twice
as large as the previous one, thus having 390 atoms in total in
the initial configuration and up to 700–800 atoms during the
GCMC process.

Figure 4 presents the final equilibrium states obtained on
Ni2C/Ni(111) at temperatures ranging from 500 to 1200 K,
summarizing the outcomes of GCMC simulations across dif-
ferent values of μC (−6.00 to −4.50 eV/atom). For low values
of μC, single C atoms are adsorbed, possibly forming small
linear chains but no rings. This corresponds to a domain where
no graphene growth is observed. When the chemical potential
increases, more carbon atoms are added to the system, leading
to the growth of a graphenelike layer where a majority of C

FIG. 5. Snapshots of atomic configurations during the growth
of graphene on a Ni2C/Ni(111) interface at 500 K and μC =
−4.75 eV/atom. Ni atoms are orange, C atoms of Ni2C are gray,
and outer C atoms on the surface to form graphene are black. The Ni
atoms from Ni(111) are omitted for clarity. (a) Atoms adsorbed on top
of C atoms of Ni2C. (b) C atoms of the interface (in red) integrated
into the graphene network. (c) Chains forming and crossing to form
hexagons. (d) Equilibrium structures at 500 K.

atoms are threefold coordinated. At higher μC, the number of
stable carbon atoms outside the carbidic surface is important
and corresponds to a three-dimensional amorphous C phase.
More interestingly, μC values are identified where graphene
growth is observed at low temperatures (T < 700 K), in
agreement with experimental observations [10,21,24,25]. In
the case of pristine Ni(111), previous GCMC simulations [12]
have highlighted that graphene formation is expected only at
temperatures higher than 800 K for comparable μC values.
This supports the key role played by the carbide in lowering
the growth temperature.

Important steps at the atomic scale in graphene formation
on Ni2C/Ni(111) are visualized in snapshots taken at dif-
ferent stages obtained by GCMC calculations at 500 K and
μC = −4.75 eV/atom (see Fig. 5). In these thermodynamic
conditions, a sp2 layer containing numerous hexagonal rings
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is formed. During the first steps of the simulation, most
of the C atoms are adsorbed on the surface and form C-C
dimers [see Fig. 5(a)], as discussed in the previous section.
Consequently, the first steps of graphene formation can be
observed at low temperature since, in contrast to Ni(111),
C atoms present in the surface-confined nickel carbide Ni2C
enhance the surface reactivity by trapping C atoms close to
the surface. Then, C atoms form short chains on the surface
that eventually cross-link with each other to form carbon rings
that act as nucleation centers to grow a monolayer graphene
structure [see Figs. 5(b) and 5(c)]. Such a mechanism has
already been observed in the case of graphene growth on
Ni(111) [32,36]. Interestingly, some C atoms of the carbide
layer can also be integrated into the graphene network, in
agreement with the two-layer mechanism proposed in [10]
(typically 1–3 C atoms from the 40 C atoms of the carbide
layer). The GCMC simulations of graphene formation on the
carbidic phase therefore reveal the two elementary mechanisms
that were postulated and investigated by static simulations in
Secs. IV A and IV B. Both assist the nucleation and growth
of graphene at a relatively low temperature. However, we
mentioned earlier that some differences exist between the TB
and DFT interaction and removal energies describing these
two elementary mechanisms. Consequently, the TB-GCMC
simulations likely underestimate the C adsorption on no-dimer
positions and overestimate the quantity of carbon atoms from
Ni2C included in the monolayer graphene. A precise quan-
tification of the statistical weight of the different mechanisms
versus temperature and μC for each of the interaction models
would require the development of a simplified statistical
physics model for this process, which is beyond the scope of
the present work.

As seen in Fig. 5(d), the final configurations are plagued by
a high concentration of atomic-scale defects, e.g., heptagon-
pentagon topological defects. This is partly caused by the lower
sampling efficiency of our Monte Carlo algorithm at lower
temperature. Such defects can be healed by increasing the
temperature, with the help of the metal catalyst [54,55]. This
tendency is further confirmed by calculations done at 700 K,
where the number of hexagonal rings is significantly larger
[see Fig. 6(a)]. Furthermore, C-C bonds between the MLG
and the interface are clearly present [see Fig. 6(b), where a
side view is presented], leading to the buckling of the carbon
structure. Such bonds are formed during the first steps of the
nucleation process where C atoms are adsorbed on the surface
to form C-C dimers [see Fig. 5(a)]. As a result, these anchor
points tend to keep the MLG fixed, thus hindering subsequent
rotation of graphene with respect to the Ni(111) surface. Such
defects should heal over longer timescales, but their presence
could explain the absence of rotated graphene reported using
in situ scanning tunneling microscopy and x-ray photoelectron
spectroscopy [10].

VI. CONCLUSION

In summary, we have presented DFT calculations and tight-
binding Monte Carlo simulations to investigate the role of the
Ni2C carbidic phase in low-temperature graphene growth. In
the first step, the structure and stability of the Ni2C/Ni(111)
interface were identified via the determination of its energy

FIG. 6. Equilibrium structures at 700 K, obtained from GCMC
simulations performed on a Ni2C/Ni(111) interface for μC =
−5.15 eV/atom. Ni atoms are orange, C atoms of Ni2C are gray,
and outer C atoms on the surface to form graphene are black. The
Ni atoms from Ni(111) are omitted for clarity. (a) Top view, where
many hexagons can be seen. (b) Side view, where C-C bonds between
graphene and the interface (C atoms are in red) are clearly present.

landscape, and its reactivity with respect to the carbon species
was analyzed. By performing GCMC simulations, we have
found thermodynamic conditions to grow graphene at rela-
tively low temperature. The presence of C atoms from the
Ni2C carbide acting as nucleation centers for graphene growth
and the inclusion of C atoms from Ni2C in the MLG were
determined as key factors promoting graphene formation at
low temperature. Moreover, the attachment of graphene to
the interface via C-C bonds should limit its rotation with
respect to the Ni(111) substrate. All the results presented
here are highly relevant for controlled graphene growth and
in agreement with experimental data. To go further, other
growth modes suggested in the experimental literature have
to be investigated [10,21,24,25], in particular, the in-plane
conversion mechanism where graphene grows alongside Ni2C
and the conventional graphene growth over Ni(111) with Ni2C
appearing only after the synthesis as a result of bulk-dissolved
C precipitation. In this context, the clock reconstruction of
the Ni(111) surface to form Ni2C in the presence of C atoms
implies the removal of Ni atoms, unless steps and edges help,
as shown experimentally and theoretically [23,56]. This would
require extending our GCMC algorithm to include attempts to
remove existing Ni atoms. Such approaches are currently under
development to undertake appropriate large-scale simulations.
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