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Low-temperature breakdown of antiferromagnetic quantum critical behavior in FeSe
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A nematic transition preceding a long-range spin density wave antiferromagnetic phase is a common feature
of many parent compounds of Fe-based superconductors. However, in the FeSe system with a nematic transition
at Ts ≈ 90 K, no evidence for long-range static magnetism is found down to very low temperatures. The lack of
magnetism is a challenge for the theoretical description of FeSe. We investigated high-quality single crystals of
FeSe using high-field (up to 9.5 T) muon spin rotation (μSR) measurements. The μSR Knight shift and the bulk
susceptibility linearly scale at high temperatures but deviate from this behavior around T ∗ ∼ 10–20 K, where
the Knight shift exhibits a kink. In the temperature range Ts � T � T ∗, the muon spin depolarization rate shows
a quantum critical behavior � ∝ T −0.4. The observed critical scaling indicates that FeSe is in the vicinity of
an itinerant antiferromagnetic quantum critical point. Below T ∗ the quantum critical behavior breaks down. We
argue that this breakdown is caused by a temperature-induced Lifschitz transition.

DOI: 10.1103/PhysRevB.97.201102

Understanding the interplay between nematic, magnetic,
and superconducting orders is one of the key problems of Fe-
based superconductors [1]. Many theoretical and experimental
efforts have been applied to shed light on the nature of the
broad nematic region of the FeSe system [1–5]. In this system,
superconductivity with a transition temperature Tc ≈ 9 K
develops from a paramagnetic phase with a nematic transition
temperature (Ts ≈ 90 K) without any evidence of long-range
static magnetism down to low T .

The transport properties of FeSe show a complex magnetic
field and temperature dependence below Ts [6–10], which
cannot only be accounted for by the anisotropic scattering in the
nematic phase [11]. The analysis of the transport data indicates
essential changes in the electronic structure [6–9] and/or hints
to enhanced spin fluctuations (SFs) and the formation of a
pseudogap above Tc [10,12,13]. Nuclear magnetic resonance
(NMR) measurements revealed that FeSe exhibits a quite dif-
ferent SF spectrum as compared with other Fe-based supercon-
ductors. The T dependence of the spin-lattice relaxation rate
1/T1T is only enhanced below Ts [12–15]. However, recent
inelastic neutron scattering measurements revealed that strong
Néel antiferromagnetic (AF) SFs at QN = [π,π ] above Ts exist
at high energies [16]. Moreover, the SFs at QN are suppressed
and stripe AF SFs at QS = [π,0] are strongly enhanced below
Ts. In contrast to the Néel SFs at high temperatures, the stripe
SFs have a noticeable low-energy tail [17], which is accessible
in NMR experiments. In general, experimental and theoretical
investigations indicate that FeSe is on the border of magnetism.
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However, the energy scale which can characterize the distance
to a corresponding magnetic quantum critical point (QCP) and
the reasons for the pseudogaplike behavior above Tc seen in
many experiments in stoichiometric FeSe are unclear.

To get a deeper insight into the magnetic properties of FeSe
in the nematic state, we preformed high-resolution muon spin
rotation/relaxation (μSR) experiments. The positively charged
spin-1/2 muon is one of the most sensitive probes to measure
local internal magnetic fields at the muon stopping sites located
usually at places of maximal electronic density in metals.
However, the exact occupation of possible stopping sites can be
hardly predicted, which complicates the analysis of μSR data.
The unique high-field μSR instrument in PSI Villigen allowed
us to resolve the individual muon stopping sites in high-quality
FeSe single crystals. This provides access to the Knight shift
and the muon depolarization rate specific to the muon site.
Our local probe measurements revealed that, in accord with
previous results, FeSe has no static magnetism in the main
sample volume but low-energy SFs lead to non-Fermi-liquid
(non-FL) behavior with a cutoff temperature T ∗ ∼ 10–20 K,
indicating a close proximity to a magnetic QCP.

High-quality FeSe single crystals were grown by the vapor
transport method, which is described in Refs. [8,9]. The crys-
tals used in the μSR experiments were characterized by various
techniques [18]. For the μSR experiments, crystals with a
Tc ≈ 9 K were selected by magnetization measurements. High-
transversal-field (TF) μSR measurements were performed at
the HAL-9500 spectrometer and zero-field (ZF) and low-field
experiments (given in the Supplemental Material (SM) [18])
were done at the DOLLY spectrometer (PSI, Villigen) on a
mosaic of the selected crystals with a total mass of about 12 mg
[19]. For measurements using the HAL-9500 spectrometer the
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FIG. 1. (a) FFT of the TF μSR time spectra measured in B ‖ c =
9.5 T at different temperatures for FeSe. The peaks denoted as sites A
and B are related to muons stopping in the sample. The peak denoted
as Ag holder is a signal from muons stopping in the silver sample
holder. (b) The μSR Knight shift (left axis) and relaxation rate (right
axis) of the muons stopping at site A vs T in B ‖ c = 9.5 and 8 T.
Inset: The same data (left axis) and NMR Knight shift taken from
Ref. [14] (right axis) below 100 K.

muon polarization was in the ab plane. The μSR data were
analyzed using the MUSRFIT software package [21].

Fast Fourier transformations (FFTs) of the TF-μSR spectra
measured in a magnetic field B ‖ c = 9.5 T and at different T

are shown in Fig. 1(a). The FFT spectra consist of three peaks.
The right narrow peak corresponds to the Ag sample holder.
Its position was used as an internal reference to calculate
the absolute value of the Knight shift. The left peak (site A)
corresponds to the majority of muons (∼75%) stopping in the
sample. The peak is relatively narrow, just slightly broader than
the peak of the Ag, but its position is strongly T dependent.
According to Ref. [22], site A is located close to the Fe atomic
planes. The position of the broad central peak (site B) is weakly
T dependent. By contrast, its width shows a nonmonotonic
T dependence. Site B is located within the Se atomic plane
and it has a shallow energy minimum as compared to site A
[22]. Therefore, the muon depolarization rate for site B is less
affected by the interaction of muons with the Fe spins, which

explains the significantly smaller Knight shift. On the other
hand, the larger linewidth can be caused by the interaction with
diluted randomly distributed Se nuclear spins [23]. A shallow
energy minimum results in muon diffusion at high T suppress-
ing depolarization due to static nuclear moments. Below 70 K
the diffusion slows down and the depolarization rate in ZF data
saturates around �B ∼ 0.35 μs−1 [18]. Depolarization due to
diluted magnetic impurities [24] can be excluded since in this
case the muons stopping at site A should be also affected by
stray fields. However, we did not find any noticeable static
contribution to the depolarization rate of site A. A very low
impurity concentration in our sample is also consistent with the
Mössbauer data given in the SM [18]. This analysis imposes
an upper limit for the possible magnetic moment of 0.03μB

and an impurity Fe concentration of 0.1 at. %. Based on the
μSR and Mössbauer data, we exclude the presence of internal
magnetic fields which could be associated with an AFM state
in the main sample volume (site A) down to Tc. For further
analysis we consider the signal from muons stopping at site A
as representative of the main sample volume.

To obtain the Knight shift values and the relaxation rates
specific to muon sites, we analyzed the high-TF μSR spectra
by a sum of three contributions,

P (t) =
3∑

i=1

Pi cos
(

2πνit + πϕ

180

)
exp[−�it], (1)

where i corresponds to site A, site B, and the Ag sample holder,
respectively, and φ is the phase. The ratio PA/PB = 3 between
the fractions of muons stopping at sites A and B was found to
be nearly field and T independent and therefore it was fixed
within the analysis. The fraction PAg was field dependent due
to the field dependence of the beam spot size. �i is the muon
depolarization rate (peak width). The results of the fit by Eq. (1)
are shown by the filling colors in Fig. 1(a). The obtained T

dependence of the μSR Knight shift KA = (νA − νAg)/νAg and
the muon depolarization rate �A for site A in B ‖ c = 9.5 and
8 T are shown in Fig. 1(b). All data shown here are corrected by
demagnetization effects [25].KA (left axis) is field independent
and at high T shows a T dependence similar to that observed
in 77Se-NMR measurements, as shown in the inset of Fig. 1(b)
[14,15]. It is seen that KA is only slightly affected by the
structural transition at Ts, which results in a gradual change of
the slope of the T dependence. Below Ts, two kinklike features
are observed in the T dependence of KA around T ∗∗ ∼ 60 K
and T ∗ ∼ 10 K. Note that the feature at T ∗ is not caused by
the bulk superconducting transition since Tc is about 5 K in
B ‖ c = 9 T, according to the specific heat data [18].

The anomalous behavior of the electronic system at low T is
seen in Fig. 2 from the plot of KA versus the bulk molar suscep-
tibility χm with T as an implicit parameter. The T dependence
of χm is given in the SM [18]. In NMR experiments, the Knight
shift is usually linear with the susceptibility and one can extract
the orbital T -independent contribution to the Knight shift
from the intercept and the hyperfine coupling from the slope of
the linear fit [26]. At high T above Ts, KA = A0χm + Korb is
linear with χm, resulting in a T -independent coupling constant
A0 ≈ −3.3 T/f.u. μB and a positive Korb ≈ 0.02%, which
can be interpreted as a T -independent nuclear and orbital
contribution in analogy with NMR. The parameter A0 accounts
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FIG. 2. The μSR Knight shift KA (left axis) and NMR Knight
shift Kc taken from Ref. [14] (right axis) vs bulk molar susceptibility
χm of FeSe. Lines are linear fits of the data. Inset: The same data
below 100 K.

for all T -dependent terms. In the case of FeSe, the dipolar,
hyperfine, and Fermi contact contributions to the Knight shift
can beT dependent even aboveTs due to a strongT dependence
of the chemical potential [27]. The nematic transition results
in the reduction of A0 ≈ −2.4 T/f.u. μB and Korb ≈ 0.005%.
However, KA remains linear with χm. The linear relationship
is violated only around T ∗, indicating a significant T variation
of A0 and Korb. The NMR Kc has the same behavior as the
μSR KA down to T ∗∗ and becomes nearly constant at low T .
The loss of linear proportionality between the NMR Kc and χm

below T ∗∗ is attributed to a strong reduction of the Se hyperfine
coupling constant ASe. In contrast, the higher sensitivity of the
μSR KA to χm is related to the smaller distance of the muon
site A to the Fe atomic layers as compared to Se atoms used in
NMR experiments [22].

The observation of kinks in the T dependence of KA

[Fig. 1(b)], the broken linear relationship between KA and
χm (Fig. 2), and features in the electrical resistivity [18] and
Hall coefficient [10] indicate that T ∗ and T ∗∗ correspond
to a reduction of the density of states (DOS), as suggested
previously in Refs. [10,12,13]. The effects were attributed to
the formation of the pseudogap due to the charge density wave
phase competing with the magnetism or preformed Cooper
pairs, respectively. Alternatively, the reduction of the DOS can
be caused by a T -induced Lifshitz transition. Indeed, a strong
T dependence of the Fermi energies of individual bands was
found in recent angle-resolved photoemission spectroscopy
(ARPES) experiments. At high T above Ts, the Fermi surface
(FS) consists of two holelike (h) and two electronlike (el)
FS sheets. However, one h FS pocket (around the Z point)
sinks below the Fermi level with the reduction of T below Ts,
according to both ARPES and Shubnikov–de Haas oscillations
measurements [28,29]. The situation concerning the el FS
sheets at low T is controversial. The Shubnikov–de Haas
oscillations revealed one el thin cylinder only. However, some
ARPES data indicate a complex structure around the M point
of the Brillouin zone with two el FS pockets. Below Ts the

FIG. 3. (a) Log-log plot of the muon depolarization rate �A/γμB

and the NMR 1/T1T taken from Ref. [15] vs T for FeSe. Inset: The
muon depolarization rate 	�A = �A(B2)/γμB2 − �A(B1)/γμB1

(left axis), where B1 = 8 T and B2 = 9.5 T and the Knight shift
	KA = KA(9.5 T) − KA(8 T) (right axis) vs T . (b) A schematic
phase diagram of FeSe. The gray boxes show the temperature regions
attributed to putative Lifshitz transitions.

energy distribution curves (EDCs) result in four peaks for the
twinned crystals [27,30]. In particular, one of the peaks in the
EDC touches the Fermi level within experimental resolution
at low T [27]. In conclusion, the experimental data indicate
the possibility of two distinct T -induced Lifshitz transitions
below Ts.

To estimate an impact of these Lifshitz transitions on the
DOS we analyzed the calculated band structure obtained using
the full potential local orbital band structure package (FPLO)
[31]. In our calculations we observed that the experimental
asymmetric shift of the Fermi energy of the h and el bands
with T results in noticeable anomalies in the DOS when the
Fermi energy touches the bottom or top of the bands [18]. The
change in the DOS affects both spin and orbital contributions
to the Knight shift and therefore may be responsible for the
observed kinks in KA at T ∗ and T ∗∗, and for the nonlinear KA

vs χm plot around T ∗ (Fig. 2).
To get deeper insight into the effects around T ∗ we ana-

lyzed the T dependence of the muon depolarization rate �A

[Fig. 1(b), right axis] obtained using Eq. (1). The log-log
plot of the T dependence of the dimensionless �A/γμB

with γμ = 2π × 135.53 MHz/T and that of the NMR 1/T1T

[15] are shown in Fig. 3(a). Both quantities decrease at high
T and increase below Ts. This behavior was interpreted as
a competition between two types of SFs [32]. Both �A

and 1/T1T for B ‖ a follow a critical power-law behavior
below Ts with the exponents nμ ≈ −0.4 and nNMR ≈ −0.77,
correspondingly. The nμ ≈ −0.4 is close to the theoretical
value −ν(z − 1) ≈ −0.5 [33] expected for a quantum critical
behavior of itinerant AF with the correlation-length exponent
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ν = 1/2 and the dynamical exponent z = 2 [34]. The exponent
nNMR ≈ −0.77 in 1/T1T is close to the theoretical value −3/4
for the three-dimensional (3D) spin density wave (SDW) phase
found in heavy fermion systems [35]. The power-law scaling
of �A indicates that the linewidth of site A in our TF data
[Fig. 1(a)] is dominated by SFs [23]. In this case, �A(T ) ∝
T

∫
A(q)χ (q)F (q,ω)dDq, where A(q) is the q-dependent

hyperfine coupling constant, D is the dimensionality, χ (q) is
the q-dependent susceptibility, F (q,ω) is the spectral-weight
function, and ω is the frequency, in our case, ω = γμB

[33]. Thus, it is expected that �A/T ∝ 1/T1T . The observed
different exponents of �A/T and 1/T1T for B ‖ a, and the
deviation from the power-law behavior of 1/T1T for B ‖ c

can be attributed to the T -dependent ASe(q) [36].
The non-FL behavior below Ts is also evidenced by the

quasilinear dependence of the electrical resistivity ρ = ρ0 +
AT + BT 2 with A � BT [18]. A linear T dependence is
usually expected in the quantum critical region, which has a
V-shaped form in the phase diagram separated by the crossover
temperature from the FL state [37]. In this sense, T ∗ can be
interpreted as the crossover temperature. One might relate the
anticipated QCP to the stripe AF order observed in FeSe under
hydrostatic pressure [38–40]. Indeed, the resistivity is perfectly
linear below Ts at a small applied pressure Pc ∼ 0.2–0.5 GPa
[41]. Therefore, our detection of critical SFs in FeSe at zero
pressure suggests that the linear resistivity is related to a
QCP at the pressure Pc. However, in microscopic experiments
such as μSR and NMR, a magnetic phase under pressure is
observed only at P � 0.8 GPa with a relatively high transition
temperature TN [38,42,43]. This behavior suggests that the
QCP is avoided. To settle this puzzle, we propose that the
QCP at zero T is avoided by the same mechanism, which is
responsible for the anomaly at T ∗.

The difference 	�A = �A(B2)/γ μB2 − �A(B1)/γ μB1 is
shown in the inset of Fig. 3(a), where B1 = 8 T and B2 =
9.5 T. 	�A is almost zero above T ∗, indicating that �A ∝
B. This suggests that F (q,ω) ∝ ω at the measured frequency
range, which should be related to the SF spectra of FeSe. 	�A

changes the behavior across T ∗, where the linear relationship
between KA and χm is broken. The negative value of 	�A

indicates a relative narrowing of the lines with the magnetic
field. This nonlinear behavior might be caused by the changes
in the shape of F (q,ω). Alternatively, it was proposed that
the field dependence originates from the suppression of the T ∗
anomaly by the magnetic field [12,13]. The field dependence of
T ∗ is expected for both the preformed Cooper pairs and Lifshitz
transition scenario (due to Zeeman effects). The formation of
Cooper pairs opens a gap at the Fermi level and therefore affects
both 1/T1T and the Knight shift. However, KA around T ∗
is field independent within the error bars [inset of Fig. 3(a)].
Moreover, the anomaly in the electrical resistivity is shifted to
higher T with the magnetic field [18]. In contrast, within the
Lifshitz transition scenario, the magnetic field should smear
the transition that may affect differently the SF spectra and the
DOS. A schematic phase diagram is shown in Fig. 3(b).

In conclusion, the unique high-field μSR technique al-
lowed us to investigate the intrinsic static spin susceptibility
and spin dynamics of stoichiometric FeSe. Our microscopic
investigation indicates that FeSe is close to the QCP of the
SDW phase, presumably located at a small pressure Pc ∼
0.2–0.5 GPa. However, the magnetic quantum critical fluctua-
tions are suppressed and the putative QCP at Pc is avoided by a
T -induced Lifshitz transition of the el FS of the xz/yz derived
bands.
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