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We present a state-of-the-art study of the optical properties of free-standing silicene and of single-layer Si
one- and two-dimensional (1D and 2D) nanostructures supported on Ag(110) and Ag(111) substrates. Ab initio
simulations of reflectance anisotropy spectroscopy (RAS) and surface differential reflectivity spectroscopy
(SDRS) applied to the clean Ag surface and Si/Ag interfaces are compared with new measurements. For
Si/Ag(110), we confirm a pentagonal nanoribbon geometry, strongly bonded to the substrate, and rule out
competing zigzag chain and silicenelike models. For Si/Ag(111), we reproduce the main experimental features and
isolate the optical signal of the epitaxial silicene overlayer. The absorption spectrum of a silicene sheet computed
including excitonic and local field effects is found to be quite similar to that calculated within an independent
particle approximation and shows strong modifications when adsorbed on a Ag substrate. Important details of
the computational approach are examined and the origins of the RAS and SDRS signals are explained in terms
of the interface and substrate response functions. Our study does not find any evidence for Si adlayers that retain
the properties of freestanding silicene.
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I. INTRODUCTION

Silicene, the silicon-based counterpart of graphene, repre-
sents an exciting material merging the exceptional physical
properties of graphene with the simplicity of integrating it in
already existing and largely developed silicon-based technol-
ogy [1–5]. A field-effect transistor has been reported at room
temperature [6]. However, there is also interest in silicene from
a basic point of view because it is predicted to be a topological
insulator which realizes the quantum spin Hall effect [7].

Freestanding ideal silicene presents a buckled honeycomb
structure [Fig. 1(a)]. Like graphene, silicene possesses (in the
absence of spin-orbit corrections) massless fermions at the K

point of the Brillouin zone. When spin-orbit interaction is taken
into account, a gap as small as 1.5 meV is created [8]. Silicon (in
contrast to carbon) is not able to create pure sp2 hybridization;
hence the Si-Si bonds are somewhat intermediate between sp3

and sp2. This means that silicon atoms in silicene are quite
reactive. When silicene is deposited on a substrate, interactions
between silicon and substrate atoms cause deviations from the
ideal geometry of freestanding silicene. Experimental studies
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and ab initio density functional theory (DFT) calculations have
shown that 1 monolayer (ML) of silicon atoms on a Ag(111)
surface arranges in an apparently honeycomb structure [see
Fig. 1(c)] but with a slight biaxial strain and 3 × 3 periodicity
with respect to silicene [9–12]. It was found to be thermody-
namically stable across a wide range of chemical potentials in
Ref. [11], and recently confirmed experimentally using x-ray
diffraction [13].

Besides the famous (3 × 3)/(4 × 4) phase epitaxially grown
on top of Ag(111) [9], other overlayer structures with
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tions of the Ag(111) surface have been realized by depositing
almost 1 ML of silicon onto the silver substrate [14–16].
Their atomic geometries have been explored by different
techniques (see collections in Refs. [1,11]). There are also
several studies of the occupied electronic states of silicene
on different substrates using angle-resolved photoemission
spectroscopy (ARPES) [1,9,17,18].

Silicon deposition on Ag(110) instead gives rise to regular,
ordered, quantum wires [19]. Based on scanning tunneling
microscopy (STM) and ARPES experiments, it was sug-
gested that these (flat) wires could be nanoribbons (NRs)
of silicene [20–22]. Further studies combining STM, Si
coverage measurements, and DFT calculations ruled out all
honeycomb-shaped models, however [23]. Instead, a pen-
tamer chain model [Fig. 1(d)] was proposed for the nanorib-
bon structures [24] that satisfies DFT total energy calcula-
tions and high-resolution STM, core-level photoemission, and
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Pentamer chains (single & double) Zigzag chains (single & double)

(a) Free−standing

FIG. 1. Geometries of (a) freestanding silicene and (b) silicene
peeled off the Ag(111) substrate, where it is grown as (c) epitaxial
silicene. (d) Si/Ag(110) single and double nanoribbons: pentamer
chain and zigzag chain models. Blue and green balls represent up and
down atoms of buckled silicon; gray is silver.

grazing-incidence x-ray diffraction experiments [24,25]. Fur-
ther confirmation of a pentamer chain structure has recently
been provided by photoelectron spectroscopy (XPS) and angle-
resolved photoelectron diffraction (XPD) experiments [26], as
well as noncontact atomic force microscopy (nc-AFM) and
tip-enhanced Raman spectroscopy (TERS) [27]. Similar to
Si/Ag(111), the Si/Ag(110) system thus consists of silicon
adlayers strongly bonded to the Ag surface; nonetheless, there
is little evidence to suggest that these structures retain any of
the electronic features of a silicenelike layer, even when peeled
off the substrate [24].

Less effort has been devoted to understand the optical signa-
tures of silicenelike phases, their general sensitivity to optical
probes, and the role the substrate plays in the optical response.
Cinquanta et al. [28] investigated the Si/Ag(111) surface using
transient-reflectance optical spectroscopy and performed DFT
calculations of the dielectric functions for various Si/Ag(111)
phases, deducing a strong Si-Ag hybridization and a surprising
lack of sensitivity to the interface geometry. Deeper analy-
sis can be provided by surface-sensitive spectroscopies like
reflectance anisotropy spectroscopy (RAS) [29] and surface
differential reflectivity spectroscopy (SDRS) [30]. RAS has
been successfully applied to the study of quasi-1D metal-
semiconductor interfaces [31,32] and should thus be appro-
priate for investigating the geometry of the highly anisotropic
Si/Ag(110) nanoribbon system. Previously, SDRS has been
measured by some of us on monolayer Si/Ag(110) [33] and
multilayer Si/Ag(111) [34,35]. Comparison with ab initio
calculations of freestanding silicene [36,37] found, in both
cases, no evidence for silicenelike structures. Freestanding

silicene is reported to exhibit a π -π interband peak located
near 2 eV and an additional peak around 4 to 5 eV due to a
σ -σ transition at the � point. A joint theoretical-experimental
study of surface optical properties should therefore be a key
approach for determining whether silicon layers grown on a
silver substrate do in fact possess electronic properties identical
or close to those expected for freestanding silicene, as well to
differentiate between similar structural geometries.

The paper is structured as follows. In Sec. II, we summarize
the theoretical and experimental methodologies. Section III
reports our calculated optical spectra for bulk and surface
Ag, highlighting some of the problems to be addressed in
calculations of this nature. In Secs. IV and V, we present
and discuss experimental data measured on silver-supported
silicene-like systems, namely Si nanoribbons on Ag(110) and
2D honeycomb sheets on Ag(111), respectively. These data
are compared with ab initio calculations based on previously
proposed structural models. Finally, in Sec. VI, we discuss
the optical spectra of freestanding silicene, in particular inves-
tigating the importance of many-body effects on the optical
response. The paper concludes with a summary and outlook.

II. METHODOLOGY

A. Surface spectroscopy

RAS and SDRS are two experimental techniques that probe
the surface contribution to the reflectivity. RAS measures the
difference in reflectivity R for two perpendicular polarizations
x and y of light in the plane of the surface. The isotropic
contribution of the Ag substrate (bulk) cancels out, leaving
a signal that is sensitive to anisotropic surface transitions:

[
�R

R

]
RAS

= Rx
Si/Ag − R

y

Si/Ag

R
. (1)

In the case of a Ag(110) substrate, we choose x = [11̄0] and
y = [001]. Experimentally, the RAS signal is deduced from
the relative variation of the complex reflection amplitude r̃ via
�R/R ≈ 2Re(�r̃/r̃), where R = |r̃|2.

SDRS instead measures the difference in reflectivity be-
tween a clean surface and the same surface covered by an
adsorbate layer. It is thus sensitive to all surface optical
transitions (i.e., it can be used to probe Si/Ag(111), whose RAS
signal is zero by symmetry); furthermore, it can be performed
with polarized or unpolarized light. Thus, for unpolarized light
on a Si/Ag interface,1[

�R

R

]
SDRS

= RSi/Ag − RAg

RAg
. (2)

Generalization of this formula for polarized light is straight-
forward. In order to simplify the analysis of measured and
computed RAS and SDRS spectra, we make use of a three-layer
model [38,39]. In this way, the dielectric response of the semi-
infinite system is approximated by (1) a layer of bulk (here,
bulk Ag) with complex dielectric function ε̃b = ε′

b + iε′′
b ; (2)

1This is the opposite convention to what is normally found in
the literature. However, we use it to stay consistent with previous
measurements on Si/Ag (see Ref. [33] and its erratum).
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an anisotropic surface layer of thickness d with dielectric
tensor ε̃

αβ
s (where the subscript indicates a Si/Ag interface or

the clean Ag surface); and (3) a layer of vacuum. Frequency
dependence of all ε̃ terms is understood throughout. We make
the approximation that d is unchanged with addition of Si. This
allows us to decompose the SDRS and RAS into the real and
imaginary parts of pure bulk and pure surface terms [40],[

�R

R

]
RAS

= 4ωd

c
[A�ε′′

SDA − B�ε′
SDA], (3)

[
�R

R

]
SDRS

= 4ωd

c
[A�ε′′

SDD − B�ε′
SDD], (4)

where

A = Re

[
1

ε̃b − 1

]
= ε′

b − 1

(1 − ε′
b)2 + (ε′′

b )2
,

B = −Im

[
1

ε̃b − 1

]
= ε′′

b

(1 − ε′
b)2 + (ε′′

b )2
. (5)

Here we have defined two complex quantities, the surface
dielectric anisotropy (SDA) appearing in the RAS,

�ε̃SDA = ε̃xx
Si/Ag − ε̃

yy

Si/Ag, (6)

where the subscripts indicate the Si/Ag surface (a similar
expression applies to the clean Ag surface), and an analogous
term from SDRS that we call the surface dielectric difference
(SDD),

�ε̃SDD = ε̃Si/Ag − ε̃Ag,s, (7)

with the last term indicating the clean Ag surface. Possible
polarization dependence of the SDD is understood.

B. Experiment

Clean Ag(110) surfaces were prepared by repeated cycles
of sputtering and annealing. Experiments were performed in
an ultrahigh vacuum (UHV) environment with a base pressure
in the 10−10 mbar region. X-ray photoelectron spectroscopy
(XPS) was used to confirm the absence of contaminants and
low-energy electron diffraction (LEED) was used to monitor
atomic order. Si was deposited via an Omicron Focus EFM3
evaporator with the Ag crystal at room temperature, and
coverage was determined by a combined analysis of XPS and
LEED data. This preparation process results in growth of 0.8-
nm-wide single nanoribbons (SNRs), as confirmed by STM
measurements, and is in accordance with previous STM/LEED
analysis [41].

Optical access into the UHV chamber was via a low-strain
window. RAS experiments were performed on two different
Ag(110) crystals and during Si deposition the same char-
acteristic spectral changes were observed from each crystal.
Completion of the first Si layer (in the following named 1 ML)
was confirmed by the changes of slope of the signal recorded at
two photon energies as a function of evaporation time, as shown
in Fig. 2(a). Optical measurements for double nanoribbons
(DNRs), obtained at higher temperature, have been reported
elsewhere and the experimental details are given therein [33].

The SDA for Ag(110) and Si/Ag(110) were obtained by
combining the real (Re) and imaginary (Im) parts of the
measured �r̃/r̃ signal with A and B computed using standard
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FIG. 2. Variation of the optical signal for two photon energies
as a function of evaporation time: (a) RAS spectra of Si/Ag(110) and
(b) SDRS spectra of Si/Ag(111). Dashed lines indicate full completion
of the Si overlayer.

dielectric function data [42] of bulk Ag, and then solving
Eq. (3) for �R/R ≈ 2Re(�r̃/r̃) and the corresponding equa-
tion for Im(�r̃/r̃). As Im(�r̃/r̃) is difficult to measure directly,
Kramers-Kronig (KK) transforms of the measured Re(�r̃/r̃)
signal were performed. The limited spectral range of the
RAS data (generally 1.5 to 5.5 eV) appears to be sufficient
to generate an accurate KK transform for Ag(110). This is
demonstrated in Fig. 3 where the experimentally measured Re
and Im parts of the RAS response of an Ag(110) crystal in air
are plotted (solid lines) for two sample temperatures (surface
contamination is reduced at 570K). The measured Im part is
compared to that calculated (dashed line) from a KK transform
of the measured Re part. Here we use RAS data measured
on a Ag(110) crystal in air [43] in order to avoid first-order
strain effects on the measured Im part that occur under UHV
conditions due to the optical access window [29]. As shown
in Fig. 3, the shape of the calculated Im profile is in good
agreement with the measured Im profile. We thus performed
KK transforms on UHV-measured (Re) RAS data on Ag(110)
and Si/Ag(110) (specifically, to obtain the data in Fig. 10).

Deposition of Si on Ag(111) was performed at 515 and
600K. The quality of the surface and of the prepared phases
were checked with LEED and with Auger electron spec-
troscopy. By comparing the present results with previous
LEED studies [44], we estimate that the 515K phase is
composed of about 30% (4 × 4) phase and 70% (

√
13 × √

13)
phase, while the 600K surface is a majority of (2
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FIG. 3. Experimental RAS of Ag(110) in air at two temperatures.
Plotted are the real and imaginary parts of �r̃/r̃ (measurements)
as well as the imaginary part computed using a Kramers-Kronig
transform of the measured real part.
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2
√

3)R30◦. As above, completion of the first Si layer (in the
following named 1 ML) was determined by the changes of
slope of SDRS transients, shown in Fig. 2(b) for the case
of Si/Ag(111) grown at 515K. The SDD were described
by a sum of several Lorentzian functions for Si/Ag(111),
therefore exactly fulfilling the Kramers-Kronig relations, and
their parameters were obtained by fitting the experimental
SDR spectra using Eq. (4). A complete description of the
procedure is given in Ref. [33] for the detailed investigation of
the Si/Ag(110) system. In this latter case, only one Lorentzian
function was enough to reproduce the experiment.

C. Ab initio theory

Calculations were carried out using DFT in the local density
approximation (LDA) [45,46]. We use a planewave/norm-
conserving pseudopotential framework as implemented in the
QUANTUM ESPRESSO code [47]. Periodically repeated super-
cells containing symmetric slabs, or 2D layers, separated by
vacuum regions, were used to simulate the Si/Ag surfaces and
silicene layers. We used a kinetic energy cutoff of 40 Ry and
the LDA lattice constant of a0 = 4.075 Å. For Si/Ag(111),
we used a symmetric seven-layer slab of 4 × 4 periodicity
(about 20 Å thick). For Si/Ag(110), 3 × 2 (SNRs) and 5 × 2
(DNRs) supercells were used containing slabs of 13 atomic
layers (about 19 Å thick).

Optical properties were then calculated at different levels of
theory (and corresponding computational effort) for different
systems. For the Si/Ag slabs, we use the simplest independent
particle (IP) approach (equivalently, the RPA level without lo-
cal field effects) based on the DFT eigenvalues, as implemented
in the YAMBO code [48]. Within DFT-IP, the imaginary part of
the supercell (SC) dielectric function (i.e., slab plus vacuum
region) is computed as

Im
[
εSC,αα
s

] = 8πe2

m2ω2AL

∑
k

∑
v,c

∣∣pα
vc(k) + i[V NL,rα]

∣∣2

× δ(Ec(k) − Ev(k) − h̄ω), (8)

where A and L denote the cell area and height, respectively, and
Ec,v(k) are the DFT Kohn-Sham (KS) single-particle eigenval-
ues. Dense k-point meshes of 12 × 12 × 1 for the Si/Ag(111)
(4 × 4) cell and 16 × 32 × 1 for the Si/Ag(110) (3 × 2) cell
were found to yield well-converged spectra. The transition
matrix elements contain the momentum operator p and a
commutator term deriving from the nonlocal components of the
pseudopotentials, V NL [49]. For Ag, the V NL term can imply
a heavy computational penalty, especially for slabs containing
many atoms, and is thus often omitted in ab initio calculations
[28]. The same formula holds for bulk calculations, with AL

replaced by the volume V of the primitive cell, and was used
to calculate ε′′

b for bulk Ag. Surface dielectric functions εs can
be derived from the supercell εSC

s by appropriately accounting
for the presence of two equivalent surfaces and renormalizing
to d. It holds that [50]

d �ε̃SDA = d
(
ε̃xx

Si/Ag − ε̃
yy

Si/Ag

) = L

2

(
ε̃

SC,xx
Si/Ag − ε̃

SC,yy

Si/Ag

)
, (9)

d �ε̃SDD = d (ε̃Si/Ag − ε̃Ag,s) = L

2

(
ε̃SC

Si/Ag − ε̃SC
Ag,s

)
. (10)

Since the surface layer thickness d is not well defined, only
quantities like d ε̃ or d �ε̃ are accessible from Eqs. (9) and
(10), and d �ε̃ can be compared with the experimental one.

The DFT-IP scheme has been widely used to compute
surface optical spectra of semiconductors, especially when
used in conjunction with a simple “scissors” shift to correct
the (underestimated) DFT-LDA eigenvalues. This scheme is
not easily applicable to metallic systems. Furthermore, many-
body effects may be especially important in low-dimensional
systems. For this reason, we calculate the electronic and optical
properties of ideal freestanding silicene including many-body
effects by following a standard three-step procedure. The
first step consists of a DFT calculation of the KS eigenstates
and eigenvalues, as before. Second, independent quasiparticle
(IQP) corrections to the KS states are computed within the GW
approximation [51], where G is the single-particle Green’s
function and W is the screened Coulomb interaction. In the
final step, the Bethe-Salpeter equation for the optical response
is solved, which accounts for excitonic and local field effects
[51].

The GW calculations were performed in the usual one-
shot (G0W0) approach, applying a 50 × 50 × 1 (90 × 90 × 1)
k-point mesh for the screened (exchange) part of the self-
energy and the plasmon-pole approximation for the screening
dynamics. Three hundred (300) bands have been used for the
screening. The Coulomb interaction between the sheets of the
superlattice was cut. For the BSE calculation, 50 × 50 × 1
k-points, four filled valence, and five empty conduction bands
were included. The DP4EXC code was used [52].

III. AB INITIO CALCULATIONS OF SILVER

Equations (3)–(5) show that the RAS and SDRS depend
on a delicate interplay between the optical properties of
the surface/adlayer and that of the substrate. It has been
noted elsewhere [39] that Ag systems present a particularly
complicated case due to the forms of A and B, and thus
analysis and computation of RAS and SDRS require care. In the
following, we examine in turn the optical response of bulk and
surface Ag.

A. Bulk Ag

Experimental data [53] for ε̃b are shown in Fig. 4(a). The
real part crosses zero close to 3.9 eV, which also marks the
onset of interband transitions seen in the imaginary part. The
reflectivity R (inset) is sharply peaked at 3.9 eV. The A and B

terms, shown in Fig. 4(c), are particularly sharp, in contrast to
many other semiconductors and metals [39].

Calculations of ε̃b, A, B, and R are shown in Figs. 4(b) and
4(d). To account for intraband contributions, we add a simple
Drude term to the interband part represented by Eq. (8):

ε̃D(ω) = − ω2
D

ω(ω + iη)
, (11)

where ωD = 9.48 eV is the Drude plasma frequency [54] and
we set η = 0.133 eV [42].

There are considerable discrepancies with respect to the
experiment. First, the computed ε′′

b is redshifted by about 1 eV
and overestimates the intensity. The onset of absorption thus
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FIG. 4. Dielectric function of bulk Ag. Left panels, experiment;
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b without the Drude term (dashed line); ε′
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b

without the V NL term (dotted lines). [(c), (d)] A and B terms. Insets:
reflectivity.

occurs at about 3.0 eV, rather than near 3.9 eV, where the bulk
plasma frequency occurs. The importance of the Drude term is
demonstrated in the figure for ε′

b. The decrease of reflectivity at
3 eV is also less sharp and less deep than the experimental data
at 3.9 eV. The inclusion of V NL terms are shown to be critical in
the case of bulk Ag, strongly modifying the intensity and line
shape of both ε′

b and ε′′
b . Last, the A and B terms are three to four

times weaker than the experimental ones, are redshifted, and
lack sharpness. These results are nonetheless typical of what is
possible within DFT-LDA. To obtain an improved agreement
with experimental results, quasiparticle corrections are needed,
as demonstrated by GW calculations of the silver reflectance
spectrum in Ref. [54]. Simple scissorslike corrections are not
possible in this case. Hence, all spectra in the rest of this paper
will necessarily appear redshifted with respect to experiment
by about 0.9 eV. Moreover, the features corresponding to A

and B will appear also less sharp in the calculated spectra with
respect to the experimental ones.

B. Ag surface

The surface optical spectra of Ag(110) have been thor-
oughly studied in the past both experimentally [55–57]
and theoretically using dipolar models [58] and ab initio
LMTO methods [59,60]. Here we revisit the RAS calcu-
lation in order to demonstrate the level of agreement with
experiment for the clean Ag surface expected using our
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FIG. 5. (a) Clean Ag(110) surface dielectric function times d

with (upper) and without (lower) the nonlocal commutator term V NL

[Eq. (8)]. Solid blue lines: x = [11̄0]. Dashed red lines: y = [001].
(b) Influence of V NL and Drude term [Eq. (11)] on the computed RAS.
(1) Full calculation, including V NL in ε̃αα

Ag,s and ε̃b, and a Drude term
in ε̃b. (2) As (1), without V NL in ε̃αα

Ag,s. (3) As (1), without V NL in ε̃αα
Ag,s

and ε̃b. (4) As (3), with no Drude term in ε̃b.

planewave/pseudopotential approach, to demonstrate some im-
portant technical approximations, and to illustrate the spectral
decomposition in terms of surface and bulk contributions.
These technical details are equally relevant for Ag(111).

The in-plane components of the computed dielectric tensor
of the Ag(110) slab are shown in Fig. 5(a). As in the bulk case,
the V NL term has a huge contribution to the slab εαα

Ag,s and its
inclusion is crucial for obtaining the correct amplitude and line
shape. The differences between the xx and yy components are
clearly enhanced. Figure 5(b) shows the corresponding RAS
spectra. Following Monachesi et al. [60], we add a Drude term
to the bulk εb via Eq. (11) but not to the surface εαα

Ag,s, as
it is expected to (mostly) cancel out in the SDA. The RAS
spectrum obtained from a full calculation including both V NL

and the Drude component is indicated as (1) in the figure. It
compares favorably with the spectrum reported by Monachesi
et al., except for a small energetic shift.

Omitting the V NL term in the SDA produces curve (2). As
expected, the intensity is greatly reduced. However, the overall
line shape is not considerably different from the full spectrum
(1). Thus, omission of V NL from the SDA in computing the
RAS may be a viable option, due to cancellations occurring
in Eq. (3). On the other hand, omission of V NL from the bulk
εb yields a qualitatively incorrect spectrum, as shown by (3).
Last, curve (4) demonstrates that inclusion of a Drude term in
εb is crucial for the RAS, and as noted previously [60], even
changes its sign. Clearly, the message here is that εb must be
computed to the best extent possible, and that V NL has to be
included, at least for the bulk, and preferentially also for the
surface.

The computed RAS are now compared with experiment in
Fig. 6. In Fig. 6(a), we report data for a “pure” single-terraced
Ag(110) surface prepared by repeated annealing to 1000 K,
and on the standard prepared surface prior to Si deposition.
Peak P1, visible in the former data, is a true surface-state
transition. As discussed in Ref. [57], peak P2 is associated
with sample roughness, and should thus be absent from
our computed spectra. All reported spectra in the literature
show a sharp peak P3 with magnitude ranging from 0.012 to
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FIG. 6. RAS of clean Ag(110). (a) Experimental data on a high-
quality surface annealed at 1000K (solid black line, scaled ×5) and
on the present Ag surface before Si deposition (blue dashed line).
(b) Calculations for a 13-layer slab using 82, 144, and 256 k points,
as well as for a 17-layer slab with 144 k points (dotted). The horizontal
line indicates the zero of the Y axis in each case; note the difference
in Y scale between the two panels.

0.100 [56,57,61], lying close to the bulk plasma frequency of
silver. Thus, both P1 and P3 should be accessible to theory.

The calculations in Fig. 6(b) reveal that our RAS spectrum
using 256 k points is well converged. Using a thicker slab (17
layers) reveals that the features at 2.4 and 3.4 eV are spurious.
Thus, we succeed in reproducing well the P1 peak (the optically
active states lie close to the Fermi level and thus experience
weak quasiparticle corrections), as well as the main P3 peak.
The latter is redshifted by 0.9 eV for reasons discussed earlier,
and the intensity is somewhat underestimated. There is also
an incorrect feature near 3.8 eV. These discrepancies can be
traced back to the poor description of the bulk reflectivity in
Fig. 4.

IV. SILICON NANORIBBONS: Si/Ag(110)

We now extend our study of the optical response of Ag(110)
to the Si/Ag(110) nanoribbon (NR) system. As noted in the
introduction, several structural models have been proposed,
with the best being the pentamer chain model shown in Fig. 1(d)
(being the most thermodynamically stable and in closest
overall agreement with experiments). To illustrate optical
sensitivity to local geometry, we also consider the zigzag chain
model proposed in Ref. [23] and shown in Fig. 1(d). As the NRs
constitute a quasi-1D system, we can use both RAS as well as
polarization-dependent SDRS to analyze the surface.

Using the same convergence parameters as before for the
clean Ag(110) surface, the SDRS (Fig. 7) was computed for
both models and for two light polarizations parallel to (x) and
perpendicular to (y) the nanoribbon direction. These spectra
are compared to previously published SDRS data [33] for the
double-nanoribbon-covered surface. As in the case of clean
Ag(110), the intraband contribution to the SDD is neglected.

The experimental data [Fig. 7(a)] consists of a derivative-
like resonance around the bulk plasma frequency of Ag,
confirming the substrate origins of the SDRS signal. A slightly
broader and larger amplitude profile is observed for the

1 2 3 4

(S
D

R
S

) 
ΔR

/R

y
x

Experiment

1 2 3 4

Pentamer

1 2 3 4 5

0.05

Zigzag

(a) (b) (c)

FIG. 7. SDRS of Si/Ag(110) for polarization parallel (x = [11̄0],
dashed black lines) and perpendicular (y = [001], solid red lines)
to the nanoribbons. (a) Experiment (DNRs, Ref. [33]). (b) Theory:
pentamer chain model (DNRs). (c) Zigzag model (SNRs). X and Y

scales are the same in each panel.

parallel component with respect to the perpendicular one.
Our computed SDRS spectra [Figs. 7(b) and 7(c)] yield
similar derivative-like line shapes, with the usual redshift and
reduced intensity. We can tentatively distinguish between the
two models by considering the polarization dependence. The
pentamer chain model, like the experiment, shows a lower
intensity for the y polarization across the full spectral range.
The opposite occurs for the zigzag chain model.

This polarization dependence suggests that RAS should be
a more useful technique for studying the Si/Ag(110) system.
Figure 8(a) compares the measured RAS of the clean Ag(110)
surface (standard preparation) with the signal obtained after Si
deposition until full coverage formation of single nanoribbons.
Si deposition induces strong changes in the RAS. The main
negative peak is weakened and redshifted by 0.1eV and a broad
negative signal appears below it in the 2.4 to 3.7 eV range.
Furthermore, the spectrum becomes positive above 4 eV, so
that the overall signal has a derivative-like line shape.

1 2 3 4 5
Energy (eV)

(R
A

S
) 

ΔR
/R

Ag(110)

Si/Ag(110)

Experiment

1 2 3 4 5
Energy (eV)

0.01
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Zigzag

Pentamer
SNR

DNR

SNR

Theory

0.01

(a) (b)

FIG. 8. RAS of Si/Ag(110). (a) Experimental data before and
after deposition of 1-ML Si nanoribbons at RT. (b) Computed spectra
for the clean surface, pentamer chain model (SNR and DNR), and
zigzag chain model (SNR).
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RAS calculations are shown in Fig. 8(b) for the pentamer
chain (SNR and DNR) and zigzag (SNR only) models. In
contrast to the SDRS in Fig. 7, RAS clearly enhances the small
structural differences between the two models. The pentamer
model reproduces the main features of the experimental RAS.
More precisely, it reproduces the redshift of about 0.1 eV in the
main negative peak and the broad negative tail below it. The
change in sign above 3 eV is also evident. These features are
mostly missing from the zigzag model. It is also notable that
the signal for SNR and DNR reconstructions are practically
identical, at least below 3.5 eV. Moreover, the agreement with
experiment for Si/Ag(110) is overall better than for the clean
Ag(110) surface thanks to the removal of the positive peak P2.
As explained above, P2 arises from local roughness such as
vacancies or step edge defects induced by the ion bombardment
procedure used to clean the Ag surface. However, it has
been shown that the formation of (double) Si nanoribbons is
accompanied by an important reconstruction of the Ag surface
whereby two of every five Ag rows are removed. The ejected
Ag atoms diffuse on the surface to form new Ag terraces
[62]. Such reorganization of surface atoms could therefore
“repair” the surface and remove the local defects induced by
ion bombardment. The good agreement between the calculated
and experimental RAS thus constitutes further evidence for the
pentamer chain model of the Si/Ag(110) interface.

The changes observed in the RAS signal with addition of Si
can be understood by examining the calculated SDA (�ε̃SDA)
for the clean and Si-covered surfaces in conjunction with the
A and B terms plotted in Fig. 4(d). The SDA, and the SDA
multiplied by A and −B, are shown in Fig. 9. Recall that the
RAS is related to the sum of the latter quantities via Eq. (3).
The �ε̃SDA terms appear relatively broad and featureless in
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FIG. 10. Experimental SDA for (a) clean Ag(110) (corresponding
to postanneal data) and (b) with Si nanoribbons deposited at RT.
Kramers-Kronig transforms have been used to extract these data (see
Sec. II B).

comparison to the sharper A and B terms. For the specific
case of Ag substrates, the SDA can therefore be understood
as a weighting factor of the A and −B terms in forming the
composite RAS signal. In the clean surface, �ε′′

SDA is almost
zero around 3 eV. Thus the RAS [solid black line in Fig. 8(b)]
is largely dominated by the sharp B term, peaked at 3 eV,
weighted by the positive �ε′

SDA. For the Si/Ag(110) surface,
both real and imaginary parts of the SDA contribute to the
RAS around 3 eV in equal amounts. In particular, the A term
now gives rise to a negative component [solid red line, Fig.
9(d)] with a peak at 2.9 eV and a broad tail below this. This
explains the small 0.1-eV redshift observed in the RAS upon
addition of Si as well as the appearance of the broad tail. The
�ε′

SDA term has an opposite sign to that of the clean surface:
When multiplied by −B, it gives rise to a positive peak at
3 eV. Summing the two components thus gives rise to the
derivativelike RAS signal of Si/Ag(110).

Our analysis is supported by experimental extraction of the
SDA from the measured RAS following the procedure outlined
in Sec. II B. Figure 10 shows �ε̃SDA for the clean surface
annealed to 1000K [corresponding to the RAS in Fig. 6(a),
solid curve] and for the 1 ML Si/Ag(110) SNR interface.
Data are available only within the range of the measured
RAS signal (1.5–5.0 eV). Furthermore, for Si/Ag(110), both
the RAS and B terms are close to zero below about 2.4 eV,
making inversion of Eq. (3) unreliable. Hence, the extracted
SDA signal below 2.4 eV has been omitted from Fig. 10(b).
In spite of these restrictions, the experimental SDA show
general good agreement with the theoretical data shown in
Figs. 9(a) and 9(b). For the clean surface, �ε′′

SDA clearly shows
a feature at 1.7 eV that explains the surface state peak P1 in
the RAS, as previously noted [56]. In the Si/Ag(110) case, the
two components contribute with the same magnitude around
the experimental plasma frequency (3.9 eV), in agreement
with the theoretical prediction (theoretical plasma frequency
equal to 3 eV). Moreover, taking into account the 0.9 eV shift
between experiment and theory, the crossing points of �ε′

SDA
and �ε′′

SDA occur at consistent energies. On the other hand,
the intensity at the crossing point differs between theory and
experiment, and agreement diverges further at lower energies.
There are several possible reasons for these discrepancies. On
the theory side, this includes lack of consideration of intraband
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and at 600K for 1.0 ML (dot-dashed red line). The Lorentzian fit to
the 1.0-ML 515K data is superimposed (blue dots). (b) Computed
spectrum for the (4 × 4) model (corresponding to 1.0 ML coverage).

anisotropy in Ag(110), which can be modified upon formation
of Si nanoribbons, as well as omission of many body effects on
the line shape. On the experimental side, the possible presence
of anisotropic optical transitions at energies higher than the
present energy range could give rise to a positive or negative
constant contribution to �ε′

SDA when the KK transform is
performed. In spite of these considerations, analysis of the SDA
and A and B terms yields a consistent and almost thorough
explanation of all features observed in the experimental and
theoretical RAS spectra of clean and Si-covered Ag(110).

V. EPITAXIAL SILICENE: Ag(111):Si

We now move to the case of a single 2D silicon sheet
adsorbed on Ag(111), which we refer to as “epitaxial silicene”
after Vogt et al. [9]. SDRS spectra measured for a coverage of
1 ML of silicon are presented in Fig. 11(a) for two different
growth temperatures. They are characterized by a single main
oscillation around 3.8 eV and are zero below 2 eV. A Lorentzian
fit to the 1 ML data, obtained using the procedure described
in Sec. II B, matches the data perfectly below 5 eV. A half-
monolayer spectrum is also reported for growth at 515 K. It
exhibits an additional feature at 3.6 eV that is related to the
excitation of surface plasmons on Ag due to the roughening of
the surface for this coverage.

As noted in Sec. II B, the 515K surface is a mixture of 30%
4 × 4 phase plus 70%

√
13 × √

13 phase, while the 600K sur-
face is dominated by a 2

√
3 × 2

√
3R30◦ phase. The similarity

between the experimental spectra for different temperatures
is reflected in the similarity between the computed dielectric
functions for the various phases reported by Cinquanta and
coworkers [28]. Thus in computing the SDRS we consider
only a single system, the classic (4 × 4) phase. Its structural
model, shown in Fig. 1(c), was proposed by Vogt et al. [9]
and found to be stable across a wide range of Si chemical
potential [11]. The computed SDRS is shown in Fig. 11(b).
Its line shape and intensity are in reasonable agreement with
experiment, although the energy of the negative peak clearly
exhibits a redshift of about 0.7 eV. As noted previously, this
redshift derives from the neglect of many-body effects and the
use of purely interband surface dielectric functions.
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FIG. 12. Surface dielectric difference (SDD) spectra of
Si/Ag(111). The color scheme is consistent with Fig. 9.
(a) Experimental data at 515 and 600K (imaginary part only, blue
dot-dashed line), showing the influence of the growth temperature on
the phase purity. (b) Computed SDD spectra for the 4 × 4 structure
(solid red and black dashed curves). Also shown are the imaginary
parts of the slab dielectric function for the clean (Ag,s: dot-dashed
magenta line) and Si-covered surface (Si/Ag: green dots). [(c), (d)]
As in panels (a) and (b), but including the A and −B prefactors as
they appear in Eq. (4). X and Y scales are the same for panels (a) and
(b) and for panels (c) and (d), respectively.

These spectra are reanalyzed in terms of the surface di-
electric difference �ε̃SDD [see Eq. (7)] by inverting Eq. (4)
in order to remove the influence of the bulk A and B terms
following the process detailed in Sec. II B. Results for d�ε′′

SDD
are presented in Fig. 12(a) for the two growth temperatures.
Both spectra are dominated by a broad peak between 3 and 4
eV, and their similarity again demonstrates that the influence of
the actual mixture of silicene phases is weak. The theoretical
SDD spectra (real and imaginary parts) for the (4 × 4) epitaxial
silicene overlayer are reported in Fig. 12(b). They are in good
agreement with the experimental curves, both in intensity and
position. Also shown in the figure are the imaginary parts of
the dielectric functions for the bare silver surface dε′′

Ag,s and
for the Si/Ag surface dε′′

Si/Ag = d(ε′′
Ag,s + �ε′′

SDD). These data
demonstrate that the most pronounced peak in d�ε′′

SDD near
3.5 eV is due to the silicene overlayer. Figures 12(c) and 12(d)
show the SDD components multiplied by the A and −B terms:
Their sum explains the final SDRS line shape shown in Fig. 11.

These analyses demonstrate that the main SDRS spectral
features of Si/Ag(111) can once again, like the Si/Ag(110)
RAS, be traced back to the Ag(111) substrate via the bulk
silver A and B terms [Eq. (5)]. The negative peak at 3.7 eV
in the (experimental) SDRS comes from the negative A peak
multiplied by d�ε′′

SDD, whereas the positive peak at 4.1 eV
in the SDRS comes from the −B peak multiplied by d�ε′

SDD
[see Eq. (4)]. It is interesting to note that, while the agreement
between theory and experiment is only reasonable for the
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whole SDRS signal [compare Figs. 11(a) and 11(b)], and even
somewhat poor for the two main components [Figs. 12(c) and
12(d)], the comparison for the overlayer itself, after removal
of the bulk contribution, is excellent [Figs. 12(a) and 12(b)]. In
other words, the optical signal of an epitaxial silicene overlayer
on a silver substrate can only be deduced by performing a
decomposition of the SDRS spectrum in terms of the SDD, as
the line shape of the SDRS is dominated by bulk silver features.

VI. FREESTANDING SILICENE

Finally, we consider the optical properties of silicene itself.
Freestanding, honeycomb silicene [Fig. 1(a)] is characterized
by a calculated Si-Si distance of a = 2.23 Å, a sheet buckling
of � = 0.45 Å, and a Fermi velocity of the electrons of about
0.53×106 m/s within DFT-LDA and 0.65×106 m/s after inclu-
sion of quasiparticle effects in the HSE06 approximation [63].
As discussed in the previous section, when grown epitaxially
on Ag(111) as a (3 × 3) overlayer, the silicon atoms rearrange
as a symmetric distribution of flat and outward buckled Si
atoms [Fig. 1(c)].

For normal incidence, optical properties of an isolated sil-
icene sheet are computed in a similar way as those for surfaces.
The 2D objects are simulated by a superlattice arrangement
of the silicene sheets. In the limit of independent particles,
a formula similar to Eq. 8 describes the optical absorption.
Since the thickness L in Eq. (8) has to be identified with
the superlattice period, the quantity LIm[ε(ω)] is independent
of the lattice constant L of the artificial superlattice. The
optical conductivity σ = −iωLε(ω)/4π is, however, a better
well-defined quantity to characterize the optical properties of
two-dimensional objects. For freestanding silicene, its real
part (normalized to the DC quantum optical conductivity
σ0 = e2/4h̄) is displayed in Fig. 13(a) in three different

approximations for the many-body effects characteristic in
excited states. The spectral variation for vanishing frequencies
ω → 0 are not displayed because of the need of too many
k points in the many-body calculations and the possible
appearance of new spectral features of the excitonic insulator
phase [64]. The k-point sampling is crucial [37]. Too few
k points lead to optical spectra with an artificial fine struc-
ture [65]. Since the perturbative treatment of the quasipar-
ticle corrections only influences the energy eigenvalues, the
spectrum in the GW-IQP approximation computed starting
from the DFT-LDA eigenfunctions and eigenvalues is mainly
blueshifted by about 0.8–1.0 eV. The most important peaks
related to van Hove singularities at the � and M points in
the BZ [66] appear at higher photon energies. To include
excitonic effects, the Bethe-Salpeter equation (BSE) for the
optical response function [51] is solved. The included screened
Coulomb attraction between excited electrons and holes leads
to a spectral redistribution resulting mainly in redshifts of the
GW spectra. Quasiparticle and excitonic effects tend to cancel
each other in two dimensions. As a consequence, the DFT
spectrum is widely recovered. The high-energy peak at about
4 eV is hardly influenced, while the low-energy peak at about
1.5 eV is slightly reduced in intensity.

Figure 13(a) shows that the calculated DFT-IP/RPA optical
response of silicene is in qualitative and quantitative agreement
with the results obtained in the full three-step procedure.
Although excitonic effects are indeed important—as one can
deduce by comparing the GW-IQP and the excitonic (GW-
BSE) spectra—they eventually cancel out almost completely.
This provides partial justification for our neglect of excitonic
effects in the surface-adsorbed silicene systems discussed
previously.

The effect of the structural modification of a silicene layer
by a substrate is illustrated in Fig. 13(b). In addition to the IP
spectrum of freestanding silicene, calculated with a denser k-
point grid, the figure also displays the corresponding spectrum
for “peeled-off” silicene [Fig. 1(b)]. This corresponds to the
3×3 silicon overlayer epitaxially grown on a 4×4 Ag(111)
surface, but peeled off the substrate such that its atomic
geometry is conserved. The lower symmetry with respect to
freestanding silicene gives rise to a gap of the order of 0.3 eV
[10,11]. Our results are in good agreement with previous
calculations also performed at the IP level [28].

In this peeled-off silicene layer, the two main peaks dis-
cussed above are broadened and reduced in intensity. The main
feature around 4 eV thus appears at a slightly higher energy
than the peak found in the dielectric function of epitaxially
grown silicene [Fig. 12(b)]. Quite dramatic modifications,
however, appear in the low-energy region. A new double-
peaked structure appears, because of the disappearance of the
Dirac cones at the K points. The opened gap gives rise to an
absorption edge at around 0.3 eV. The situation for ω → 0 is
totally different for the freestanding honeycomb silicene. In
the latter, due to the linear bands in the Dirac cones at the BZ
boundary at K and K ′ the real part of the conductivity exhibits
a plateau governed by the Sommerfeld fine structure constant
[37,66]. These cones have to be sampled with an unusually
dense k-point set [37].

These calculations illustrate how optical spectra yield fin-
gerprints of the presence or destruction of the Dirac cones
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associated with a pure silicene layer. However, it is important
to note that the fingerprints of absorption in the infrared range
cannot give conclusive results concerning silicene grown on a
silver substrate since the reflectivity of silver is close to 100%
in the infrared and almost unchanged with the presence of
silicene [33].

VII. SUMMARY AND CONCLUSIONS

We have presented a joint experimental-theoretical study of
freestanding silicene and silicenelike phases grown on silver
surfaces using optical techniques. First, we have outlined how
surface differential reflectance spectroscopy and reflectance
anisotropy spectroscopy can be reinterpreted in terms of two
quantities, the surface dielectric anisotropy and surface di-
electric difference, which yield more direct information about
the response of the silicon adlayer. The optical response of
bulk Ag and clean Ag(110) were computed at the independent
particle level using a DFT-pseudopotential approach. Common
approximations and technical difficulties that arise in such
calculations were discussed and resolved.

Following this, we presented RAS and SDRS measurements
of the Si/Ag(110) nanoribbon system and compared with
calculations for two proposed structural models. We found that
the pentamer chain model yields results in good agreement
with the measured data. This constitutes a further rejection of
a hexagonal silicenelike geometry in the Si/Ag(110) system
[23–25]. In spite of the many structural similarities, the zigzag
chain model yielded poor agreement with experiment. RAS
was found to be more sensitive than SDRS in this respect. Our
analysis also revealed that the RAS and SDRS of Si/Ag(110)—
or indeed, of any system with a silver substrate—largely
derive from the response of bulk Ag. In order to extract direct
information about the interface itself, a decomposition into the
SDA or SDD is required. This was further demonstrated for
the case of epitaxial silicene in the (3 × 3)/(4 × 4) Ag(111)
geometry. In this case, optical absorption occurs at an energy

(3.7 eV) close to the peak in the reflectivity of the Ag substrate
(3.9 eV), showing that interpretation of optical reflectance
measurements must be handled with extreme care.

Finally, we computed the optical spectra of freestanding
silicene, with and without many-body corrections. Such higher
order effects are shown to cancel out, suggesting that in-
dependent particle calculations are adequate for describing
silicenelike systems. When the silicene geometry is deformed
following epitaxial growth on a Ag substrate, it becomes semi-
conducting and the distinct optical signal of the Dirac cones is
destroyed. Our results thus provide further confirmation that
the optical properties of freestanding silicene are not preserved
when deposited on a silver substrate.

In conclusion, we have demonstrated that well-known
surface-sensitive optical spectroscopies combined with ap-
propriate ab initio calculations can help to understand the
electronic and structural properties of 2D crystals grown on
substrates. Our joint theoretical-experimental approach leads
to interesting results, i.e., clear optical fingerprints of epitaxial
silicene in the (3 × 3)/(4 × 4) phase and destruction of its
Dirac cones, as well as independent confirmation of the
pentamer chain reconstruction of the Si/Ag(110) surface.

We have also presented a detailed theoretical approach for
computing and analyzing RAS and SDRS of 2D overlayers
on substrates. We envisage that this approach can be further
developed and applied as a noninvasive means for studying
current and emerging nanostructured materials of technologi-
cal relevance.
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