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Room-temperature d° ferromagnetism in carbon-doped Y,O; for spintronic applications:
A density functional theory study
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Through density functional theory simulations with the generalized gradient approximation, confirmed by the
more sophisticated hybrid functional, we predict the triggering of d° ferromagnetism in C doped Y,0; at a hole
density of 3.36 x 102! cm~3 (one order less than the critical hole density of ZnO) having magnetic moment of
2.0 up per defect with ferromagnetic coupling large enough to promote room-temperature ferromagnetism. The
persistence of ferromagnetism at room temperature is established through computation of the Curie temperature
by the mean field approximation and ab initio molecular dynamics simulations. The induced magnetic moment
is mainly contributed by the 2p orbital of the impurity C and the 2p orbital of O and we quantitatively and
extensively demonstrate through the analysis of density of states and ferromagnetic coupling that the Stoner
criterion is satisfied to activate room-temperature ferromagnetism. As the system is stable at room temperature, C
doped Y,0; has feasible defect formation energy and ferromagnetism survives for the choice of hybrid exchange
functional, and at room temperature we strongly believe that C doped Y, O3 can be tailored as a room-temperature
diluted magnetic semiconductor for spintronic applications.
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I. INTRODUCTION

Introducing ferromagnetism (FM) in traditional nonmag-
netic semiconductors results in diluted magnetic semiconduc-
tors (DMS) [1] which have potential applications in spintronic
devices [2] because of their magnetic and magnetotransport
properties. The traditional approach to design DMS is to dope
3d transition metals (TMs) in nonmagnetic semiconductors.
When a TM is doped in TiO; [3,4] and ZnO [5,6] although
the system exhibits ferromagnetism the exact mechanism
responsible for the observed magnetic properties in TM-
doped semiconductors continues to be strongly debated in
the literature and it is not clear whether the induced fer-
romagnetism is intrinsic or not. Strong evidence of phase
separation and formation of ferromagnetic clusters reported
by Park et al. [6] in Co doped ZnO suggests extrinsic magnetic
origin not suitable for technological applications [7] due to
nonuniform spin density. Due to this debate there is a thrust
for the search of ferromagnetic semiconductors or insulators,
which are free of transition-metal or rare-earth species, called
d’ magnetism [7]. If ferromagnetism can be achieved by
doping nonmagnetic elements in nonmagnetic oxide then the
ferromagnetism will be definitely purely intrinsic. Another
important issue for practical implementation of DMS is the
persistence of ferromagnetism at room temperature. There
are several studies where although induction of FM with
doping at 0 K is reported there is no mention regarding
stability of FM at room temperature. Doping concentration
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and range of ferromagnetic interactions are two important
parameters to control room-temperature FM. One needs to
select a particular impurity concentration where ferromagnetic
coupling is large enough to promote room-temperature FM.
The impurity separation at which the exchange energy vanishes
gives the range dp,x of magnetic interaction which defines
the minimum concentration of impurity required to achieve
room-temperature FM.

There are two established way to promote hole induced d°
FM in nonmagnetic oxides: (i) cation vacancy or substitution
of cations by a lower valency cation from group 1A or group
2A elements and (ii) anion vacancy or substitution of anions by
B, N, and C elements [8,9]. Rahman et al. [10] predicted, using
density functional theory (DFT) simulations, that a single Sn
vacancy in SnO; introduces a magnetic moment of 4.0 ug by
supplying four holes per vacancy in the system. Butintroducing
vacancy in the system is not an effective way to switch on
d° FM as the required formation energy for creating vacancy
is higher compared to cation or anion substitution. Through
a modified Hubbard Hamiltonian, Bouzerar and Ziman [11]
theoretically predicted that the optimal situation for achieving
room-temperature FM in nonmagnetic oxides requires impu-
rities releasing three holes per defect in the system. However,
recently we have predicted through DFT simulations that the
room-temperature d° FM in SnO, [12] doped with impurity
from group 2A elements (Be, Mg, Ca) inserts two holes per
defect in the system. So, the prescription of three holes per
defect is not a necessary criterion for hole induced FM, rather
the system needs a critical hole concentration to activate FM.

There are many theoretical and experimental studies on
room-temperature FM by introduction of holes through cation
substitutions. Yi et al. [13] demonstrated both experimentally
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and theoretically the induction of room-temperature FM in Li
doped ZnO. Chawla et al. [14] experimentally observed FM in
Li/Na doped ZnO nanorods which persists in the concentration
range of 2-10 at. % and is lost for a doping concentration
above 10 at. %. Ferromagnetism was also predicted in In,O3
through first-principles investigations when In is substituted
by Li, Na, and K [15]. Substitution of Zr by K in ZrO, also
switches on FM in nonmagnetic ZrO, as reported by Maca
etal. [16]. Zhou et al. [17] investigated through first-principles
simulations the possibility of ferromagnetism in K and Ca
doped SnO,; although they observed a magnetic moment in
K doped SnO,, the system remains nonmagnetic when doped
with Ca.

Introducing holes through anion substitution or anion va-
cancy can also be the origin of FM in intrinsic DMS. Through
DFT simulations, it has been predicted that FM can be triggered
in nonmagnetic group-II oxides MO (M = Mg, Ca, Sr, Ba)
by substituting O with C or N [18-20]. It was demonstrated
by Elfimov er al. [20] that the substitution of nitrogen for
oxygen in simple nonmagnetic oxides leads to holes in N 2p
orbitals resulting in local magnetic moments. Wu et al. [21]
demonstrated through DFT simulations the induction of FM
in C or N doped MgO and ZnO. Even though the mechanism
of ferromagnetism was outlined the Curie temperature was
not mentioned and it was not clear whether FM persists up to
room temperature or not. Ferromagnetism in C doped ZnO was
predicted by Pan et al. [7] with a Curie temperature higher than
400 K through DFT simulations which were demonstrated by
experiment. Zhou et al. [22] have provided the experimental
evidence of room-temperature FM in C doped ZnO when
concentration of impurity exceeds a certain limit. In addition, C
doping can also alter the optical properties of the host material.
Liu et al. [23] reported that C doping can act as a color center
and tunes the optical properties of various host materials.

The hole induced d° FM was also reported in defected
SiC and carbon related materials. Wang et al. observed long-
range ferromagnetic coupling in defected SiC [24] through
experiment and also support from DFT simulations. Through
first-principles simulations, Zhao et al. investigated the roles
of silicon vacancy and nitrogen impurity in the magnetic
properties of silicon carbide [25]. They observed a stable fer-
romagnetic ordering with a magnetic moment of 2.0 ug per Si
vacancy when the N : Vy; ratio is near 2:1. Room-temperature
FM in a fluorinated silicon carbide nanotube was also predicted
by Lou [26] through DFT simulations. Transition-metalfree
FM was also reported in some carbon systems [27-31] and it
was predicted that intrinsic carbon defects could be responsible
for the observed magnetic properties. Carbon adatoms in
carbon nanotubes [32] and carbon substitutional doping in
boron nitride nanotubes were predicted to switch on magnetic
signatures in the respective systems.

Although there are controversies and difficulties in the
practical realization of TM-doped DMS, d° FM (free from
transition metal) has been successfully implemented experi-
mentally in various nonmagnetic oxides, e.g., Li doped ZnO
[13], C doped ZnO [7], Li/Na doped ZnO nanorods [14],
C implanted ZnO [22], etc. But so far there is no study on
anion substitution of Y,0O3 and only recently we have reported
room-temperature FM in Y,Oj3 [47] due to cation substitution
(Li, Na, and K in place of Y) through DFT simulations. Yttria is

an industrially and technologically handy ceramic material and
the cubic structure is stable at room temperature and ambient
pressure. It is reported [1] that for binary semiconductors with
shorter bond length and wider band gap Curie temperature
T, is higher. So, it is worthwhile to explore the possibility of
room-temperature FM in Y,0j3 through substitution of anion
O by C.

Even though there exist many studies on induction of FM in
nonmagnetic semiconductors by substitution of sp-type impu-
rities, the theoretical predictions are quite method dependent
and the exact mechanism responsible for the induced FM
continues to be strongly debated in the literature. Also, the
predictions through density functional theory simulations are
sensitive to the method, especially the choice of exchange-
correlation functionals. When local-density approximations
(LDA) or generalized gradient approximations (GGA) are
used then the impurity 2p band becomes too extended and
the prediction of magnetism gets overestimated. As LDA
or GGA cannot estimate the accurate band gap, the relative
position between the Fermi level and the impurity band remains
uncertain, which has a very strong impact on the induced
magnetism. A hybrid functional [Heyd-Scuseria-Ernzerhof
(HSEO06)] [33] as exchange-correlation functional is known
to describe the band gap and the magnetic configuration in a
much better way. So, we have used a state-of-the-art hybrid
functional, based on the HSEQ6 functional [34], to confirm the
magnetic moment and density of states (DOS) predicted by
GGA simulations.

Another important issue is the stability of the system. For
practical implementation of DMS in spintronic devices the
system should be stable at room temperature with persistence
of FM. The impurity should not move out of the system and
there should not be impurity-impurity clustering. There exist
reports where induction of hole doped FM has been studied
without checking the stability of the system. We have taken care
of these practical issues very carefully and checked the stability
of the system through ab initio MD simulations and computed
the formation energy of impurity. As we have considered
a state-of-the-art hybrid functional, based on the HSEO06
functional [34], along with GGA exchange correlations, we
have checked the stability of the system and persistence of FM
at room temperature, and we have computed the formation
energy of impurity, we strongly believe that C doped Y,03
can be practically implemented as room-temperature DMS in
spintronic devices.

In this paper, through density functional theory simulations,
we predict the triggering of d° ferromagnetism in C doped
Y,03 having magnetic moment of 2.0 u 5 per defect with ferro-
magnetic coupling large enough to promote room-temperature
ferromagnetism. The persistence of ferromagnetism at room
temperature is established through computation of the Curie
temperature by the mean field approximation (MFA) and
ab initio MD simulations.

II. COMPUTATIONAL DETAILS

All the spin-polarized calculations (ionic relaxation, elec-
tronic structure, and ab initio MD simulations) were car-
ried out within the framework of DFT, using the projec-
tor augmented wave (PAW) method for the core-valence
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interaction as implemented in the VASP code [35-38]. In order
to describe the exchange-correlation functional, we employ
the generalized gradient approximation as implemented by
Perdew, Burke, and Ernzerhof (PBE) [39] along with an energy
cutoff of 500 eV for the plane-wave basis expansion. PBE
is known to successfully predict the geometries of transition-
metal complexes and magnetic systems over other varieties
of GGA [40]. The valence configurations for Y, C, and O
in the PAW pseudopotentials were taken as 4524 p%4d'5s?,
2522p?, and 2s22p*, respectively. We have taken the cubic
structure of yttria, which is stable at room temperature and
ambient pressure, and the supercell contains 32 yttrium and 48
oxygen atoms in a cube of length 10.75 A. The self-consistent
field convergence threshold was taken as 1073 eV, while the
Hellmann-Feynman forces were less than 0.01 eV/A in the
structural optimization. A Monkhorst-Pack [41] grid was used
for the sampling of the Brillouin zone and 6 x 6 x 6 K-points
are considered for accurate computations of DOS. We have
repeated some of the calculations with state-of-the-art hybrid
functional calculations based on the HSEO6 functional [34] to
check our GGA results. To check the stability of the structure
and persistence of FM at room temperature, ab initio MD
simulations are carried out at 300 K within the canonical NVT
ensemble with I"-point sampling and Nose thermostat [42].

III. RESULTS AND DISCUSSION

A. Structure and magnetic moment

The optimized structures of yttria doped with a single C
atom (in place of O) and doped with double C atoms are
displayed in Fig. 1. Yttria is a nonmagnetic band insulator with
Mn, O3 bixbyite structure having space group Ia3—(Th7) and the
unit cell contains two inequivalent cation (Y3*) sites, 8a (say,
Y1) and 24d (say, Y2), and one type of anion (O*~) positioned
at 48e sites. Our computed lattice constant (a = 10.74 A)
for perfect bulk yttria matches nicely with the corresponding
experimental value of 10.604 A as given by Wyckoff [43].
In perfect yttria, the O atom is linked to one Y1 and three
Y2 atoms in the form of a distorted tetrahedron whereas Y is
bonded with six O atoms having equal bond lengths of 2.305 A
with nearest Y-Y separation of 3.554 A. When O is substituted
with C, the Y-C bond length increases by 4% compared to
corresponding Y-O bond length due to outward relaxation of

FIG. 1. Relaxed structure of C substituted Yttria with impurity
concentration of (a) 2.08 at. % and (b) 4.16 at. %; green, purple, and
red atoms are Y, O, and C, respectively.

the anion. Here we note that although there is weakening of
the bond the symmetry of the structure is preserved. With
single impurity in the supercell, which corresponds to an
impurity concentration of 2.08 at. %, the FM is triggered in
the nonmagnetic host with magnetic moment of 2.0 ug. When
O is replaced by C, it incorporates two holes in the system
and the expected magnetic moment is 2.0 j1g; interestingly we
have obtained exactly the same value. We have considered two
different impurity concentrations of 2.08 and 4.16 at. % by
introduction of single and double impurities in the simulation
cell, respectively.

Though it is observed that doping of C does introduce local
magnetic moments in yttria, it is necessary to understand how
these local moments interact among themselves with increas-
ing impurity concentration. We can pose two fundamental
questions.

(i) How does the magnitude of total magnetic moment
change with impurity concentration?

(i) What is the possible mechanism of the interaction
between these local moments?

While the answer to the first question helps us to get a
quantitative idea of the variation of magnitude of total moment
with impurity concentration, the second question essentially
relates to the qualitative scenario describing how the isolated
local moments align themselves to result in a ferromagnetic
order with a net moment. Here, we have studied four different
cases where the impurity C atoms are kept at four different
distances: case 1, d = 1.37 A; case 2, d =3.37 A; case 3,
d =451 A; and case 4, d = 4.78 A. Please note that, for C,
the single impurity induces a net moment of 2.0 ug (say,
M;), and as concentration is doubled the net moment is
seen to be almost equal to 2 x M, except the case where
the two impurity atoms are close enough (at d = 1.37 A) to
quench the net moment to zero. So, with increasing impurity
concentration there is linear scaling of magnetic moment,
except for very low concentration, which is a positive indicator
for practical applications in spintronic devices as enhanced
magnetic moment can be obtained by increasing the density of
the impurity in the system. Therefore, we can see that doping of
Y,03 with C with impurity concentration as low as 2.08 at. %
may be a possible way of tailoring Y,03; based DMS.

B. Analysis through density of states and partial density of states

Now we will focus on spin resolved DOS for C doped
Y,03 in order to shed some light on the mechanism of induced
ferromagnetism. In our earlier work [47], we have reported that
for pure yttriaa GGA computed band gap of 4.224 eV, although
it reasonably matches with a linear muffin-tin-orbital method
based band gap of 4.54 eV by Mueller et al. [44], is much
lower than the experimental value of 5.8-6 eV [45,46]. Then
we employed a state-of-the-art hybrid functional based on the
Heyd-Scuseria-Ernzerhof functional and obtained a band gap
of 5.6 eV, nearer to the experimental band gap. So here also we
have verified the GGA result with the results obtained with the
hybrid functional (HSEO06). Figure 2 displays the total DOS for
C doped (in place of O) yttria with GGA [left panel Fig. 2(a)]
and with the hybrid functional [right panel Fig. 2(b)].

Due to introduction of holes, there appear narrow highly lo-
calized impurity bands exhibiting an obvious spin split around
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FIG. 2. Spin resolved total density of states for C substituted (in
place of O) Y,0; with (a) GGA exchange functional and (b) hybrid
functional HSEQ6.

the Fermi level as seen in Fig. 2(a) signifying the induced FM
for carbon substituted Y,0O3. We observe three up-spin levels
and three down-spin levels due to this spin splitting. All the
up-spin channels are fully occupied whereas one down-spin
channel is partially occupied and the other two are unoccupied.
The energy separation AE1, between the maximum of the
split up-spin channel and the maximum of the split down-spin
channel, is 1.547 eV, whereas the energy separation AE2,
between the minimum of the split up-spin channel and the
minimum of the split down-spin channel, is 0.77 eV. So, we
can see that a single electron in the p orbital causes the energy
splitting between the up-spin and down-spin channels, making
C doped yttria a dilute magnetic semiconductor. The DOS
computed using the hybrid functional (HSE06) as displayed
in Fig. 2(b) also portrays similar features with three up-spin
levels and three down-spin levels around Fermi level with net
magnetic moment of 2.0 ug. The only difference is that now
impurity states are a little broader and the separation between
down-spin levels is wider. So, the hole induced FM was
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FIG. 3. (a) Spin resolved partial density of states (PDOS) for
dopant 2 p orbital (upper panel), O 2p orbital (middle panel), and Y
4d orbital (lower panel). (b) Spin resolved total density of states with
two impurities in the supercell (impurity concentration 4.16 at. %)
separated by a distance of 3.37 A.

also observed using the hybrid functional, which is supposed
to provide more accurate description of DOS and magnetic
properties.

In order to find the contribution of magnetic moment among
different elements present in the system in Fig. 3(a) we have
plotted the projected density of states (PDOS) of the p orbital
of impurity C, the p orbital of the O atom close to the impurity,
and the d orbital of the Y atom. We can notice that the magnetic
moment is mainly contributed by the dopant p orbital while

184411-4



ROOM-TEMPERATURE d° FERROMAGNETISM IN ...

PHYSICAL REVIEW B 97, 184411 (2018)

the p orbital of surrounding O atoms and the d orbital of
the four bonded Y atoms also contribute a little bit to the
induced magnetism. A deep impurity band is pushed up in the
band-gap region and the system exhibits hybridization between
the dopant p orbital, O p orbital, and Y d orbital. The inter-
action causes the energy splitting between the up-spin channel
and the down-spin channel. From the PDOS analysis it appears
that p-d hybridization is stronger than p-p hybridization. We
have computed the contribution of the magnetic moment for
each ion in this hole doped system. Out of 2.0 g, due to
introduction of a single impurity in the system, the impurity ion
contributes around 60% of the magnetic moment whereas the
remaining contribution comes from nearest O ions and nearest
Y ions. So, the magnetic moment is not much extended as in
the case of cation substituted Y,O5 [47]. Here we note that the
impurity, cation Y, and anion O are magnetically aligned in the
same direction contrary to the case of cation substituted Y,0O3
and SnO, where the cations are magnetically antiparallel to
the anion O. So, the impurity plays the more crucial role to
induce FM in the system as it not only instigates spin splitting
by tuning the Fermi level but also contributes the major part of
induced magnetic moment. Figure 3(b) displays the total DOS
with two impurities placed at a separation of 3.37 A, which
corresponds to a doping concentration of 4.16 at. %. Due to
two impurities we can see more defect states resulting in a
magnetic moment of 4.0 pg.

C. Bader charge analysis

We have performed a complete Bader charge analysis to
assess the charge transfer due to introduction of impurity. In
perfect Y,Os;, the yttrium site acts as a cation whereas the
oxygen site acts as an anion with an excess charge of 1.4301e
per oxygen site according to Bader partitioning. When C is
introduced in the O site, there are two holes in the system
resulting in a redistribution of the charge. Four Y ions bonded
with the impurity gains around 0.07e of charge each. In order
to balance it there is charge transfer from impurity C as well
as nearest O ions. The impurity C transfers charge of around
0.1417e whereas nearest O ions gives around 0.018e charge
each. In the course of the charge transfer, the charge of opposite
spin does not come in the same proportion leading to spin polar-
ization in the nonmagnetic Y,O3. As the charge transfer from
the impurity ion is highest it has maximum contribution for the
induced magnetic moment, consistent with the computation of
magnetic moment for each ions described earlier. Similarly O
ions and Y ions have less contribution in the induced magnetic
moment due to less amount of charge transfer.

D. Spin-density analysis

Figures 4(a) and 4(b) display the real-space plot of the
effective spin density (from GGA) obtained by taking the dif-
ference between the charge densities of majority and minority
spins (Ap = p?t — pl) for isovalues of 0.03¢ and 0.0075e,
respectively with a single impurity in the supercell (impurity
concentration of 2.08 at. %). We can notice from Fig. 4(a)
that the effective spin density is mainly concentrated on the
impurity atom. There is also a little contribution from nearest-
neighbor Y atoms and the next-nearest-neighbor O atoms as
seen from Fig. 4(b) for a lower isovalue of 0.0075e signifying
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FIG. 4. The real-space plot of the effective spin density obtained
by taking the difference between the charge densities of majority and
minority spins (Ap = p1 — pl). Spin-density isosurface for C doped
Y,0; (2.08 at. %) for (a) isovalue 0.03¢ and (b) isovalue 0.0075¢; Y
atoms are in green, O atoms are in purple, C atoms are in orange,
and spin-density isosurfaces are presented in yellow and are mostly
concentrated around the impurity atom and a little bit around the first
shell O atoms.

the extended nature of the spatial distribution of spin moments.
The total area of the isosurface presents a qualitative indication
of the magnetic moment. The spin-density plot is qualitatively
consistent with the PDOS analysis and computation of mag-
netic moment contribution by each atom. Figure 5 portrays the
spin-density isosurface for isovalue of 0.03e and 0.0075e when
two impurities are placed in the supercell which corresponds
to impurity concentration of 4.16 at. %. We can see that for
higher impurity concentration the magnetic moment is more
extended due to ferromagnetic interaction. The spin-density
isosurfaces look like dumbbell shape as the magnetic moment
in this system is mainly originated from p orbitals.

E. Ab initio MD simulations

We have carried out ab initio MD simulations at 300 K
to check the stability of the structure and the sustainability
of the ferromagnetism at room temperature (also predicted by
MFA through computation of 7, discussed in the next section).
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FIG. 5. The real-space plot of the effective spin density obtained
by taking the difference between the charge densities of majority
and minority spins (Ap = p1 — pl). Spin-density isosurface with
two impurities in the supercell for C doped Y,0;5 (4.16 at. %) for
(a) isovalue 0.03e and (b) isovalue 0.0075¢; Y atoms are in green,
O atoms are in purple, C atoms are in orange, and spin-density
isosurfaces are presented in yellow and are mostly concentrated
around the impurity atom and a little bit around the first shell O atoms.
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FIG. 6. The fluctuation of (a) temperature and (b) ferromagnetic moment as a function of molecular dynamics simulation steps at 300 K
for C doped yttria. (c) Structure of C doped yttria at 300 K showing the stability of the system at higher temperature.

Figures 6(a) and 6(b) show, respectively, the fluctuation in
temperature and fluctuation in magnetic moment as a function
of simulation time for C doped yttria at 300 K. After 10 ps,
we observe that the structure remains stable and the ground
state is still ferromagnetic with an average magnetic moment
of 1.9476 11g, which is close to the value obtained through
DFT simulations. Figure 6(c) portrays the structure of C doped
yttria at 300 K showing the stability of the system at higher
temperature. This implies that the binding energies of C-Y and
C-O are higher than the thermal energy corresponding to the
room temperature. The MD simulation carried out over 10 ps
shows very small fluctuation in magnetic moment signifying
that C doped yttria is stable room-temperature DMS.

F. Computation of 7, using mean field approximation

In order to check the persistence of FM at room temperature
we have computed the Curie temperature 7, employing the
MFA where, T, is expressed for a given concentration as
T. = %Zj (¥), where j(r) is the exchange coupling constant
corresponding to the average separation distance 7 containing
z number of nearest neighbors [48]. The exchange coupling
Jj(¥) is proportional to AE, the energy difference between the
FM and antiferromagnetic (AFM) configurations [49].

We have studied four different cases where the impurity C
atoms are kept at four different distances: case 1, d = 1.37 A;
case 2, d = 3.37A; case 3, d =4.51A; and case 4, d =
4.78 A. Figure 7 displays the energy difference between the FM
and AFM as a function of impurity separation. It is clear from
Fig. 7 that with increasing impurity separation AE decreases
towards zero and the variation pattern is similar to Li, Na, and
K doped Y,0; [47] and defects in CaO by Osorio-Guillén
et al. [50]. We have followed the procedure mentioned in
Rahman et al. [10] and in Zhao et al. [48] and calculated
the exchange energy J from AE by taking all neighboring
spins including the spin from periodic images of the supercell
especially when the impurities are placed at larger separations.
The range of magnetic interaction, dp,x, is defined as the
separation at which the exchange energy vanishes. The value of
dimax decides the minimum concentration of defects needed to
achieve room-temperature ferromagnetism. From the variation
of AFE in Fig. 7, we can say that the range of the magnetic
interaction is less than half the cell length (~4.75 A) and the
supercell considered here is sufficient to include all magnetic
interactions. One positive feature of having larger magnetic
interaction range is that the system needs a lower defect
concentration to achieve room-temperature ferromagnetism.
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FIG. 7. Variation of AE, the energy difference between the
antiferromagnetic (AFM) and ferromagnetic (FM) configurations
with impurity separation for C doped yttria.

In the case of C doped Y,O3, the coupling is ferromagnetic
at all separations and the computed 7. is around 675 K,
higher than room temperature. Ferromagnetic coupling in all
configurations is also observed in alkali-doped In,O; [15].
Here, we mention that in the case of C doped Y,Os the
energy difference AE is larger than in the case of Cu doped
ZnO (42 meV), which is known to be ferromagnetic at room
temperature [49]. In spite of the fact that the mean field
approximation overestimates 7, we can say that for C doped
Y,0;3 the FM persists at room temperature, as computed 7,
(675 K) is much higher than the room temperature (300 K).
Hence our detailed simulations results can predict that tailoring
of room-temperature d° magnetism can be achieved in a
nonmagnetic host Y,03; by doping C which introduces two
holes per defect. Regarding the computation of 7, using mean
field approximation here we mention that MFA is known to
often overestimate 7. MFA provides better results for higher
impurity concentrations. Kudrnovsky et al. [51] compared
experimental data with MFA data for GaMnAs up to Mn
concentration of 2.08 at. % and reported that the agreement
improves with increasing Mn concentration and it is in fair
qualitative agreement around 2.08 at. %. In C doped Y,03, we
have used the MFA method for 4.16 at. %, which is considered
to be a reasonably good concentration compared to the exper-
imentally attainable impurity concentrations, and expect it to
be not far away from the experimental value. Bouzerar [52]
compared the Curie temperature for DMS obtained by MFA,
RPA, and Monte Carlo methods and predicted that for DMS
T, computed using MFA matches nicely with 7, estimated
by RPA and Monte Carlo methods. So, from the support of
the above two works, we believe that although MFA gives an
upper estimate of T, it is not far away from the experimental
value in this case.

G. Mechanism for magnetism

From our analysis of PDOS and spin-density plot it is clear
that the induced magnetic moment is due to introduction of
holes in the system and mainly contributed by the 2p orbital

of the impurity C and the 2p orbital of O. We know that
in solids the origin of magnetism is due to the presence of
highly localized unpaired electrons in 3d and 4 f states of the
transition and rare-earth metals. Interestingly, the 2 p electrons
of the second row elements B, N, and C have similar properties
to 3d orbitals of transition metals [53,54].The radial wave
function of 2p orbitals of C and O have a similar localized
nature to 3d orbitals of Mn and their spin splitting energy is
higher than Mn 3d orbitals [53,54]. Due to the localized nature
of 2p orbitals of C and O and large spin splitting energy it is
possible to switch on spin polarization in a nonmagnetic host
Y,03 by introducing holes around the O atoms. The introduc-
tion of localized magnetic moments in C doped yttria depends
on the relative strength of the electronegativity of the dopant
element and the anion O. A weaker bond between the cation
and the dopant leads to a localized atomiclike 2p orbital of
the dopant and a stable spin-polarized state whereas a stronger
bond results in delocalization of the dopant 2p orbitals due
to strong hybridization of the cation and introduces reduced or
vanishing spin polarization in the system [55]. In perfect yttria,
Y-O bond length is 2.28 A whereas the bond length is increased
t02.42 A for C doped yttria. So, when O is replaced by a smaller
electronegativity element, say C, a spin-polarized defect band
is introduced which can then mediate the magnetic interaction
through a double exchange mechanism [53]. But it requires
fine tuning to satisfy the Stoner criterion [53] as predicted by
the band picture model for the emergence of ferromagnetism.
According to the band picture model, for spontaneous FM,
the relative gain in exchange interaction energy is larger than
the loss in kinetic energy, i.e., the Stoner criterion should be
satisfied, i.e., D(Efr) J > 1, where D(EF) is the density of
states at the Fermi level and J is the strength of the exchange
interaction [53]. Now we try to demonstrate quantitatively
and extensively through the analysis of the density of states
and ferromagnetic coupling whether the Stoner criterion is
satisfied or not for C doped Y,0O3. When two C impurities are
separated by 3.37 A, D(Ep)is95.2 per eV as seen from Fig. 3
and J ~0.112eV; so D(Ef). J =952 x 0.112 = 10.66 >
1, which satisfies the Stoner criterion and induces FM in
the nonmagnetic Y,0O3 with the ferromagnetic coupling large
enough to sustain magnetic signature at room temperature.
Here ferromagnetism is turned on at a hole concentration of
1.63 x 10*! cm~3, which is almost one order less than the
critical hole density of ZnO, 2.76 x 10*2 cm~2 [43], and less
than grouplA impurity (Li*T, Na®, K*) doped SnO, [12].

H. Practical feasibility

In order to assess the practical realization of C doped Y, 03
as room-temperature DMS, we have computed the various
defect formation energies. When C is doped on Y, O3, there are
various types of defect configurations: (i) oxygen substitution
defect, (ii) interstitial defects, and (iii) Y substitution defects.

First we have computed the formation energy of Y,O3 from
metallic Y and O, gas using the formula [56]

Epg’ = 205" + 315" — (213 + 310
= EY203 — (2[1«% + 3/1«00)’ (1)
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where Evy,o, is the energy per molecule of pure Y,03; M}QOS

and MEZO3 are the chemical potential of Y and O in Y,Os3,
respectively; u$ is the chemical potential of Y in pure yttrium
metal; and ,uoo is the energy of pure O, gas (per oxygen atom).
The computed formation energy using the GGA exchange-

correlation function is

Ef&cl)ig3 = EY203 - (ZM% + 3M00)

= —46.24 — (2 x —6.275 + 3 x —9.54/2)
= —19.38eV.

This is in good agreement with the reported theoretical
value of —19.41 eV [56] and experimental value of —19.62 eV
[57]. The reasonable matching of formation energy with
reported experimental and simulated value gives us confidence

regarding the correctness of the simulation procedure and the
203

methods. From stability criteria, the range of /L¥ is given
by [56]
o o}
Y+ 3 Egm’ < iy’ < Y. @

We have considered the value of ,u¥203 in the above range

(—=15.97 < /L?(ZO" < —6.275 eV) for computing the defect for-
mation energy.

We now try to compute the chemical potential of C. For
that we need to compute the energy of a single C atom in
some C compound. In the literature, the chemical potential
of C has been computed taking the energy of a single carbon
atom from various C sources. Berseneva ef al. [58] have taken
W as the energy of a single C atom in graphene. Di Valentin
et al. [59] computed p. from CO;. Lu et al. [60] considered
energy of an isolated C atom as u.. Atanelov et al. [61]
calculated p. with respect to C in diamond. Following the
work of Berseneva et al. [58] we have taken . as the energy
of a single C atom in graphene. Here we mention that the
choice of carbon source does not change the relative stability
between substitutional and interstitial defects. The relative
formation energy is the main concern in this paper and the
absolute formation energy may not be very relevant to the
experimentalist while synthesizing C doped Y, O3 as it depends
on experimental conditions as well as the source materials used
for the growth.

The computed energy for a graphene sheet of 32 atoms using
the GGA exchange-correlation function is —295.6 eV, which
gives . = —9.2eV. To check the correctness of this value,
we have computed the cohesive energy of graphene per atom
using the formula

Ec = (Egpn — N x p)/N, 3)

where Eg,,; is the energy of a graphene sheet with N carbon
atoms and u° (—1.33eV, our computed value) is the energy
of an isolated C atom. The computed cohesive energy comes
out to be —7.91eV, which matches very nicely with the
DFT computed literature value of —7.92 eV [62]. Using . =
—9.2 eV, the formation energy for interstitial carbon doping
comes out to be 7.46 eV. This formation energy is close to
the formation energy of ~8eV for interstitial carbon doping
in TiO, [59].

Oxygen chemical potential is the parameter which can be
tuned in the experiment by changing the temperature and O,

pressure following the relation [63]

1 P
wo(T, P) = po(T, Po) + KT x ln(—), “
2 Py
where Py = 1 atm.
From the stability criteria, the range of O chemical potential
is given by [64]

Y203 Y203

I‘L(()) + %Eform < /’LO < /’LOO (5)

Here, /L% is defined as ,u% = %Eoz = —4.77 eV (from our
calculation, Eg, = —9.54eV). So from Eq. (5), the O-rich case
corresponds to 119 ¥?% = u% = 1Ep, = —4.77 V. Similarly,
from Eq. (5), the O-poor case corresponds to o ¥2% = u? +
1/3 x E29 = —4.77 4+ 1/3 x (—19.38) = —11.23eV. We
have considered O chemical potential in Y,03 (;%203) in the
full range between the oxygen-rich case and oxygen-poor case
as defined above.

To find the formation energy for Y substitutional defect we
need the chemical potential of Y in Y,0O3. From the value of O
chemical potential at different 7 and P and using Eq. (1), it is
not possible to find 13°* at different T and P as we do not have
the value of Ev,o, at different 7 and P (from DFT, we have

Ey,0, at ambient condition). So the value of u3*® is taken

as a few points in the range uy + %E;i;? < uy® < ul. We
have considered two limiting values and three intermediate

values, e.g, Y rich condition (O pOOI”)/LOY; intermediate values

( 1 Y203 1 Y203 1 Y203,
/‘L% + gEfoimx’ ,bL(; + ZEfof'mz’ and ,LL% + gEfo;mz’ and Y poor

condition (O rich) u§ + 1 EZ>.

Figure 8 presents the computed formation energy [65] for
interstitial defects (red line), O substitutional defect (green
line), and Y substitutional defect (purple line) as a function
of O chemical potential (for O substitutional) and Y chemical
potential (for Y substitutional). Please note that the x axis
for MBZO} is scaled with 15 x Eo, as zero reference [63], i.e.,
the scale is in (oY% — 1 Eo,). Dotted vertical black lines on
the left and right refer to O-poor (low oxygen pressure) and
O-rich (high oxygen pressure) cases, respectively. Now, in the
scale of (o Y29 — 1 Eo,), the O-rich case corresponds to 0 eV
(o2% = —4.77 V), whereas the O-poor case corresponds to
—6.46eV (oY% = —11.23eV). For Y substitutional defect
the top axis is the x axis. Please note that there is no one-to-
one correspondence between the bottom x axis (O chemical
potential) and the top x axis (Y chemical potential), but the
O-poor and O-rich lines are in the same direction for both the
axes, which is important here. We can see from Fig. 8 that
O substitutional defects are favored under O-poor condition
(low O, pressure) whereas interstitial and Y substitutional
defects are favored under O-rich condition (high O, pressure).
For C doped TiO, also O substitutional defects are preferred
under low O, pressure and interstitial defects are preferred
under high O, pressure [59]. So our results are consistent
with the reported work on C doped oxides. Under atmospheric
pressure, interstitial defects are favorable and once O chemical
potential reduces below —1.18 eV O substitutional defects start
dominating. This is expected as in actual experiment C dopant
first sits on the interstitial position and once the O, pressure
is tuned to a lower value O atoms from Y,0O3 come out and C
occupies the O site. So, to synthesize O substitutional C doped
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FIG. 8. Computed formation energy for interstitial defects (red
line), O substitution defect (green line), and Y substitution defect
(purple line) as a function of O chemical potential (g — %Eoz) and
Y chemical potential (for Y substitution). For Y substitution defect
the top axis is the x axis; dotted vertical lines on the left and right refer
to O-poor (low oxygen pressure) and O-rich (high oxygen pressure)
cases. O substitution defects are favored under O-poor condition
(1o < —1.18 eV, which may correspond to O, pressure of ~1073 atm
at 800K, or 107® atm at 700 K, or 10~! atm at 1000 K).

Y,03, O, pressure and temperature are required to be tuned
such that O chemical potential reduces to below —1.18eV.
Using the equation uo(7T,P) = uo(T,Py) + %KT X ln(P%)
and the value of (7T, Py) from Ref. [63], we can compute
that uo(7T,P) < —1.18 eV may correspond to O, pressure of
~1073 atm at 800 K, 107° atm at 700 K, or 10! atm at 1000 K.
These experimental conditions are very much used and easy to
achieve. So stable configuration of O substitutional C doped
Y,03 can be synthesized in experiment under low O, pressure
and high temperature.

Now we will explore whether O substitutional defects
formed at low pressure and high temperature are stable at
ambient condition or not. Is there a chance that the C atom
doped at the O site under low pressure and high T can diffuse
to interstitial position at ambient condition? To check this, we
have successively moved C atoms from the O site towards the
interstitial site (keeping the O site vacant) in small steps and
computed the energy for each configuration. In Fig. 9, we have
plotted the energy difference, AE, between the energies of
the system when the C atom is at various interstitial positions
(vacancy at that particular O site) and when the C atom is
at the O site as a function of displacement of the C atom
from the O site. We can notice that there exists an energy
barrier for the C atom to diffuse from the O site to the
interstitial site at ambient condition. From the set of computed
data, the minimum energy barrier is 3.18 eV. This energy
barrier stops the C atom from diffusing from the O site to
the interstitial site and makes O substitutional defects stable at
ambient condition. So, it is feasible to form O substitutional
defects in Y,O3 by tuning the pressure and temperature and

{ Energy barrier For
C impurity to move from "
8 0 site to interstitial ™
>
ht ]
£ 6
—_
o ]
1]
1 4
S
1] Frmeemim e | LLITTT PP PP
N
LH 2] Minimum Energy
<] barrier=3.182 eV
04 =—Cat O site

0 2 4 6
displacement in A

FIG. 9. Diffusion energy barrier for C impurity for moving from
the O site towards the interstitial site; in energy barrier AE =
(E,-Ep), Eo is the energy of the system when the C impurity is at
the O site, and E, is the energy of the system when the C impurity is
at the interstitial site (with vacancy at the O site) at a distance r from
the O site.

once they are formed they remain stable at ambient condition.
The stability of substitutional defects is also seen through
ab initio MD simulations at room temperature (300 K) as
displayed in Fig. 6(c). So, from the formation energy data and
MD snapshot at 300 K, we can confidently predict that the
most stable defect configuration of a single carbon impurity
is the oxygen substitution. The stability of the structure and
favorable formation energy infer that it is practically feasible
to tailor C doped Y,03 as d° FM with a magnetic moment
of around 2.0 up per defect at hole concentrations of around
1.63 x 10*' cm~3, with FM coupling large enough to promote
room-temperature FM, and the mechanism can be explained
in terms of the well-established Stoner criterion.

I. Charged defects

So far, we have presented and analyzed the data for the
neutral C defect. From the energy parameters, it was found
that C defect at the substitutional site is the most preferred
configuration. There may be the possibility that the impurity
C may become positively or negatively charged. To study
the changes in the spin state and local environment due to
charged defect, we have repeated our simulations considering
C (single impurity) as positively charged (C") and negatively
charged (C™) defect. Figure 10 presents the relaxed structures
[Figs. 10(a) and 10(c)] and density of states [Figs. 10(b)
and 10(d)] for positively charged defect C* (substitutional)
and negatively charged defects C™ in yttria with impurity
concentration of 2.08 at. %. When C is considered as positively
charged (C"), the magnetic moment per defect increases to
3.0 up compared to 2.0 up for neutral defect, and when C is
considered as negatively charged (C™) the magnetic moment
per defect reduces to 1.0 ug. These results are quite expected
as in this case the origin of ferromagnetism is hole doping and
when C is positively charged (CT) the number of holes per
defect increases to 3, resulting in magnetic moment of 3.0 ug
compared to neutral defect where the number of holes is 2
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FIG. 10. Relaxed structure and density of states for positively charged defect C'* (substitutional) (a and c) and negatively charged defects
C!~ (b and d) in yttria with impurity concentration of 2.08 at. %. Green, purple, and red atoms are Y, O, and C, respectively; Y- C'* and Y- C~!
bond lengths are also shown and compared with Y-C (neutral) bond length in brackets.

per defect. Similarly, when C is negatively charged (C™), the
number of holes per defect reduces to 1. As far as the local
configuration of the defect is concerned, the nearest Y-C*
(Y-C™) bond length is increased to 2.40A (2.41) from the
corresponding Y-C (neutral) bond length of 2.31 A. There is no
change in the symmetry of the structure. The density of states
as presented in Figs. 10(b) and 10(d) shows three up-spin and
three down-spin impurity levels for both positively charged
(C™) and negatively charged (C™) defects, similar to neutral
C defects in Fig. 2. For positively charged (C*) defect, all
three up-spin impurity levels are fully occupied whereas all
three down-spin impurity levels are unoccupied, resulting in a
net magnetic moment of 3.0 ug. For negatively charged (C™)
defect, all three up-spin impurity levels are fully occupied
whereas two down-spin impurity levels are occupied, resulting
in a net magnetic moment of 1.0 ug. So the system remains in
the FM state even with C as charged defects.

IV. CONCLUSIONS

We have performed thorough density functional theory
simulations and predict that C doping in nonmagnetic Y,0O3
leads to room-temperature d° ferromagnetism with a magnetic
moment of 2.0 up per defect at an impurity concentration of
as low as 2.08 at. %. We found a substantial but short-ranged
ferromagnetic coupling between C impurities leading to a
stable d° FM sustained at room temperature. The impurity

concentration and distance between the impurity atoms have
been varied to study the range of ferromagnetic interactions.
Induced magnetic moment computed using GGA exchange-
correlation functions has been verified using a state-of-the-art
hybrid functional based on the HSEO6 functional. The analysis
of the partial density of states and spin-density plot signifies
that the induced magnetic moment is due to the localized
2p orbital of the impurity C and O atoms and the system
satisfies the Stoner criteria for ferromagnetism. The persistence
of ferromagnetism at room temperature is established through
computation of the Curie temperature and ab initio MD
simulations, which also confirms the stability of the system.
We have also investigated the changes in the spin state and
local environment due to charged defect by considering C
(single impurity) as positively charged (C*) and negatively
charged (C™) defect. The system remains in the FM state even
with C as charged defects with slight elongation of Y-C*(C™)
bond length compared to Y-C bond length. We strongly believe
that room-temperature ferromagnetism in C doped yttria soon
will be identified by experiment for the practical realization of
DMS.
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