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We study the high-temperature transport behavior of the Aubry-André-Harper (AAH) model, both in an isolated
thermodynamic limit and in an open system. At the critical point of the AAH model, we find hints of superdiffusive
behavior from the scaling of spread of an initially localized wave packet. On the other hand, when connected to
two baths with different chemical potentials at the two ends, we find that the critical point shows clear subdiffusive
scaling of current with system size. We provide an explanation for this by showing that the current scaling with
system size is entirely governed by the behavior of the single-particle eigenfunctions at the boundary sites where
the baths are attached. We also look at the particle density profile in the nonequilibrium steady state of the open
system when the two baths are at different chemical potentials. We find that the particle density profile has
distinctly different behavior in the delocalized, critical, and localized phases of the AAH model.
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I. INTRODUCTION

The absence of diffusion in noninteracting systems due to
the presence of disorder is referred to as Anderson localization,
which has been theoretically studied and experimentally ob-
served in a wide class of systems, e.g., for electrons, photons,
cold atoms, and sound waves [1-3]. The effect of localization
is strongest in one dimension where it is known that a small
amount of disorder localizes all states. If an interaction is
switched on in such a localized system, a transition from the
many-body localized (MBL) phase to delocalized phase can
occur. The physics of the system close to the transition is not
well understood and has received a lot of attention lately. One
of the most interesting results of recent investigations is that
close to the transition, one has Griffiths effects, leading to slow
dynamics and subdiffusive transport [4—7].

An interesting class of models emerges when “true” dis-
order is replaced by a quasiperiodic potential. A paradigmatic
example of such a system is the so-called Aubry-André-Harper
(AAH) model [8,9]. This is a one-dimensional lattice model
of noninteracting particles (bosons or fermions) in an incom-
mensurate potential. For this system, one finds a remarkable
transition from all energy eigenstates being localized to all
states being extended as one decreases the strength of the
potential. This transition is mediated by a critical point [8].
Unlike the MBL transition, this transition occurs in the absence
of interactions. Also, Griffiths physics is not expected at this
critical point because the potential is spatially correlated. Early
studies found interesting features at the critical point, such as
fractal patterns in the spectrum and the eigenstates [10—12]. It
has also been extensively studied in the mathematical literature
[13,14]. The AAH model and its various generalizations have
received a lot of interest recently, both theoretically [15-36]
and experimentally [37-43].

Although studies of wave-packet spreading in a closed
system have shown hints of anomalous diffusion (as opposed
to normal diffusion) behavior at the critical point [44—47], the
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exact nature of transport at the critical point has remained
an open question. In the context of MBL, it has become
most relevant because recent experiments investigating MBL
physics are based on the AAH model with interactions, rather
than a “truly” disordered system [37—40,42]. There has also
been a lot of recent interest in disordered interacting systems
connected to baths [38,48-57]. However, there have been only
few studies on the open AAH system [23,30]. In particular,
results on the nonlinear response of the system to external
thermal or chemical potential biases are still lacking.

In this paper, we study the transport properties of the
AAH model both in the isolated thermodynamic limit and
in an open system. In the isolated thermodynamic limit we
look at the spread of an initially localized wave packet and
the conductivity calculated by the Green-Kubo formalism
via numerical exact diagonalization. At the critical point, the
integrated current autocorrelation appearing in the Green-
Kubo conductivity seems to saturate to a constant value but
with large fluctuations. Correspondingly, we find that the
second moment for the spread of the wave packet goes as
~t, and correctly gives a constant value in the Green-Kubo
computation. However, we find that the tails of the wave packet
spread superdiffusively. As a result, at very long times, the
moments show a crossover from diffusive to superdiffusive
behavior. This crossover occurs at shorter times for higher
moments. A careful quantitative investigation shows that the
time scales required to observe this crossover in the second
moment are beyond our current computational power. This
explains the normal-diffusive-like behavior of Green-Kubo
conductivity and suggests that eventually, at extremely long
times, the integrated current autocorrelation will diverge.

Next, we study the open system by connecting to two
baths at the two ends. The baths are modeled by quadratic
Hamiltonians with infinite degrees of freedom. We calculate
the nonequilibrium steady state (NESS) current and particle
density profile numerically exactly via the nonequilibrium
Green’s function (NEGF) approach. At the critical point,
we find clear subdiffusive scaling of current with system
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size, which is in sharp contrast to the properties of the
isolated thermodynamic system discussed above. We provide
an explanation for this by showing that the current scaling
with system size is entirely governed by the behavior of the
single-particle eigenfunctions at the boundary sites where the
baths are attached. We further show that the NESS particle
spatial density profile provides a real-space experimentally
measurable probe of the localized, critical, and delocalized
phases.

In Sec. II, we introduce the model, in Sec. 111, we discuss the
formalism and the results for transport behavior of the isolated
system in the thermodynamic limit, in Sec. IV, we discuss the
formalism and the results for the open system NESS, and in
Sec. V, we give the conclusions.

II. MODEL

The AAH model is given by the Hamiltonian

N—-1 N

Hs =Y (alar11 +He)+ Y 2xcosubr + ¢)afla,, (1)

r=1 r=1

where b is an irrational number, ¢ is an arbitrary phase, and
a, correspond to fermionic (bosonic) annihilation operators
defined respectively on the rth lattice point of the system
of N sites. The hopping parameter has been set to 1, and
this is taken as the energy scale. When A < 1, all the energy
eigenstates of this model are delocalized, and when A > 1,
all the energy eigenstates are localized. A = 1 is the critical
point. This holds true for any choice of irrational number b
and phase ¢. The most popular choice for b is the golden
mean (/5 — 1) /2. However, in experiments and numerics all
numbers are essentially rational in a strict mathematical sense.
The way around is given by the fact that for a system of finite
size N, if b is taken as a rational number p/g with ¢ > N,
b remains “effectively irrational” and all the observed physics
of AAH model is retained. In recent experiments [37-39], the
physics of the AAH model has been explored by superimposing
a 532-nm optical lattice with a 738-nm one, making b =
532/738. For g < N, the system becomes delocalized. Even
though the choice of b is irrelevant for various interesting
universal features of the AAH model, the exact nature of
the plots depends on b. In this work, we have considered
the following choices of b: golden mean (v/5 — 1)/2, silver
mean +/2 — 1, and the rational number 532/738 used in the
experiments in Refs. [37-39]. Further, we perform an average
over the phase ¢ by numerically exactly integrating the final
results between 0 and 27 and dividing by 27.

III. TRANSPORT IN THE ISOLATED SYSTEM IN THE
THERMODYNAMIC LIMIT

A. Formalism

We first look at the transport properties of the isolated
system in the thermodynamic limit. For this we directly
calculate the particle conductivity of the system using the
Green-Kubo formula. For this, we define

N-1

ﬂ A A
G(@) =/0 dr Y (=i 0)/N, @)

P.q=1

where fp = i(&;aer] — &;H&p), and ( --- ) = Tr
(e POs—1N 17 .. ) Ng =Y, ala, is the total number of
particles in the system, and Z = Tr(e #Hs—1N5)) The con-
ductivity by the Green-Kubo formalism is given by

oGk = lim_lim_ Dy(0) 3)
where
Dy(r) = / G(ryd. @)
0

The order of limits in the Green-Kubo conductivity formula
is important and cannot be interchanged, and the formula is
strictly valid only for an infinite system size. But in numerics,
one will always have a finite size. To go about numerically
calculating the Green-Kubo conductivity, one has to look at
the behavior Dy(7) for a given system size, for times before
the finite-size effects become substantial.

One can show that the Green-Kubo formula can be related
to the spread of correlations. We start with the mixing as-
sumption, expected to be valid in the thermodynamic limit.
This says that, given two arbitrary operators Q; and Q»,
lim;—, o (Q1(#) 02(0)) = lim,—, 5o (Q1(1))(Q2). Under this as-
sumption, and time-translation and time-reversal symmetries,
the Green-Kubo formula can be simplified to the form

T N-1
dr Yy Re({T,(),(0))/N.  (5)

P.q=1

ogk = B lim lim
T—=00 N—>oo 0

Starting from the continuity equation dstP =1 »— i »—1, where

i, = &;& p» it can be shown for the infinite-size system that

oo

d & i A
- 2 FeOi(D) =2 /0 dr Y (Io()i(1)), (6)

X=—00 X=—00

where we have used time-translation invariance as well as the
space-translation invariance. The space-translation invariance
is not present for our particular model in Eq. (1), but this is
restored for quantities averaged over ¢p. Now, using translation
invariance, it follows from Egs. (5) and (6) that

ok = lim g%Re(xzzooxz(ﬁo(o)ﬁx(f))) %)

Note that here the N — oo limit has already been taken before
while using Eq. (6). For normal diffusive transport,

o]

m(t) = Re( > xz(ﬂo(O)ﬁx(r))> =2D7, (8)

X=—00

for large t. Thus, the Green-Kubo conductivity for normal
diffusive transport is given by
T—>00 N—0o0

Hence, for normal diffusive transport, we expect that, for large
enough N, Dy(t) will converge to this value as t increases,
before finite-size effects become substantial.

In general, m3"(t) ~ t?#. As seen above, 8 = 0.5, for nor-
mal diffusive transport. For ballistic transport, B =1.If0.5 <
B < 1, transport is superdiffusive. For both superdiffusive and
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ballistic transports, as seen from Egs. (7) and (8), the ogk
diverges. If 0 < B < 0.5, the transport is subdiffusive, while
for alocalized system, ﬁ = 0. In both these cases, ok is zero.
All cases other than the normal diffusive transport are broadly
classified as anomalous transport.

This brings us to the study of (71¢(0)7,(7)). In a very recent
paper [16], the spread of a similar quantity was studied to clas-
sify transport behavior for the AAH model with interactions.
Since our system is noninteracting, (7, (#)7iy(0)) can be written
down in terms of the single-particle eigenfunctions. We shift
the origin to the site N/2 and define x =r — N/2. We
have a,(t) = Y_)_ G(£,t|p.0)a,(0), where G(£,t|p.0) is the
single-particle Green’s function for the closed system. Let @, ,
be the £th component of the single-particle eigenvector corre-
sponding to the single-particle energy eigenvalue ¢,. Thus,
a = YN | ®,.,4,, where &, are the annihilation operators in
the eigenbasis. Here, « is the eigenstate index and ¢ is the site
index. Then, G(£,7|p,0) = YN, e~/ ®, ;®, . In terms of
these, we have

C(x,1) =(x(1)0(0)) — (x) (Ao)

N
D G*(x + N/2,t1L.0)G(x + N/2,t]p,0)
£, p=1

x (@} (0)an 2(0) @, (0)aly ,(0)

N
= Z [@ex+n/2Poxsn/2Pan2Pon 2
o, v=1

xe! €y (e )1 — nF(Ev)]]’ (10

where np(w) = [¢#©@~# + 1] is the Fermi distribution func-
tion.

Another related quantity that has been studied previously
[44—47] for the AAH model is the spread of a wave packet. Let
the wave packet ¥, (¢) be initially localized at the site N /2 of
the lattice. It evolves according to the Schrodinger equation

10V, /0t = Y, 41(1) + Yr—1(t) + 24 cos2rbr + @)Y, ().
(1
We look at the probability P(x,t) = |, ()%, and its moments

N/2-1

map(t) =Y (x — (x))P P(x,0), (12)
x=—N/2
where (x) = Ziv:/ Z:NI 2 X P(x,1)is the mean. In terms of single-
particle wave functions, P(x,?) is given by
P(x,t) = |G(x + N/2,t|N/2,0)
N
Z @i N2 Por i N2 Po 2 Doy jpe

a,v=1

13)

This is different from C(x,t) [see Eq. (10)] by only the
factor np(ey)(1 —np(e,) inside the summation. At high

temperatures, np(w) ~ 1/2. Thus, at high temperatures,

B0, Cx,t)— P(z’t). (14)

We are interested in the high-temperature transport. So the
scaling properties of C(x,t) and P(x,t), and hence of m}"(¢)
and m,(t), will be the same.

For normal diffusive spreading, P(x,?) has a Gaussian form,

P(x,t) = e_%r /~/ 167 Dt, with this D the same as defined in
Eq. (8). In general, if P(x,t) [and thereby C(x,t)] scales as

P(x,0) ~ (1/tP) f(x /1), (15)

then [m,,(1)]"/" ~ t*#. The connection to different regimes
of transport as discussed before is immediate. However, there
may be cases where B = 0.5, but P(x,t) is not Gaussian. Such
“non-Gaussian but diffusive” transport has been reported in
many classical systems [58—65]. This is also considered as
anomalous transport. Further, there may even be cases where
P(x,t) does not follow a particular scaling form. As shown in
Eq. (7), even then, the conductivity of the system depends only
the time scaling of the second moment, and the classification
of transport based on that is possible.

B. Results

With the above understanding, we numerically investigate
the transport behavior of the AAH model in the isolated ther-
modynamic limit via exact diagonalization. All our results are
given up to times before finite-size effects become substantial.
We are primarily interested in the transport properties of the
AAH model at the critical point (A = 1). Figure 1 shows a
plot of Dy (7) with t for different system sizes, at the critical
point for b = V2 — 1. We see that with increasing N, Dy(t)
converges to a curve which initially increases and then shows
large fluctuations about a constant mean value. Consistently,
m35"(t) ~ 0.288¢, and the mean value is precisely given by
BD [see Eqgs. (8) and (9)]. This seems to suggest that ogk
is finite in the thermodynamic limit, which is akin to a normal
“diffusive” system. However, the fluctuations do not decrease
on averaging over ¢, and may indicate deviation from normal
diffusive transport.

To investigate more closely the nature of transport at the
critical point, we now look at the scaling of P(x,t). This
is shown in Fig. 2 for various choices of b. It is clear that
although m,(¢) ~ ¢, P(x,t)is non-Gaussian, and does not obey
asingle scaling form. The bulk of P (x,#) has the scaling form of
Eq. (15), with B = 0.5 for all choices of b. However, the tails of
P(x,t) do not collapse under the same scaling. This deviation
from bulk scaling is most clearly seen for b = /2 — 1. To
collapse the tails of P(x,t), one needs a superdiffusive scaling.
Thus we find

P(x,t) = (/D f1Gx//D), Vx| < zov/1,
VT faeeB), B > 0.5, Vx| > 20vi,
(16)

where zo and ,32 depend on the choice of b. Note that
Zo is independent of time. The superdiffusive scaling ex-
ponent B, is nonuniversal and depends on the choice of
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FIG. 1. Isolated thermodynamic limit: The top panel shows the

plotof Dy(t) as a function of 7 at the critical point A = 1 for different
system sizes. Dy (t) initially increases with 7 and then shows large
fluctuations about a constant mean value. This mean value is quite
precisely given by the analytical high-temperature approximation
result Dy(t) >~ BD. D is obtained by time scaling of m3" [Eq. (8)]
shown in the bottom panel. D = 0.288/2. For N = 8192 and 16 384,
only the large time results have been calculated. The black continuous
line is a guide to the eye joining data points for N = 16 384. The mean
Dy () is calculated from the data points for N = 16 384. Parameters:
B=01pu=1b=+2—-1.

b. For b = (+/5 — 1)/2 and for b = 532/738, B> ~ 0.55, for
b=+2-1,5 ~0.62.

Note that for b = (/5 —1)/2 and b = 532/738, from
Fig. 2(b) it may seem that the superdiffusive scaling of
P(x,t) holds everywhere. This is because the superdiffusive
exponent 0.55 is quite close to 0.5. However, a closer inspection
reveals that this is not the case, and the bulk indeed has a
diffusivelike scaling. This is clear from the fact that in all cases,
my(t) in Fig. 2(c) shows diffusive behavior, m,(t) ~ t, and
not superdiffusive behavior. Also note that, for b = V2 -1,
my(t) ~ 1.15t ~ 4m’"(t), consistent with Eq. (14).

Now, let us see if the behavior of the tails of P(x,7) can
affect the scaling of the moments at extremely long times. To
check this, we write m;,(t) as

x<zov/1 00
myp(t)=2 Y xPPx.t)+2 Y x*P(x.0)
x=0 x>z04/1

204/t 00
~ 2/ x2P P(x,t)dx + 2/ x2P P(x,t)dx
0 z0/T

)

S0+ m5(),

=m 2p

a7

where m(zllz(t) is the contribution to the moment from the

diffusive part, while m(zzlz(t) is the contribution to the moment
from the tails. Here, we have used the fact that (x) = 0, and
P(x,t) is an even function of x. Now, changing variables to

(a) (b) ()
°
b=(vV5-1)/2 ——— 1.0 -
107 1072 ¢ )/ 1041 1.07t -
— = -0
= 10 t = 32768 : 105 —— ¢ = 32768 = il
S = 8 = = 10% 4 o
el — 4 A, — 4 x A
% 10-13 t = 8192 2 10713 t = 8192 g i W3
— t=2048 % — t=2048 10% 4 e
-18 —18 | - =(/5-1)/2
10 — t=512 10 — t=512 1 7
10-28 : 10-2 e ;
15 -10 -5 0 5 10 15 10 -5 0 5 10 10! 102 108 10*
/i /105 t
10* 4 10 ,o".
10-5 ] == 1.15t o
= = .7
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15 -10 -5 0 5 10 15 -5 0 5 10! 102 10° 10
z/Vt 2 /1062 t
b =532/738 b =532/738 3x 1027 ___ 10 _--®
Lt / - / 111t o
= = 2 % 10? -7
o 108 t =300 £ 10784 t =300 = /,/'
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-15  -10 -5 0 5 10 15 -10 -5 0 5 10 6x 10 102 2x 102 3x10?
z/Vt 2 /105 t

FIG. 2. Isolated thermodynamic limit: (a) The full distributions P(x,f) = |y (x,)|?, scaled assuming normal diffusive behavior. Here,
x =r— N/2. P(x,t) scales as P(x,t) ~ (1/+/1) fi(x/+/t) over a considerable region in the bulk, but the scaling function f(z) is clearly not
Gaussian and also the tails do not collapse. (b) P(x,t) = | (x,t)|? scaled to collapse the tails of the distribution. The tails show a superdiffusive
scaling P(x,t) >~ (1/ t'é) falx/ I ) with 8 > 0.5. However, the value of B depends on the choice of b. (c) The scaling of the second moment
ma(t) of P(x,r) with ¢ for various values of b. m(t) ~ t. N = 8192 for b = (+/5 — 1)/2, v/2 — 1. N = 700 for b = 532/738.

174206-4



ANOMALOUS TRANSPORT IN THE AUBRY-ANDRE-HARPER ...

PHYSICAL REVIEW B 97, 174206 (2018)

“ ‘ 10° A " /R ’/:
e ’ }i‘/‘ A ":
3 /a
10 Y'e el % ,; 108 £
P )v I i K
o o Xy 101 - ;/ /l
& 7 L / X
" s & A 7 k’
10774 10° 4 /}v A/ #
* A ,’{ A /* 1012 4 ,’I
* £ ¢ ) i -4
A 1071 / A/
/
10-! * ' * A O
* A %
N0 N RN S0 i* a o mg) < # m(t)
10" 4
. 1.15t . 6.78¢2 N 81.52t3 10044 « 1420.21¢4
s | &) @) 10 @ @
10 x my (t) * x  my(t) . x  mg (1) * x  mg (1)
—_———— 0‘0051;1.24 ———— 003t248 ———— O.3t3'72 ———— 341t4‘96
. 777/2(1.’) . m4(t) . TTLG(t) . TTLg(t)
1077 ey T T T 1073 ey T T T 1071 ey T T T 100 e T T T
10! 10% 10% 104 10t 10% 103 104 10! 10% 103 104 10t 102 10% 10*
t t t t

1
2p
(1). m(zlp)(t) ~ t?, whereas m

FIG. 3. Isolated thermodynamic limit: Plots of m

) @
p(t) and my,

2p
lines are fits for m(2 (22;)

(1), m(z)(t), and m;,(t) [see Eq. (17)] with time for b = V2 1. zo = 5. The dashed
(1) ~ 199 for large ¢, as expected from tail scaling of P(x,r). The crossover of

m,), scaling from diffusive to superdiffusive is seen clearly for mg(z) and m¢(t). From the scaling fits, we see that for m,(¢) this crossover will

occur for time 7 3> 10'%. N = 8192.

71 =x/+/tand 7, = x/t’gz, and using Eq. (16), we have
oo

20 ~
ma (1) = pr/ Z%pfl(ZI)dm—i-Zl‘zP’Sz/ ) Z%”fz(Zz)d@
0 204/1/152

— 2t2P52 [tp(lfzﬁz)Ap + FP(ZOIO-SU*ZEZ))]’ (18)
where A, = [ zfpfl (z1)dzy and F,(t) = [° z;pfz(zz)dm.
Note that A, is independent of time while F, is a function of
time. So m(zlp)(t) ~ tP, whereas m(zzg(t) ~ t2PP> only asymptot-

ically. Since B, > 0.5, we have
(19)

Thus, the extremely long-time behavior of the moments should
be superdiffusive. Hence, there will be a crossover in the time
scaling of the moments from diffusive to superdiffusive. The
approach to superdiffusive scaling is faster for higher moments.
Let us check this quantitatively for b = /2 — 1, which is
the case where B, ~ 0.62 differs most significantly from the
value 0.5. The value of zy can be read off from Fig. 2 as
Zo ~ 6. Figure 3 shows the plots of my,(t), m(zlp)(t), m(;;(t)
for p = 1,2,3,4. The first feature to note is that the approach
to the form m(zzlz(t) ~ t2PP> is faster for higher moments.
Second, as expected, the crossover to superdiffusive scaling
of my,(t) also occurs faster for higher moments. For mg(t)
and mg(t), this crossover is clearly seen from our data. On
the other hand, for my4(¢) and m,(¢), the crossover occurs
later than times accessible in our numerics. From the scaling
fits, it is possible to quantitatively extract the time scales
at which the superdiffusive crossover will be seen in the
my(t) scaling. We find that the superdiffusive scaling of m, ()
will start showing for ¢ > * ~ 10'°, To directly investigate
such long-time behavior without having finite-size effects, one
needs systems of size N > (t*)*6? ~ 107. An exact numerical
analysis of such system sizes is definitely beyond our current
computational power. This explains the normal-diffusive-like

may(t) ~ 2072 F,(0), 1 — oo.

behavior of Green-Kubo conductivity up to times and system
sizes within our numerical reach, and suggests that at even
longer times, the superdiffusive behavior will show up.
Therefore, we find hints of superdiffusive behavior at the
critical point of the AAH model in the isolated thermodynamic
limit from the tail scaling of P(x,t) and the time scaling
of higher moments of P(x,7). However, a direct numerical
observation of this superdiffusive behavior from m;(¢) scal-
ing or from Green-Kubo conductivity is beyond our current
numerical reach. Within our numerical reach, m,(¢) scales

2.0

— N =512 A=0.5
1.5 4 N =1024
— — N =2048
= .
~ 101 N = 4096
Q - 0.017+0.02

0.0 1

0027 | —_— N =100

—~ |
&~ 0.01

~

S

0.00

FIG. 4. Isolated thermodynamic limit: Plot showing Dy(t) as a
function of t for delocalized (top panel) and localized (bottom panel)
cases for different system sizes. For the delocalized case, Dy(t)
increases linearly with 7 before finite-size effects come into play.
For the localized case, Dy(7) decays to zero and is independent of N
for N > localization length = 1/log(A) ~ 10. Parameters: 8 = 0.1,
u=1b=+v2-1.
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diffusively, and Green-Kubo conductivity also shows normal-
diffusive-like behavior.

Away from the critical point, the behavior is exactly as
expected. Plots of Dy (7) for delocalized and localized regimes
are shown in Fig. 4 for b = v/2 — 1. In the delocalized regime
(A < 1), Dy(7) increases linearly with 7 before finite-size
effects become significant. Finite-size effects start showing
after times of O(N). Thus, to numerically take the correct
limit [in Eq. (3)] for a given system size N, one needs to
look at T ~ N. This correctly gives the ballistic conductivity
scaling with system size, o ~ N. It is also trivial to check
ma(t) ~ t2. In the localized regime (A < 1), for system sizes
much greater than the localization length [given by 1/log(})
[8]], the thermodynamic limit is reached and Dy (7) becomes
independent of N. We see Dy(7) decays to zero as a function
of t for such cases, thus giving zero conductivity. Obviously,
because all eigenstates are localized, m,(t) ~ 10 consistently.

We will show below that, when the system is connected to
baths, the transport behavior at the critical point of the AAH
model completely changes.

IV. TRANSPORT IN THE OPEN SYSTEM
A. Formalism

Having investigated the transport properties of the isolated
AAH model, we now look at transport properties of the
open AAH model, i.e., when the AAH system is connected
to baths. For this, we couple the system Hamiltonian Hg
[Eq. (1)] bilinearly with two baths at two ends. The baths are
modeled by noninteracting Hamiltonians with infinite degrees
of freedom. The full Hamiltonian of the system+bath reads as
H=Hs+ Hp + Hsp, where

Ty =Ty + 7,
(p)
H y ZQ])Y p\'»

Tlsp =) (RpeBlia, +He). (20)

p=1N,

Here, B ps 1 the annihilation operator of the sth mode of the
bath attached to the pth site of the system. The baths are
connected at the first and the Nth sites of the system. Here, we
consider the case where all operators are fermionic. However,
since we will be looking at high-temperature behavior, the
all-operator bosonic case will give identical results. We assume
that, initially, each of the two baths is at thermal equilibrium
at its own temperature and chemical potential. In this paper,
we present results for the case when the two baths are at
the same temperature but have different chemical potentials,
thereby having a voltage bias. So, we introduce the bath Fermi
distributions,

nP(@) =[O +117!, p=1N. QD

But, again, in the high-temperature regime, our results remain
valid for the case of both thermal and chemical potential biases.
Let us also introduce the bath spectral functions,

Tp(@) =21 Y [Rps*8(@ = Qps). p=1N.  (22)

We assume the two bath spectral functions to be identical,
Ji(w) = Iy(w) = J(w).

We are interested in the nonequilibrium steady state (NESS)
of this setup. The NESS properties of this setup can be ex-
actly calculated via nonequilibrium Green’s function (NEGF)
formalism. The system Hamiltonian can be written as Hg =
CTHSC, with ¢ being the column vector with the jth element
cj =ajand c! is the transpose conjugate. Let G(w) = M~ (w)
be the NEGF of the setup. M(w) is given by the N x N matrix,

M(w) = [0l — Hg — =V (w) — T™M(w)], (23)

where (D (w), 2™ (w) are the bath self-energy matrices with
the only nonzero elements given by

do'J (@) i _
/27[( " w _EJ(CO)» p_er’

AC
24)

where P denotes the principal value. The NESS quantities of
our interest will be the (particle) current / and the occupation
of the rth site (7i,). These are given by

d
| = / %T(w)[n(;)(w) — M),

JH(w)
|det[M(w)]|?’

d
(hy) = / G @ PP @) + @) @), 25)

where T (w) is the transmission function. In the linear response
regime, the expression for (particle) conductance G is given by

T(w) =

dw
G = ,3/ ET(w)nF(w)[l —np(w)]. (26)

Note that all information about the explicit model of the bath
is now in J(w). Different noninteracting baths correspond to
different choices of J(w). For concreteness, in the following,

we choose
2y2 2
2v” 1_<1>, 27
tp 2tp

which can be explicitly derived if baths are modeled via
semi-infinite tight-binding chains with a hopping parameter
tp and bilinearly connected to the system at one end via
system-bath coupling y [66]. If all operators were bosonic,
only the Fermi distributions in Eq. (25) would be replaced by
the corresponding Bose distribution.

The main characterization of transport in the open system is
via the system-size scaling of current /. At high temperatures,
the current / and the conductance G scale the same way. The
conductivity in the thermodynamic limit as obtained from the
open system approach is given by

Oopen = lim NG = lim NI/(u; — po). (28)
N—oo N—o0

J(w) =

At very high temperatures,

d
I~ (= 12)G = (1 — Mz)(ﬁ/4)/ ﬁT(w), VB —0.

29)
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FIG. 5. Open system: (a) Scaling of current I with system size N for various values of b. I ~ N~14095 For b = 532/738, current scaling
shows ballistic behavior, I ~ N° for N >> 738, as expected. Here, the system sizes taken are powers of 2. (b) Scaling of current with system
size for b = (+/5 — 1)/2 with many closely taken points. This reveals that I ~ N~'27%00! for N' = Fibonacci numbers (red circles), whereas
I ~ N~14£005 for system sizes away from Fibonacci numbers. (c) Scaling of current with system size for b = +/2 — 1 with many closely taken
points. This reveals that I ~ N =279 for N = Pell numbers (red circles), whereas I ~ N~!'4¥0:05 for system sizes away from Pell numbers.

Parameters : 8 = 0.1, u; =3, up, = -3,y = 1,1 = 3.

For a diffusive system, conductivity is finite, so [ ~ N -1
For ballistic transport, the current is independent of system
size,s0 I ~ NO.IfI ~ N~ with0 < « < 1, the transport is
superdiffusive. In both superdiffusive and ballistic cases, ogpen
diverges. If I ~ N~%, witha > 1, the transport is subdiffusive,
while for a localized system, I ~ e~V andin these cases, Oopen
vanishes.

The fundamental difference between ogpen and ogk is the
following. In calculating ogk, as given in Eq. (3), the ther-
modynamic limit N — oo is taken before taking the t — oo
limit. As a consequence, the system can be considered really
isolated and there is no effect of any bath. On the other hand,
in calculating oopen, the t — oo limit is taken first so that
the NESS is reached, and then the N — oo limit is taken.
A detailed and rigorous discussion regarding this is given in
Ref. [67]. Physically, in the open system approach, there is
the effect of a boundary between the system and the bath,
while in the Green-Kubo approach, because of taking the
thermodynamic limit first, there is no boundary. As we will
see below, the occurrence of the boundary drastically changes
the transport properties of the open AAH model at the critical
point. We will also see that the NESS particle density profile
has very different behavior in the three phases of the AAH
model.

B. Results
1. Current scaling with system size

The current scaling with system size at the critical point
for various choices of b is shown in Fig. 5(a). Here, system
sizes were taken as powers of 2. It is immediately clear
that the scaling is subdiffusive with 7 ~ N~14+005 Tt is also
interesting to note that for b = 532/738 the current becomes
independent of N for N 2 738, which is the signature of
the delocalized phase. This is consistent with our previous
discussion that 532/738 remains “effectively irrational” only
for N < 738.

In Figs. 5(b) and 5(c), we investigate the current scaling
with system size more closely for the golden mean and silver
mean cases. We see that for the golden (silver) mean, the
current scaling with system size is different for system sizes
equal to Fibonacci (Pell) numbers, where I ~ N—!-27+001
Away from these special system sizes, the current scaling
is approximately I ~ N~14+995 An interesting observation
follows from noting that any irrational number has an infinite
continued fraction representation which, on truncation, gives a
rational approximation of the irrational number. We conjecture
that at special system sizes equal to the denominators of the
rational approximations, the current deviates from the generic
behavior and has a different scaling. These special system sizes
are the Fibonacci (Pell) numbers for the golden (silver) mean.

Thus, we see that the fransport in the open critical AAH
model is subdiffusive. This is drastically different from what
we found in the isolated thermodynamic limit, where we found
hints of superdiffusive behavior. We now investigate the origin
of the subdiffusive behavior. To do this, we first take the
tp — large limit, so that the system-bath coupling becomes
weak and the bath spectral functions become almost constant
[see Eq. (27)]. Note that in Fig. 5, the system-bath coupling
was not weak. In the weak system-bath coupling limit, it is
possible to express the steady state expressions, involving
nonequilibrium Green’s functions, directly in terms of the
eigenstates and eigenvalues of the isolated system [68,69].
Using the formalism in Ref. [66], it can be shown [70] that
for sufficiently small system-bath coupling, the conductance
is given by

r
G~ T'BW(I,N), B — small, tp — large,
N 2 B2
ORI
W(p.q)=) -t (30)
a=1 q>§‘vp + (Dg‘vq

where I' = (2y2)/tp and we have also taken the small A limit
so that np(w) ~ 1/2. Thus, the system-size scaling of G in
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FIG. 6. Open system: (a) Scaling of conductance G with system size N for various values of b for weak system-bath coupling (y = 1,
tg = 200) and very high temperature (8 = 0.01). Exact numerical results are obtained via Eq. (26), and are compared with the approximate
analytical result W(1,N) [see Eq. (30)]. There is a nearly perfect overlap of exact results with W(1,N), and G ~ N~"4*005 Here, the system
sizes taken are powers of 2. (b), (c) The different scaling of G with system size equal to Fibonacci and Pell numbers for golden mean and silver

mean cases, G ~ N ~1-27#0.01

this limit is given by the system-size scaling of W(1,N). Note
that W(1, N) only depends on the absolute values of the single-
particle eigenvectors of the system at sites where the baths are
attached, namely, the first and the last sites. If the system-size
scaling of G in this limit is similar to that in Fig. 5, which is not
guaranteed a priori, we will know that the subdiffusive scaling
is because of the system-size scaling of W(1,N).

The system-size scaling of conductance calculated in this
limit (y =1, t3 = 200, g = 0.01) by exact numerical inte-
gration, Eq. (26), and by Eq. (30) is given in Fig. 6. There
is a nearly perfect overlap of the two results. Note that an
exact numerical calculation using Eq. (26) is more difficult
in this regime, because of the nearly singular behavior of the
integrand at the system eigenenergies. In Fig. 6(a), the scaling
is shown for system sizes in powers of 2. The scaling is not
as good as that seen in the strong system-bath coupling case,
but it is approximately the same, G ~ N ~140:05 Figure 6(b)
[Fig. 6(c)] shows the scaling for the golden (silver) mean case
when the system sizes are equal to Fibonacci (Pell) numbers.
Here, there is an almost perfect scaling of G ~ N~!-27+0.01,
as before. Thus, indeed, the subdiffusive scaling of current
and conductance with system size is directly related to the
subdiffusive scaling of W(1,N) with system size.

Note that, for 1 < 1, the single-particle eigenfunctions are
completely delocalized, hence <I>§’ ~ N ~!. Thus, W(I,N) ~
N?, thereby consistently giving the ballistic scaling of current.
On the other hand, for A > 1, the single-particle eigenfunctions
are exponentially localized at some system site, so, ®2 | ~
®Z y ~ e N.Thus, W(1,N) ~ e~V thereby also consistently
giving the exponential decay of current with system size in
this regime. Thus, the system-size scaling of W (1, N) correctly
gives the system-size scaling of currents at all regimes of the
AAH model. This also shows that the current scaling with
system size is independent of the details of the baths, and also
independent of the type of particles (bosonic or fermionic).

Hence, the transport behavior of the open AAH model
is completely governed by the single-particle eigenfunctions
at the boundaries where the baths are attached. In the iso-
lated thermodynamic limit, there are no boundaries, and

the transport behavior is governed by the bulk properties.
Looking at Egs. (7), (10), (13), and (30), we see that there
is no reason a priori that the isolated thermodynamic limit
transport characterized by the spread of a wave packet, and
the open system transport characterized by current scaling
with system size, need to be consistent with each other in
general. It nonetheless turns out that in the delocalized and the
localized cases, they can indeed be shown to be consistent. The
underlying reason for this is that, for these cases, the eigenstates
contributing to transport have similar behavior in the bulk and
at the boundaries. But, at the critical point, the eigenstates
contributing to transport have different behavior at the bulk
and at the boundaries. To clearly see this, in Fig. 7 we check
the system-size scaling of W(N /4,3N /4) for all three phases
and compare them with that of W(1,N). Unlike W(1,N),
W(N/4,3N /4) depends on the bulk behavior of eigenstates.
We see that at the critical point, W(N /4,3N /4) scales very
differently from W(1,N), i.e., W(N/4,3N /4) ~ N—0-27+0.03
whereas W(1,N) ~ N 14005, Away from the critical point,
W(N/4,3N /4)and W(1,N) have the same scaling with system
size, i.e., they are independent of N for A < 1 and decay
exponentially with N for A > 1. Thus, indeed, the eigenstates
contributing to transport have different behavior in the bulk
and at the boundaries only at the critical point. This leads
to drastically different transport behavior in the isolated and
in the open critical AAH model. We note that differences
between the bulk and boundary behavior of the eigenstates
have been previously observed in disordered systems and have
been attributed to the multifractal nature of the eigenfunctions
[1], but they have not been directly connected to transport
properties.

2. NESS particle density profile

Next, we look at the spatial particle density profile, (7,) vs
r, in NESS in each of the delocalized, critical, and localized
regimes when the two baths are at widely different chemical
potentials. We find that the NESS spatial particle density profile
(which is related to the local chemical potential) behaves very
differently in the three regimes (Fig. 8). In the delocalized
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FIG. 8. Open system: NESS particle density profile for the three
regimes, delocalized (A = 0.5 < 1), critical (A = 1), and localized
(A = 1.1 > 1), for various system sizes. The particle density profile
looks distinctly different in the three regimes. Parameters: g = 0.1,
pi =6, =—6,y =113 =3,b=(V5-1)2.

regime, we notice a flat profile, a hallmark of ballistic transport.
In the critical regime, we see a continuous (almost linear)
curve connecting the boundary densities. Such behavior is
typical of diffusive systems. The localized regime shows
a steplike profile, and recently this has been reported for
other models with localization [68,71]. Hence, this NESS
physical quantity, which is potentially measurable with recent
cutting-edge experiments [37—40,42], gives a clear real-space
signature of localized, critical, and delocalized phases. The
energy profile (which is related to local temperature) has a
similar behavior.

V. CONCLUSIONS

We have investigated the high-temperature transport prop-
erties of the AAH model both in the isolated thermodynamic
limit, and in an open system. We have found that the critical
point of the AAH model has drastically different transport
behavior in the two cases. In the isolated thermodynamic
limit, the spread of an initially localized wave packet shows
hints of superdiffusive behavior. The superdiffusive scaling
exponent is nonuniversal and depends on the choice of the
irrational number b. On the other hand, the open system NESS
current / scaling with system size N is clearly subdiffusive.
There are two subdiffusive exponents. One is / ~ N~ !-27+0.01
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which is seen when system sizes are exactly the denominators
of the rational approximants of b, while the other is I ~
N 142005 "which is the scaling for generic system sizes. We
have shown that the current scaling with system size is entirely
controlled by the system-size scaling of eigenfunctions at the
boundaries where the baths are attached. Thus, the drastic
difference between the isolated and the open system transport
properties at the critical point is due to different behaviors of
the eigenfunctions at the bulk and at the boundaries.

We would like to point out that looking at the spread
of correlations and measuring the current or conductance
variation with system size are two different experiments
done to characterize transport in many setups. Although not
guaranteed, in many cases, the results of one experiment can
be inferred from those of the other. We showed that at the
critical point of the AAH model, this is not possible.

We have also looked at the NESS particle density profile of
an open system connected to two baths at different chemical
potentials. We have shown the NESS particle density profile
is distinctly different in the delocalized, critical, and localized
phases.

After submission of our work, a closely related work
appeared [72], where very similar questions were explored
using a phenomenological Lindblad quantum master equation
approach. On the other hand, in our work, the baths are modeled
by microscopic quadratic Hamiltonians having infinite degrees
of freedom, and the results are calculated by the fully exact
NEGF method. This has no restrictions, for example, it is
valid for arbitrary system-bath couplings and fully takes into
account non-Markovianity. We find it remarkable that their
work reproduces the same results (same scaling of current
with system size) as ours. This, in our opinion, is important
for the following reason. Because it matches our results, it

justifies the use of a phenomenological Lindblad quantum
master equation approach, which is often the most practical
method for interacting systems [73].

In a followup work, some of the authors (A.P., A.D., and
M.K.) investigated open system transport through a gener-
alization of the AAH model where there is a mobility edge
[74]. They obtained a high-temperature nonequilibrium phase
diagram of that generalized model via current scaling with
system size. Detailed investigations of closed system transport
and low-temperature transport in a generalized model with a
mobility edge is in progress. Note that, while this is easily
possible in our approach, the phenomenological Lindblad
quantum master equation used in Ref. [72] works only in the
infinite-temperature regime and cannot be used to investigate
low-temperature physics.

S.S.introduced the rest of the authors to the AAH model and
pointed out important references. A.P. did all the calculations
and wrote the manuscript. A.D. and M.K. checked all the
results, provided crucial physical insights and revised the
manuscript.
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