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Effect of Hilbert space truncation on Anderson localization
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The 1D Anderson model possesses a completely localized spectrum of eigenstates for all values of the disorder.
We consider the effect of projecting the Hamiltonian to a truncated Hilbert space, destroying time-reversal
symmetry. We analyze the ensuing eigenstates using different measures such as inverse participation ratio and
sample-averaged moments of the position operator. In addition, we examine amplitude fluctuations in detail to
detect the possibility of multifractal behavior (characteristic of mobility edges) that may arise as a result of the
truncation procedure.
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I. INTRODUCTION

It is well established that in single-particle models with
short-range hopping and uncorrelated on-site energies [1], all
eigenstates are localized for arbitrary small disorder in one
dimension [2]. Further, extensive work following the advent
of the scaling theory of localization [3], showed clearly the
importance of time-reversed paths or the symmetry between
time-reversed states (see, e.g., Refs. [4,5]), in the theory of
weak localization. This helped establish the absence of ex-
tended states in the Anderson model [1] in two dimensions with
pure potential scattering. Extensive theoretical and numerical
work [6–9] has determined quantitatively universal quantities
associated with the Anderson problem in d = 1, 2, and 3
dimensions, which have been summarized in several reviews,
e.g., Refs. [10,11].

In contrast, in a two-dimensional system subject to a
strong perpendicular magnetic field (in the single Landau
level or quantum Hall limit), states remain extended at the
(one-dimensional) boundaries, even in the strong disorder limit
[12–16]. This again is attributable to the absence of time-
reversal symmetry in the presence of a magnetic field. Even for
weak magnetic fields, one finds enhancement of conductance in
experimental systems, in two dimensions [17,18] as well as in
bulk, three-dimensional materials [19,20]. This negative mag-
netoresistance in the weak disorder regime is quantitatively
attributable to the suppression of weak localization due to the
time-reversal symmetry breaking magnetic field [4,5,21–23].

Given the crucial effect of time-reversal symmetry (TRS) on
Anderson localization, a study of models that can examine the
effect of symmetry breaking, and investigate the interpolation
between the extreme cases of TRS (the standard Anderson
model) and complete breaking of TRS (as in the Landau
level limit) would be very desirable. In the case of magnetic
field, the breaking up of the band into Landau levels in
any finite field complicates the interpretation of the results
[24–28]. Consequently, in this study, we break TRS in a
different manner, namely, by projecting out parts of the
Hilbert space, in a controlled manner. This could potentially
provide a platform that is more accessible than the low field,
multi-Landau-level problem.

The model we consider is essentially the original Anderson
model on a one-dimensional lattice, characterized by a nearest-
neighbor hopping and an on-site energy drawn independently
for each site from a uniform distribution from −W to W .
We then project out a certain fraction of eigenstates of the
nondisordered lattice (which can be characterized by the wave
vector k), and look at the eigenstates of the resulting truncated
Hamiltonian.

The technique of projecting out parts of the Hilbert space is
extensively used in condensed matter problems. For example,
in correlated electron systems, the full many-body Hilbert
space is often truncated to that arising from one or two
electronic bands near the Fermi level, e.g., in the Hubbard
model [29,30] or the periodic Anderson model [31–33]. Such
a procedure can be justified on the basis of renormalization
group (RG) arguments [34]. The RG method is found to be
crucial in analyzing many problems such as the Kondo effect
[35–37], and affords a more complete understanding of Landau
Fermi liquid theory [38–40].

However, our purpose in this paper is somewhat different,
and what we do here is more radical. We simply project
out states that are neither separated from others by a gap
nor are taken into account by any RG procedure. Thus, in
effect, we add to the conventional Anderson Hamiltonian H0 a
nonperturbative term of the form H ′ = V

∑′ |k〉 〈k| (where the
primed sum is over a subset of plane-wave eigenstates of the
tight-binding Hamiltonian without disorder) and take the limit
V → ∞. In essence, we study a new generalized Hamiltonian
of which the standard Anderson Hamiltonian is a special case.

If we project out all states with negative k, we have a
Hilbert space with only right-moving states, much like a
two-dimensional disordered system in a high magnetic field,
which has states with only one chirality (clockwise or counter-
clockwise, depending on the sign of the magnetic field). As a
result, there is complete breaking of TRS, and we find all states
remain extended for all values of the disorder parameter W .

We then consider the case of projecting out only a fraction F

of the left-moving states which we call “partial TRS breaking”
and examine the evolution of properties of the eigenstates
as the fraction F is changed. In this case, the Hilbert space
retains some k states along with their time-reversed partners
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(−k), while other k states do not have their time-reversed
partner. Using the analogy with weak localization, one may
expect the former to create localized states, and the latter to
remain extended. With this intuition, one may anticipate that
the model interpolates between a totally extended and a totally
localized band of states, as the fraction F is reduced from 1
to 0. Thus this model could be expected to interpolate between
itinerant (metallic) and localized (insulating) behavior already
in one dimension and possibly show signs of a metal-insulator
transition (single-particle localization). Earlier attempts to
create transitions between localized and delocalized phases
in 1D include correlated potentials [41–44], incommensurate
potentials [45], and long-range hopping [46,47].

Our results show that this intuitive reasoning is not entirely
correct. While some properties of the eigenstates are roughly
in accord with this expectation, other aspects of eigenstates
and their distribution and correlation belie this logic. We
find, in particular, that different measures of the eigenstates
give contradictory results for the “nature” of eigenstates,
and eigenvalue correlations (e.g., distribution of eigenvalues
splittings) turn out to be quite different. Nevertheless, as we
argue in the concluding section, the model offers interesting
new insights into the physics of Anderson localization.

A study of the effect of Hilbert space truncation on
many-body systems, similar in its formulation to the current
work, was undertaken recently [48] to study its effect on the
phenomenon of many-body localization. While the goals of
that study were somewhat different, it showed that it is possible
to study many-body localization in incomplete Hilbert spaces,
provided one is willing to sacrifice some fidelity. Since most
experimental results have imperfect fidelity, e.g., due to noise
from extraneous sources, this does not in itself prove to be the
limiting issue in many situations.

The plan of this paper is as follows. In Sec. II, we define
the model and describe the quantities we calculate for different
values of F . In Sec. III, we provide results of our investigation
of the nature (localized or extended) of our eigenstates using
different measures used in past literature. In Sec. IV, we
compare our exact numerical results with a naïve expectation
of the effect of Hilbert space truncation using perturbative
analysis. In Sec. V, we investigate in more detail the statistics
of the magnitude of the wave function over many orders of
magnitude, and thereby motivate and evaluate the multifractal
distribution function f (α), used to study eigenstates in the
vicinity of a metal-insulator transition, for states arising in our
model. In Sec. VI, we calculate the ensemble averaged current
carried by the eigenstates as a function of energy. We also study
the distribution of eigenvalue spacing, and compare with the
well-known universal Wigner-Dyson results for unprojected
Hamiltonians with different symmetry classes (GOE/GUE).
In Sec. VII, we discuss the case of large disorder. Finally, in
Sec. VIII, we summarize our results and conclusions.

II. THE MODEL

The model we study is the standard 1D tight-binding
Hamiltonian with a constant nearest-neighbor hoppping term
t and variable on-site disorder εi . The Hamiltonian can be

written, in second quantized form, as

H0 =
N∑

n=1

[εmc†mcm − t(c†mcm+1 + c
†
m+1cm)] (1)

or equivalently, in the position space basis {|xm〉}, as

H0 =
N∑

m=1

[εm|xm〉〈xm| (2)

− t(|xm〉〈xm+1| + |xm+1〉〈xm|)]. (3)

In the standard Anderson model, the on-site disorder is
drawn randomly from a uniform distribution of width W ,

P (εm) = 1

W
, −W

2
< εm <

W

2
. (4)

Henceforth, we set the hopping parameter t to 1. The parameter
W then denotes the effective disorder scale in the problem.
The zero-disorder bandwidth B = 4 is also another important
energy scale, and in later sections we use the quantity W/B to
distinguish the small and large disorder regimes.

We impose periodic boundary conditions, and identify the
(N + 1)th site with the first site. The zero-disorder (W = 0)
case of the Hamiltonian gives a tight-binding band (see Fig. 1)

E(kr ) = −2 cos(kr ),

where

kr = 2πr

N
, r ∈

{
−N

2
,−N

2
+ 1, · · · ,

N

2
− 1

}
.

All eigenstates |kr〉 are Bloch states with a position space
representation 〈xm | kr〉 = 1√

N
exp( i2πmr

N
). When disorder is

nonzero (W 	= 0), translational invariance breaks down for
every disorder realization. As a result, all eigenstates become
localized for all realizations of disorder but for a set of measure
zero.

By a unitary transform to momentum space, one can write
down the Hamiltonian in terms of the basis {|kr〉} as

Ĥ =
∑
r,s

∑
m εm

N
e− i2πm(r−s)

N |kr〉〈ks |−2
∑

r

cos

(
2πr

N

)
|kr〉〈kr |.

(5)

If we let the indices r and s in Eq. (5) run over the full
range −N

2 to N
2 − 1, we have the Anderson model. To this, we

add the second term H ′ = V
∑′ |kr〉 〈kr |, where the primed

sum over r is over a subset of its allowed values. The limit
V → ∞ implies a projection onto the remaining k states.
Within this paradigm, we look at a couple of different cases.
By restricting this sum to be only over non-negative indices,
i.e., 0 � r,s < N

2 , one can project out all states with negative k.
This corresponds to the case F = 1 of complete TRS breaking.
For partial TRS breaking, we restrict the indices to exclude a
fraction F of negative k states near the center of the band,
i.e., r,s ∈ {−N

2 , · · · ,−N(1+F )
4 − 1} ∪ {−N(1−F )

4 , · · · ,N
2 − 1}.

For this choice, particle-hole symmetry is retained even in the
truncated Hamiltonian. This truncation procedure is equivalent
to eliminating some Fourier components k from the Hamilto-
nian.
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FIG. 1. Schematic of the energy-momentum dispersion relation
of the zero-disorder 1D nearest-neighbor hopping problem. The solid
black line indicates the tight-binding band E(k) = −2 cos(k). The
light pink shaded region represents the part of the Hamiltonian
projected out in the case of complete TRS breaking (F = 1). Like-
wise, the dark pink region represents the portion of the Hamiltonian
projected out in the partial TRS breaking case (F = 1/4). We also
depict the color code used to represent the three characteristic energies
(E = 0, E = Ec = 2 cos ( 3π

8 ) ≈ 0.77 and E = 1.5) for which we
calculate various ensemble-averaged quantities in the paper.

When F = 0 (Anderson model) or F = 1 (complete TRS
breaking), the disorder strength W is the only energy scale
in the problem. For intermediate values of F , another energy
scale Ec is introduced by the fourier-space cutoff. This scale
separates states with and without their time-reversed partners,
in the no-disorder case, and is given by Ec = 2 cos ( π

2 (1 − F )).
We focus primarily on two illustrative cases, namely, F = 1
(complete TRS breaking) and F = 1/4 (partial TRS breaking).
Results for typical F (0 < F < 1) are qualitatively similar
to F = 1/4 except for a change in the characteristic energy
Ec, which controls the various disorder regimes. As shown in
Fig. 1, Ec = 2 cos ( 3π

8 ) = 0.7654 · · · for the case F = 1/4. In
the figures in the rest of the paper, we represent this value to
two decimal places as E = 0.77 for brevity.

To study the localization behavior of eigenstates, two
metrics that can be used to quantify the localization length (ξ )
are the inverse participation ratio and the second moment of
the probability density of the wave function. In later sections,
we also use other measures such as eigenvalue statistics and
currents to study localization properties of wave functions.
Alternative classification schemes based on the shape of the
wave function itself have also been used [49].

For a normalized wave function, the inverse participation
ratio (P2) is defined as [10,11]

P2 ≡
∑
m

|ψm|4, (6)

where
ψm = 〈xm | ψ〉 (7)

measures the amplitude of the wave function |ψ〉 at the mth

site. The IPR localization length can be defined as

ξIPR ≡ 1

2P2
. (8)

The second moment M2, or variance, of a variable x with
probability density p(x) measures its spread from the mean. It
is defined as

M2 ≡
∫ ∞

−∞
dx p(x)(x − a)2 −

[∫ ∞

−∞
dx p(x)(x − a)

]2

,

(9)

where a is the coordinate of some arbitrary “origin.” Note that
M2 is independent of the choice of a, and hence a is usually
set to zero.1 One can use a similar quantity to measure the
spread of a wave function. However, for a finite sized system
with periodic boundary conditions, the distance x is defined
only modulo system size L. The second moment M2 is no
longer independent of the choice of origin a and a is chosen
to minimize the value of M2. The formula for second moment
is then modified as [50,51]

M2 = min
a:0�a<L

{∫ L

0
dx p(x)((x − a) mod L)2

−
[∫ L

0
dx p(x)((x − a) mod L)

]2
}

. (10)

In dealing with wave functions on a discrete lattice of N sites
one may write the analogous formula as2

M2 = min
a

N∑
m=1

((m − a) mod N )2|ψm|2

−
[

N∑
m=1

((m − a) mod N )|ψm|2
]2

. (11)

The corresponding localization length derived from this quan-
tity is

ξM2 ≡
√

2M2. (12)

A similar quantity, based on the second moment, was proposed
as a measure of the localization length in Ref. [52].

With the numerical factors of 1/2 in Eq. (8) and
√

2
in Eq. (12), the definitions of ξIPR and ξM2 coincide with
the exponential decay length for a purely exponential wave
function. The two localization lengths defined above measure
slightly different quantities. ξIPR measures the number of sites
on which the amplitude of the wave function is significant. On
the other hand, ξM2 measures how far the wave function extends
from a central site before its amplitude decays significantly.
This distinction between ξIPR and ξM2 will be essential to

1This is just the customary definition M2 = x̄2 − x̄2, where x̄ =
∞∫

−∞
(x − a)p(x)dx measured with respect to arbitrary origin a. While

x̄ depends on the choice of origin, M2 does not.
2As an example, consider a wave function with support only on

two sites |ψ1|2 = |ψ3|2 = 1/2, its second moment M2 = 1. The same
wave function, with a shifted origin, is |ψ2|2 = |ψN |2 = 1/2. The
second moment of this wave function is N/2 − 1. This example
illustrates the need to choose an appropriate origin to minimize M2.
Physically, this choice implies that the boundary sites n = 1 and N

are as far as possible from the bulk of the wave function.
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TABLE I. Analytic expressions for localization lengths for var-
ious kinds of localized and extended wave functions on N sites in
1D. The symbol C below denotes a normalization constant and ζ (s)
denotes the Riemann zeta function.

|ψm| ξIPR ξM2

Exponentially localized C exp
(
−m

ξ

)
ξ ξ

state (1 
 ξ 
 N )

Gaussian localized C exp
(
− m2

2ξ2

) √
π

2 ξ ξ

(1 
 ξ 
 N )

Power-law localized Cm−α 2(1+2ζ (2α))2

1+2ζ (4α)

√
4ζ (2α−2)
1+2ζ (2α)

(N → ∞,α > 3/2)
Periodic (Bloch) 1√

N

N

2
N√

6

extended state

understand the discussion in later sections of this paper. Table I
summarizes their behavior in the extended and localized wave
functions. As stated earlier, for the exponentially localized
wave function, ξIPR = ξM2 = ξ with the numerical factors in
Eqs. (8) and (12).

In the next section, we use these metrics to make the case
that projecting out a fraction of the Hilbert space has a dramatic
effect on the nature of eigenstates, including a transition from
localized to extended states in some domain of the spectrum.

III. NATURE OF EIGENSTATES OF THE TRUNCATED
HAMILTONIAN

First, to establish that our numerical calculations give
sensible results and to establish a basis for comparison with
the truncated Hamiltonian, we plot the localization lengths of
eigenstates in the standard Anderson model. For our numerical
calculations, we first focus on the small disorder case W = 1 in
system sizes up to N = 8192 sites. For this value of disorder,
the spectrum broadens from [−2,2] in the zero-disorder case
to [−2.5,2.5]. Due to particle-hole symmetry in ensemble-
averaged quantities, we plot energy-resolved quantities as a
function of the absolute value of the energy only. At each value
of system size considered, we compute 2 048 000 eigenenergies
and wave functions by exact diagonalization, as summarized in
Table II. All quantities plotted are then obtained by ensemble
averaging.

TABLE II. A summary of the number of numerical realizations
of random disorder performed in this work. The numbers below are
applicable to all disorder strengths and truncation windows discussed
in this text.

System size (N ) Number of realizations

64 32000
128 16000
256 8000
512 4000
1024 2000
2048 1000
4096 500
8192 250

64 128 256 512 1024 2048 4096 8192
10

20

30

40

60

100

150

ξ I
P

R

(a)

E = 0.00

E = 0.77

E = 1.50

64 128 256 512 1024 2048 4096 8192
System size

10

20

30

40

60

100

150

ξ M
2

(b)

E = 0.00

E = 0.77

E = 1.50

FIG. 2. Log-log plot of the IPR localization length ξIPR (a) and
the second moment based localization length ξM2 (b) as a function of
system size N in the Anderson model in the small disorder regime
(W = 1). We have chosen to plot the localization lengths for three
representative energy values in the middle of the spectrum, namely
E = 0, 0.77, and 1.5. The error bars are not visible on this scale.

In this regime, the energy-resolved mean localization
lengths are much larger than the lattice spacing (of the order of
few tens to a hundred) but well within the largest few system
sizes that we analyze. For a fixed system size, the localization
lengths are the largest for states closest to the band center
(E = 0), and decrease as one moves away to the band edges. In
Fig. 2, we see that the localization lengths increase as a function
of system size at first for the smallest system sizes considered.
This effect is due to the finite size of the system. But at the
largest few system sizes (for N � 1024), both measures of
localization length saturate to constant values as summarized in
Table III. Error bars are calculated from one standard deviation
in the usual manner by dividing by the square root of the
number of independent samples.

As can be seen, the two measures of localization roughly
scale with each other, with ξM2 somewhat larger than twice

TABLE III. Ensemble averaged localization lengths of the Ander-
son Hamiltonian at W = 1 for N = 8192 sites at three representative
values of the energy.

Energy (E) ξIPR ξM2

0.00 69.3 ± 0.3 145.6 ± 0.7
0.77 48.6 ± 0.2 110.2 ± 0.5
1.50 24.8 ± 0.1 56.0 ± 0.2
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E = 0.00
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(b)
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E = 0.77
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FIG. 3. Log-log plot of the IPR localization length ξIPR (a) and
the second moment based localization length ξM2 (b) as a function of
system size N in the Anderson model with complete TRS breaking
(F = 1). All k states in [−π,0] are projected out. The disorder strength
and energy windows are the same as in Fig. 2. It is clear that the
localization lengths are independent of energy. The dotted black line
with slope 1 is drawn as a guide to the eye, and is the same in both
panels. The error bars are not visible on this scale.

ξIPR.3 Since these localization lengths ξIPR and ξM2 are much
smaller than the largest system size in our study, Nmax = 8192,
we believe that finite-size effects do not affect our results.

Next, we calculate the same quantities for the case of F = 1
(Fig. 3), where time-reversal symmetry is completely broken.
As Fig. 3 suggests, the entire bulk of the spectrum is affected
in an identical manner by the truncation procedure, without
any apparent energy-resolved differences in behavior. Both
measures of localization length ξ scale as a linear function
of system size N within our error bars. We conclude that the
eigenstates of these Hamiltonians are extended (see Fig. 4 for
an example of a wave function at E = 0). They are extended
because these Hamiltonians have no −k states.

Finally, we calculate the localization lengths in the case
F = 1/4, i.e., when k states in [− 5π

8 , 3π
8 ] are projected out.

In this case, the energy cutoff is Ec = 2 cos ( 3π
8 ) ≈ 0.77.

The localization lengths plotted in Fig. 5 suggest that the

3They do not equal each other, as may be expected for a perfectly
exponentially localized wave function, as in Table I. This is due
to the fact that Anderson localized wave functions are exponentials
modulated by a sinusoidal component (an example of an Anderson
localized wave function is given in Fig. 7). In such a case, the wave
function is not purely monotonic and typically ξM2 > ξIPR.

0 2048 4096 6144 8192
Site index m

10−5

10−3

|ψ
m
|2

E = 0.00

FIG. 4. A typical wave function at the center of the band (E = 0)
of the Anderson model with complete TRS breaking (F = 1) at small
disorder (W = 1) for a system with N = 8192 sites. Wave functions
for other values of E (except in the tail of the density of states) are
very similar.

eigenstates respond in an energy-resolved manner to the F =
1/4 truncation procedure in different ways. States near the
center of the band (at E = 0) seem extendedlike, with both
ξIPR and ξM2 scaling linearly with system size. This is just like
in Fig. 2.

Looking at the IPR alone, we are tempted to conclude, as
our qualitative argument in the introduction would suggest,
that there is a transition between extended states at E = 0, and
localized states above the cutoff energy, at E = 1.50, which
have a saturating ξIPR (solid green line), similar to that seen
in Fig. 3. In between, at the cut-off Ec = 0.77 (solid blue
line), the IPR localization length grows as some power-law
with a nontrivial exponent (ξIPR ∼ Nγ , withγ = 0.37 ± 0.01),
suggestive of a critical state.

64 128 256 512 1024 2048 4096 8192

16

32

64

128

256

512

1024

2048

4096

ξ I
P

R

(a) E = 0.00

E = 0.77

E = 1.50

64 128 256 512 1024 2048 4096 8192
System size

16

32
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256
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4096

ξ M
2

(b) E = 0.00

E = 0.77

E = 1.50

FIG. 5. Log-log plot of the IPR localization length ξIPR (a) and
the second moment based localization length ξM2 (b) as a function
of system size N for the case of partially broken TRS (F = 1/4,
with k ∈ [− 5π

8 ,− 3π

8 ] removed) at small disorder (W = 1). The three
chosen energies plotted correspond to different regimes of behavior,
as described in the text. The dotted black line with slope 1 is drawn
as a guide to the eye, and is the same in both panels.
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However, the second moment in Fig. 5 suggests a different
story. In this case, all energy windows show an increase in
localization length with system size. Given this dichotomy,
it is apparent, therefore, that the truncation procedure leads
to eigenstates that do not fall into the standard paradigm
of localized and extended states. At the cutoff energy Ec =
0.77, the second moment localization length scales almost
linearly (ξM2 ∼ N (0.92±0.03)). At larger energies (E = 1.5),
ξM2 shows negative curvature for small sizes on the double
logarithmic plot, and shows a tendency towards saturation
like ξIPR. However, it returns to a linearlike scaling at large
sizes. We surmise that in the thermodynamic limit N → ∞, all
energy windows would show linear scaling of ξM2 with system
size N .

To understand the effect of truncation, we consider ap-
proaching from the low-disorder limit. Start from the zero-
disorder W = 0 case. Here, the eigenstates are momentum
states |k〉, with Ek = −2 cos(k). When we turn on disorder,
by first-order perturbation theory, the states |k′〉 that mix in the
most with |k〉 are those that maximize the energy denominator
|Ek − Ek′ |. Therefore the eigenstates are spread out in a region
around k and −k, with significant weight in a region k − δk to
k + δk, and−k − δk to−k + δk where δk increases as disorder
W increases.

When we truncate the Hilbert space by projecting out states
|k〉 lying in an interval kmin < k < kmax, we may expect that
Anderson-localized states with significant weight in that region
of k will suddenly be forced to delocalize due to the loss of their
time-reversed partners. On the other hand, Anderson-localized
states with significant weight outside this range will only
be marginally affected by the truncation procedure. We may
expect that these eigenstates essentially appear localized, with
some residual “sinusoidal” background that persists due to
the incompleteness of the Hilbert space. Therefore one would
expect to see extended states in the regime E < Ec, and
“localized states” in E > Ec.

In Fig. 6, we verify this intuition by plotting the wave
functions themselves. The wave functions plotted are typical,
have been randomly chosen, and are not cherry-picked to
illustrate our point. The perturbation theory based argument
above seems to hold for this case, with states of the center of
the band (upper panel) looking essentially extendedlike with
constant |ψ |2 and having both ξIPR and ξM2 scale as in the
fully broken TRS case as in Fig. 3. However, states above
Ec (lower panel of Fig. 6) appear to have one large localized
peak, with a background |ψ2| ≈ 10−8 that extends over the
rest of the system. This explains why the IPR localization
length is small but the second moment localization length is
large—there are only a few sites with large amplitude, but the
wave function never truly decays. There seems to be a gradual
transition between the two kinds of behavior around E = Ec

at which the wave function amplitude seems to fluctuate, like
in a critical state at a metal-insulator transition (middle panel).
For reference, we also show a typical Anderson localized wave
function at the center of the band in Fig. 7. In Sec. V, we do
a multifractal analysis to systematically examine the nature of
the wave functions.

Note that this perturbative argument works only in the case
of small disorder, i.e., in the regime where the localization
length is much larger than the lattice spacing. In this regime,
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FIG. 6. Typical wave functions at three characteristic energies
in the Anderson model with partially broken TRS (F = 1/4, with
k ∈ [− 5π

8 ,− 3π

8 ] removed) at small disorder (W = 1) for a system
with N = 8192 sites. States at the center of the band (top) are clearly
extended, with all sites having nearly equal amplitude. States at
E = 1.50 (bottom) seem to have a single localizedlike peak with a
sinusoidal background (see text for discussion). States at Ec = 0.77
(middle) seem to have fluctuations over several orders of magnitude,
suggestive of critical states.

the wave functions are relatively localized in Fourier space,
allowing us to argue that mixing between different |k〉 modes
is relatively well-controlled (δk 
 2π ). Therefore we have to
choose our parameters carefully, arranging disorder W to be
small enough that the cutoff scale 2Ec is larger than it, yet not
so small that finite-size effects become important.

IV. COMPARISON OF EXACT NUMERICAL RESULTS
WITH PERTURBATIVE ANALYSIS

To put the foregoing discussion on a more sound mathe-
matical footing, let us denote the eigenstates of the truncated
Hamiltonian by |φ(t)

j 〉,j = 1, . . . ,M , and those of the original

Anderson Hamiltonian by |ψ (A)
j 〉,j = 1, . . . ,N . The number

of Fourier components discarded equals N − M . Note that
we consider eignestates corresponding to the same disorder

realization for both Hamiltonians. The quantity |〈φ(t)
i | ψ (A)

j 〉|2
measures the overlap of the i th eigenstate of the truncated
Hamiltonian and the j th eigenstate of the Anderson Hamil-

tonian. For a fixed i, vi ≡ sup
j

|〈φ(t)
i | ψ (A)

j 〉|2 quantifies the

extent to which the new eigenstate |φ(t)
i 〉 is mappable to an
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FIG. 7. An Anderson localized wave function at the same disorder
strength (W = 1) as Fig. 6 at N = 8192 sites. The wave function
has one central peak and is exponentially decaying away from it.
The probability density |ψm|2 drops by approximately 18 orders of
magnitude over a span of nearly 1600 sites. An envelope of the
functional form e−2x/ξ , with this decay rate has ξ ≈ 75, consistent
with the values tabulated in Table III.

old eigenstate. If vi is very nearly equal to unity, then one
can make the case that the perturbation has little effect and

|φ(t)
i 〉 is equivalent to |ψ (t)

j ′ 〉, where j ′ = arg sup
j

|〈φ(t)
i | ψ (A)

j 〉|2.

If v is much smaller than 1, it implies that discarding Fourier
components has a strong effect, and completely alters the
eigenstate.

In Fig. 8, we plot the ensemble averaged overlap 〈v〉 for the
case of full TRS breaking (F = 1) as a function of energy
for different sizes. We see that for all energies E < 2, the
ensemble averaged overlap 〈v〉 decreases as the system size
is increased, rapidly approaching zero in the thermodynamic
limit. The intuition is that when TRS is completely broken, all
states lose their time-reversed partners, and the eigenstates of
the truncated Hamiltonian have very little overlap with those
of the Anderson Hamiltonian. We limit our discussion to the
main part of the band, with typical Anderson localized states
[53], or |E| � 1.5. The rise in v at E > 2 may be related to
the known peculiar properties [54,55] of the tail states (E > 2).
The response of these states to the truncation procedure may
be very different from that of typical states in the bulk.

The inset of Fig. 8 shows the scaling behavior of 〈v〉 as
a function of system size N for the three energies indicated.
These are well fit by the functional form 〈v〉 ∼ ln N/N , for
all three energy windows considered. This finding is related to
the problem of random projections in high-dimensional spaces
as studied in applied mathematics and computer science. Con-
sider a normalized vector x = (x1, . . . ,xd ) that is uniformly
distributed on the surface of a d − 1 dimensional hypersphere.
The Johnson-Lindenstrauss lemma [56] provides bounds on
the errors made by projecting x to a lower dimensional
Euclidean subspace, and treats the issue from the perspective of
approximations made in computer science to compress data.
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FIG. 8. Energy-resolved value of the ensemble averaged overlap
〈v〉 (see text for definition) between the truncated eigenstates and the
Anderson localized eigenstates for the case F = 1 at W = 1 (small
disorder) for four different system sizes. Here TRS is completely
broken (all k ∈ [−π,0] are projected out). Red, blue, and green dots
identify the energies E = 0, 0.77, and 1.5, respectively. In the inset,
we show a log-log plot of how 〈v〉 changes as a function of system
size N . Black dashed lines indicate fits proportional to ln N/N .

The issue has also been studied in the context of quantum
information processing and the statistics of random quantum
states. A key result [57] is that for this ensemble of random
vectors, the quantity t ≡ max

i
|xi |2 has an expectation value

given by

E(t) = ln d

d
+ γ

d
+ O

(
1

d2

)
, (13)

where γ = 0.5772 . . . is the Euler-Mascheroni constant. Since
the mean overlap 〈v〉 in our model appears to follow the
same scaling behavior, we claim that the main consequence
of the truncation procedure is to scramble the eigenstates
completely and render them effectively random in the basis of
the Anderson localized wave functions. We may then identify
〈v〉 as the same quantity as E(max

i
|xi |2), where the xi’s are

coefficients of the eigenstates of the truncated Hamiltonian
expressed in the basis of Anderson states.

In Fig. 9, we plot the ensemble averaged overlap 〈v〉 as a
function of the energy for the case F = 1/4. We notice the
effect of the cutoff energy scale Ec, introduced by projecting
out k ∈ [− 5π

8 ,− 3π
8 ], which seems to demarcate two different

regimes of behavior. States for which E < Ec in the partially
broken TRS model have a mean overlap that approaches zero as
the system size is increased. The scaling behavior in this regime
(see inset) appears to mirror that in the case of complete TRS
breaking with 〈v〉 ∼ ln N/N . Therefore the extended behavior
of eigenstates in E < Ec may be understood as a consequence
of their complete scrambling from the Anderson-localized
basis. However, states in E > Ec have a much slower variation
in 〈v〉 as a function of N , indicating that they retain a large
amount of Anderson-localized character even after truncation.
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FIG. 9. Energy-resolved value of the ensemble averaged overlap
〈v〉 between the truncated eigenstates and the Anderson localized
eigenstates for the case F = 1/4 at W = 1 (small disorder) for four
different system sizes. Here, TRS is partially broken by projecting out
all k ∈ [− 5π

8 ,− 3π

8 ]. Red, blue, and green dots identify the energies
E = 0, 0.77, and 1.5, respectively. In the inset, we show a log-log
plot of how 〈v〉 changes as a function of system size N . At E = 0
(red line), 〈v〉 is best fit by a function proportional to ln N/N . At
the cutoff energy E = Ec = 0.77 (blue line), we use a power law fit
〈v〉 ∼ N−0.18.

From our numerics, 〈v〉 = 0.866 for E = 1.50 at N = 8192
sites. The fact that the truncated Hilbert space has a dimension
0.875N suggests that most of the drop in overlap may be
explained by the incompleteness of the basis induced by the
truncation. There is a sharp transition between the two regimes
around E = Ec, where the overlap 〈v〉 falls as a power law in
the system size (〈v〉 ∼ N−γ , with γ = 0.18 ± 0.01).

These results, therefore, bolster our assertion that at low
disorder, the truncation procedure can be understood in terms
of a perturbation theory starting from the nondisordered case
and that the impact on eigenstates is drastically different
depending on where in the spectrum they lie.

In this and the preceding sections, we have established
that the E = Ec eigenstates in the Anderson model with
partial TRS breaking lie at the boundary between two kinds
of behavior—extendedlike with very little resemblance to the
Anderson localized wave functions at the center of the band
E < Ec and localizedlike at energies E > Ec. In the next
section, we examine in detail the putative critical states at Ec

through the lens of the multifractal spectrum and try to compare
these states with known critical states in other models.

V. MULTIFRACTAL ANALYSIS

We first briefly recap concepts from multifractal anal-
ysis. More comprehensive reviews may be found in
Refs. [11,58,59]. Critical states, such as those at a mobility
edge, show structure at many length scales and the site
probability densities |ψm|2 fluctuate over several orders of
magnitude in a systematic way. Such “multifractal” objects are

characterized by two functions f (q) and α(q) [60], commonly
plotted against each other to give the “multifractal spectrum”
f (α). The value of f is related to the frequency or rarity
of finding a site with a given wave function density, i.e., to
the probability density function of wave function probabilities
P (|ψm|2). The value of α is related to the value of the site
probability |ψm|2 itself.

The multifractal spectrum is connected to the ensemble
average of the generalized IPR [Eq. (6)] or higher moments of
the probability density. The generalized IPR Pq ≡ ∑

m |ψm|2q ,
whose ensemble average obeys the scaling relation

〈Pq〉 ∼ L−τq , (14)

where τq is known as the mass exponent [59]. The exponents
τq are related to the multifractal spectrum [11] by a Legendre
transform

αq = dτq

dq
and fq = qαq − τq. (15)

Therefore the two functions f (α) and τq provide equivalent
information about the critical wave function.

A metallic (extended) wave function has amplitudes on all
sites of the same order of magnitude. As a result, the multi-
fractal spectrum f (α) reduces to a single point (d,d). As one
approaches the metal-insulator transition, the spectrum f (α)
spreads out and attains a downward concave, approximately
parabolic shape, with its peak at α = α0 > d [11], shifted from
that of an extended state.

In Fig. 10(a), we show a prototypical critical state calculated
by us for the case of noninteracting electrons in two dimensions
subjected to a large perpendicular magnetic field (the Landau
level limit), and a Gaussian random potential [58], small
compared to the cyclotron energy, so Landau level mixing can
be neglected. Such states have large fluctuations in the value
of |ψ |2, and appear neither localized nor extended. This will
be used to compare with critical-like states in our model, e.g.,
Fig. 6(b), shown on a linear scale in Fig. 10(b).

For a metallic extended state in a d-dimensional system
of linear dimension L, each of the |ψm|2 is of order L−d , so
〈Pq〉metal ∼ Ld−dq . The “anomalous exponent”�q is defined as
τq = d(q − 1) + �q , with �0 = �1 = 0. For a metal, �q = 0
for all q. On the other hand, for an insulating state localized at
site m0, we have |ψm|2 = δm,m0 . The qth IPR is identically unity
for positive q and infinite for negative q. In the thermodynamic
limit L → ∞, therefore

τq = d(q − 1) (metal),

τq = d(q − 1) + �q (critical),

τq =
⎧⎨
⎩

0, q > 0
−d, q = 0
−∞, q < 0

(insulator).

In early studies, the f (α) spectrum was obtained numeri-
cally for the quantum Hall transition in 2D [61–63] as well as
the Anderson metal-insulator transition in 3D [64,65]. Later
studies [59,66–71] have focused on calculating τq to high
precision at the critical point to obtain critical parameters and
verify the nature of the field theory at the critical point.

We use the quantity � 1
2

≡ �(q = 1
2 ) [72] to distinguish

extended, localized, and “critical” states in our model. � 1
2
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FIG. 10. (a) A typical quantum Hall critical state. The state is
generated by exactly diagonalizing the Hamiltonian of the lowest
Landau level with Gaussian white noise disorder on a square torus
with Nφ = 4096 flux quanta. Each side of the torus is 160.4 lB , where
lB is the magnetic length. The vertical axis is on a linear scale. (b)
The wave function of the middle panel of Fig. 6, plotted on a linear
scale for comparison.

is well-defined on both sides of the transition, with a unique
value at the critical point that can be found easily by finite size
scaling. If f (α) is exactly quadratic, the peak α0 = d + 4� 1

2
.

Table IV gives α0 and � 1
2

obtained from the literature for a
variety of systems.

In Fig. 11, we show the energy-resolved values of � 1
2

for the
three Hamiltonians considered at small disorder (W = 1). We
first compute the ensemble averaged IPR 〈P0.5〉 for all sizes
N , and then extract τ 1

2
from the slope of a linear regression

between ln〈P0.5〉 and ln N for the largest four sizes in our
study. The anomalous exponent is obtained from the relation

TABLE IV. Summary of multifractal signatures of metallic, insu-
lating, and critical states. In this work, we use � 1

2
(last column) to

characterize states of the truncated Anderson Hamiltonian.

System Dim. α0 � 1
2

Metal d d 0
Insulator d +∞ d

2
Critical: d d + �′(0)

[
0, d

2

]
QH [69] 2 2.2596 ± 0.0004 0.0645 ± 0.0001
Andersona [11,67] 3 4.027 ± 0.003 0.265 ± 0.003

aPure potential scattering.
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FIG. 11. Energy-resolved value of the anomalous multifractal
exponent � 1

2
for the three Hamiltonians considered in this paper at

small disorder (W = 1). For reference, the known values of � 1
2

for an
extended metallic wave function, localized insulating wave function,
Quantum Hall critical state (purple), and a critical state at the 3D
Anderson metal-insulator transition (brown) from Table IV are also
shown.

� 1
2

= τ 1
2
+ 0.5. We notice that the Anderson Hamiltonian has

an anomalous multifractal exponent of 0.5 for all energies as
expected for an insulator in one dimension. The Hamiltonian
with F = 1 has an anomalous exponent of zero in the bulk of
the spectrum, consistent with our claim that its eigenstates are
extended. For partial Hilbert space truncation (F = 1/4), we
notice that states at E < Ec have � 1

2
= 0, as in the metallic

case. As we cross the cutoff energy Ec, the anomalous exponent
increases and settles to a value of 0.41 ± 0.03, which is higher
than that for known critical states in the quantum Hall transition
and Anderson metal-insulator transition in 3D, but lower
than that of a standard Anderson insulator. We believe that
these states are essentially localized, with some critical-like
character arising from the incompleteness of the Hilbert space.

VI. EIGENSTATE CURRENTS AND EIGENVALUE
SPACINGS

In this section, we investigate two other metrics that are
expected to show disparate behavior in the localized and
extended regimes. First, we examine the current carried by
the eigenstates in the Anderson and truncated models. Second,
we look at the eigenvalues themselves, as opposed to the
eigenstates, to see if they have any information that can help
distinguish the two phases.

The current J of a state |ψ〉 is given by 〈ψ | J | ψ〉. It is
related to the momentum p by J = ne

m
p, where the momentum

operator p = −ih̄ d
dx

in one dimension. Setting n (particle
density), e (charge), and m (mass) all equal to unity, and
replacing the derivative by a difference for our discrete case,
we obtain

Jψ = − i

2

N∑
m=1

ψ∗
m(ψm+1 − ψm−1) (16)

= Im
N∑

m=1

ψ∗
mψm+1. (17)
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FIG. 12. Mean current as a function of energy for the three
different kinds of Hamiltonians at N = 8192 sites in the small
disorder regime (W = 1). The black dashed curve shows the current

for the zero-disorder case J (E) =
√

1 − E2

4 .

Anderson localized wave functions are time-reversal sym-
metric, and therefore have real coefficients. It follows from
Eq. (17) that all Anderson localized states carry zero current.
On the other hand, a momentum space eigenstate |kr〉 is also
an eigenstate of the current operator, and carries current

Jkr
= sin

(
2πr

N

)
=

√
1 − E2

kr

4
. (18)

The ensemble-averaged current over all states, calculated
from Eq. (17), is plotted in an energy-resolved manner in
Fig. 12. Anderson-localized states carry no current, as ex-
pected. On the other hand, when TRS is broken completely
(F = 1), all states are expected to carry nonzero current. What
is surprising to note, however, is that the current carried by
these states is almost exactly the same as that by zero-disorder
states at the same energy.

The truncated Hamiltonian with F = 1/4 (partial TRS
breaking), with k ∈ [− 5π

8 ,− 3π
8 ] projected out seems to inter-

polate between the two kinds of behavior. At low energies
(E < Ec), all eigenstates are strongly chiral, as indicated by
the amount of current carried. There is a sharp downturn in the
current at E = Ec, above which states do not carry current.

So far, we have examined individual eigenstates of the
Hamiltonian using various measures of localization. The ro-
bustness of TRS-broken eigenstates to disorder has yet another
significant consequence, which is revealed when we study the
distribution of eigenvalue spacings in the spectrum. In usual
disorder models, the probability distribution of eigenvalue
spacings is also known to hold information about the nature of
eigenstates. Define the nth eigenvalue spacing �En ≡ En+1 −
En, where {Ei} are the eigenvalues sorted in ascending order.
One may calculate the probability density P (s) of the scaled
eigenvalue spacings s, where s = �E

〈�E〉 , where 〈�E〉 is the
ensemble averaged spacing at that energy.

If the spectrum is localized, then the eigenvalues are
uncorrelated, and P (s) shows Poisson statistics with no level
repulsion. In the delocalized phase, however, the eigenvalue
statistics show characteristics of the standard random-matrix
ensembles, namely the Gaussian orthogonal ensemble (GOE)
for spinless systems with TRS, and Gaussian unitary ensemble

TABLE V. Summary of random-matrix eigenvalue statistics.

Ensemble Properties Symmetry 〈r〉 [73] P (s → 0)

Poisson Localized TRS 0.3862 e−s

GOE Delocalized TRS 0.5307 ± 0.0006 s

GUE Delocalized No TRS 0.5996 ± 0.0006 s2

(GUE) for spinless systems with no TRS. A key feature of these
ensembles is level repulsion, i.e, P (s = 0) = 0, and P (s) ∼ sβ

for small s, where the exponent β depends on the universality
class of the system [74,75]. A convenient single parameter
characterizing these distributions is the level spacing ratio [76],
denoted by r . This quantity has been found to work well in
the case of data that is limited to small sizes. In terms of the
eigenvalue spacing,

rn ≡ min(�En,�En−1)

max(�En,�En−1)
. (19)

The energy-resolved ensemble-averaged mean r value gives
clear signatures of the localization information of the under-
lying phase and has been used effectively in recent numerical
studies of disordered many-body systems [77–81]. The prop-
erties of eigenvalue statistics are summarized in Table V.

In Fig. 13, we plot the mean r value as a function of energy
for the Anderson model and the two truncated Hamiltonians
considered in this paper. We first note that the entire spectrum
of the Anderson model has an 〈r〉 value of 0.389 ± 0.004
consistent with the Poisson statistics P (s) ∼ e−s of localized
spectra as shown in the upper panels. The Hamiltonian with
F = 1 shows an 〈r〉 = 0.995 ± 0.002 over a large range of
its spectrum. One might have naïvely expected this case to
have 〈r〉 ∼ 0.53–0.60, as in Table V, since the states are all
delocalized and the Hamiltonian is random. However, not
only is 〈r〉 ≈ 1, but the distribution of the scaled eigenvalue
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FIG. 13. Mean eigenvalue spacing ratio 〈r〉 as a function of energy
for the three different kinds of Hamiltonians atN = 8192 sites at small
disorder (W = 1). In the upper panels, we plot the distributions P (s)
of scaled eigenvalue spacings.
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spacings s is extremely narrow, sharply peaked around s = 1.
The tight-binding model with no disorder has regularly spaced
eigenvalues Ekr

= −2 cos(kr ), and therefore P (s) = δ(s − 1),
and r = 1. In fact, the 〈r〉 value is a useful metric only when
applied to eigenstates in a given symmetry sector. In the
translationally invariant case, since k is good quantum number,
we effectively have a block diagonal matrix consisting of 1 × 1
blocks, and it makes no sense to talk of an r value for these
blocks. The fact that 〈r〉 is so close to 1 for the case of complete
TRS breaking suggests that weak disorder is not relevant when
negative k states are projected out.

The most interesting case is when we project out momentum
states k ∈ [− 5π

8 ,− 3π
8 ] as in the case of partial TRS breaking.

Here, states at energies E < Ec, have 〈r〉 → 1 as in the case
of complete TRS breaking, with P (s) sharply peaked around
s = 1. States in the region E > Ec have 〈r〉 = 0.400 ± 0.008,
suggesting Poissonian statistics. There is a sharp transition
between the two kinds of behavior at E = Ec. This result
further corroborates the fact that the case of partial TRS
breaking has a spectrum with two very different kinds of states,
separated by an energy scale Ec.

VII. THE LARGE DISORDER REGIME

In this paper, we have focused most of analysis of the
truncated Anderson model on the small disorder (W = 1) case.
In this section, we briefly address the case of large disorder.
The terms small and large disorder are with reference to the
bandwidth (B = 4) of the tight-binding Hamiltonian in 1D.

As we increase the disorder in the standard Anderson
model, the localization length of all eigenstates drops dra-
matically. At W = 4, when the disorder bandwidth is equal
to the tight-binding bandwidth, all localization lengths ξIPR

and ξM2 are less than 10. At W = 16 � B, all eigenstates
are localized primarily on one or two sites. In this regime,
wave functions are not localized in momentum space. As a
result, the effect of truncating the Hilbert space by projecting
out a set of momentum states is very different from that for
the small disorder Hamiltonian. We cannot start from Bloch
wave functions and argue that the mixing between different |k〉
modes is well-controlled. In fact, since disorder is the dominant
energy scale, the system does not care about the cut-off energy
Ec anymore. All eigenstates in both the F = 1/4 and F = 1
cases have traces of localized character, with large amplitude
fluctuations arising from the truncation procedure.

In Fig. 14, we plot the localization lengths as a function of
system size for the case of partial TRS breaking (F = 1/4).
A larger disorder strength leads to a larger bandwidth, so
we choose a different set of representative energies (E =
0, 2, and 4) than for the small disorder case. We do not see
any energy-resolved differences in the scaling of localization
lengths ξIPR and ξM2 as a function of system size, in contrast to
the small disorder behavior seen in Fig. 5. ξM2 scales linearly
with system size (b), but ξIPR (a) scales with some sub-linear
power law (ξIPR ∼ N0.44±0.03), characteristic of critical states.
The power law does not depend strongly on the energy. A very
similar plot may be obtained for the case of complete TRS
breaking (F = 1). Even in this case, we do not see any pure
extended states such as those seen in the small disorder case
in E < Ec.
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FIG. 14. Log-log plot of the IPR localization length ξIPR (a) and
the second moment based localization length ξM2 (b) as a function
of system size N in the Anderson model with partial TRS breaking
(F = 1/4) at large disorder (W = 16). All k states in [− 5π

8 ,− 3π

8 ] are
projected out. The dotted black line is the same in both panels and
has slope 1. The error bars are not visible on this scale.

The energy resolved mean overlap 〈v〉 (plotted in Figs. 8
and 9 for small disorder) seems to have a power-law scaling
with system size N for all energies when disorder is large.
We recall that in the small disorder case, only states in the
neighborhood of E = Ec have a power law scaling. In Fig. 15,
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FIG. 15. Energy resolved value of the anomalous multifractal
exponent � 1

2
for the three Hamiltonians considered in this paper at

large disorder (W = 16). For reference, the known values of � 1
2

for an
extended metallic wave function, localized insulating wave function,
Quantum Hall critical state (purple), and a critical state at the 3D
Anderson metal-insulator transition (brown) from Table IV are also
shown.
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FIG. 16. Mean eigenvalue spacing ratio 〈r〉 as a function of energy
for the three different kinds of Hamiltonians at N = 8192 sites at large
disorder (W = 16). In the upper panels, we plot the distributions P (s)
of scaled eigenvalue spacings.

we plot the anomalous multifractal exponent � 1
2

for the three
Hamiltonians under discussion at large disorder (W = 16).
We notice that the standard Anderson Hamiltonian has � 1

2
=

0.5, as expected for an insulator. However, both F = 1/4
and F = 1 have a critical-like � 1

2
throughout the spectrum,

moving monotonically from more metal-like at the center of
the band, to more insulatorlike at the edges. In the case of
partial TRS breaking (green curve in Fig. 15) the effect of the
cutoff energy Ec is completely washed away for F = 1/4 as
discussed above. In addition, the multifractal spectrum f (α), as
a whole, attains a nontrivial shape, for both the case of full and
partial TRS breaking, consistent with them being critical-like
states. Details of this behavior are displayed and discussed in
Appendix A.

The energy-resolved current too mirrors the story above,
with a relatively constant nonzero value across all energies.
The projection procedure induces a total nonzero current in the
low-energy subspace, which is spread nearly equally among all
states.

In Fig. 16, we plot the 〈r〉 value for the case of large
disorder (W = 16). For the case of full TRS breaking, 〈r〉
gradually moves from ≈ 0.65 at the center to ≈ 0.4 at the tails.
However, eigenvalues still show a tendency to repel as seen
by the distribution P (s) of scaled eigenvalue spacings (upper
panels). While P (s) is no longer as sharp as a delta function,
P (s) = 0 for s < 0.3, which is very unlike typical behavior of
random matrix ensembles. For the case of partial TRS breaking
(F = 1/4), r ≈ 0.6 over the entire spectrum, suggestive of
GUE statistics. This again demonstrates that large disorder is
required to change eigenvalue statistics from the uniform case.

VIII. DISCUSSION AND CONCLUSIONS

In this paper, we have introduced a new theoretical tool:
breaking time-reversal symmetry through selective projection

of momentum sectors in the Hilbert space. This method has
allowed us to explore the effect of breaking time-reversal
symmetry in a controlled manner in the single-particle problem
of nearest neighbor hopping on a 1D lattice in the presence of
diagonal disorder (the Anderson localization problem). The
interplay of disorder strength and the “extent” of time-reversal
breaking leads to the possibility of a localization-delocalization
transition.

We first focus on the weak (or small) disorder limit (disorder
width W 
 the clean bandwidth B), represented in our
study by W/B = 1/4, where we compute eigenvalues and
eigenfunctions (in real space) through numerical exact diago-
nalization. We use that to study ensemble-averaged eigenvalue
spectra and spacing as well as various ensemble-averaged
wave function characteristics–inverse participation ratio, sec-
ond moment, current carrying character, and multifractality,
through established measures in the literature, as well as related
quantities we find informative.

Without projection (i.e., for the full Hilbert space), we
obtain the canonical results for the 1D Anderson model—states
are localized for all energies, as evidenced by the saturation of
the localization length as the system size is increased, defined
either through the inverse participation ratio or second moment.
The longest localization length occurs at zero energy (band
center), and decreases monotonically as one moves away from
the band center (see, however, Ref. [54] for nonmonotonic
behavior towards the band edge). The wave functions in
real space assume an exponential form asymptotically. The
multifractal function f (α) (see Appendix A for details) for
finite sizes is found to become wider and wider with increasing
sample size, and the data becomes concentrated at the two ends,
consistent with the thermodynamic limit of two points—at the
origin and at infinity.

At the opposite end of the model, we studied the case where
TRS is broken completely by projecting out all negative k

states, we obtain a spectrum whose wave functions have many
characteristics of extended states. The localization lengths
defined through the inverse participation ratio ξIPR and second
moment ξM2 scale linearly with system size. They are current
carrying and have an anomalous multifractal exponent of zero,
typical of extended states. However, these states have very rigid
eigenvalue statistics, implying that weak disorder is irrelevant
in this situation.

Finally, when we project out a subset of states k ∈
[− 5π

8 ,− 3π
8 ], we break TRS partially. In this case, the behavior

changes depending on whether the states have energies in the
regime where TRS is broken (|E| < Ec) or not (|E| > Ec).
States at E < Ec are similar to those obtained for the F = 1
case. States at E > Ec are Anderson localized with some
sinusoidal-like background arising from the incompleteness
of the Hilbert space, i.e., as sort of localized with imperfect
fidelity. These states can be understood through a perturbative
approach, with a large overlap with their fully Anderson local-
ized counterpart. The overlap is similar in spirit to the fidelity
defined for the many-body case in Ref. [48]. They are not
current carrying and have Poissonian eigenvalue statistics, like
typical localized states. However, their multifractal spectrum
is similar to critical states (see Appendix A for details, in
particular Fig. 19). This is also evident from a plot of the
distribution of |ψ |2 on a logarithmic scale (Fig. 21) and by
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comparing it to the corresponding quantity for states at the
center of the Landau level (Fig. 22). This suggests that while the
situation is somewhat more complex than a simple extended-
to-localized transition, our simplistic scenario described in
Introduction is behind much of the phenomena seen.

Following a thorough analysis of the weak disorder limit,
we considered the opposite case of large or strong disorder
(disorder width W � clean bandwidth B), represented in our
case by W/B = 4. With W being the largest energy in the
problem, results are not strongly dependent on the energy
of the eigenstate. Here we see for both full TRS breaking
and partial TRS breaking that the localization length (as
measured by the IPR) scales sublinearly with the size, similar
to a critical state. This is further confirmed by analyzing the
multifractal spectrum f (α) for eigenstates. As shown in Fig. 20
of Appendix A, the f (α) curves peak at a nontrivial value of
α = α0 = 1.43 ± 0.01, and have a roughly parabolic shape.
The size dependence is immeasurably weak on the left side
(α < α0) and only weakly (logarithmically) dependent with
size4 on the right side of the curve (α > α0). Barring this small
variation, it seems as if the whole spectrum has become critical
in this large or strong disorder limit.

Another difference with the weak disorder is evident when
one looks at the distribution of eigenvalue splittings. Unlike the
weak disorder case, the splittings are no longer rigid (i.e., the
distribution is no longer a weakly broadened delta function).
On the other hand, neither is it Poissonian, as in the case of
the localized phase of the Anderson model (i.e., F = 0). For
F = 1/4, as shown in Fig. 16, we see a distinct hole at zero
splitting, indicative of level repulsion. For F = 1, there appears
a distinct gap around zero splitting, which is not what one
might expect for a critical phase. This may be because a larger
disorder is needed to see the gap close for the full TRS breaking
case.

The observation of critical-like states [at least in several
aspects, such as f (α)] suggests looking into the actual form in
real space of the truncated Hamiltonian.5 This is done in detail
in Appendix B. As can be seen there, truncation of the Hilbert
space leads to a power law dependent hopping term ∼ r−x

coming from both the original hopping part of the Hamiltonian
as well as the on-site disorder part. Further, the power law
exponent of the effective hopping x = 1. This is precisely the
value that separates localized and extended regime for power
law hopping models [46] and power-law banded matrices
[83,84]. While our model does not have exactly the same
form, it has both randomness and 1/r power-law hopping,
and so may be expected to show critical behavior. Further
investigation of the correspondence between our approach
and more conventional approaches using power-law hopping
appears warranted.

While the technique of Hilbert space truncation as presented
in this work is a purely theoretical construct, it would be
interesting to investigate if any of the phenomena seen in this
numerical study could be seen in experiment, e.g., optical

4Such logarithmic dependence has been suggested for the
multifractality spectrum f (α) at the integer quantum Hall plateau
transition in Ref. [82]

5We are indebted to Kartiek Agarwal for suggesting this.

studies of random media [85–89] using filters that provide
partial as opposed to total information. Should this be feasible,
it would provide an experimental handle on delocalization in
a one-dimensional system. Further, it would potentially allow
such models to be useful in analyzing experimental data where
perfect information is rarely attainable.
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APPENDIX A: MULTIFRACTAL f (α) SPECTRA FOR THE
EIGENSTATES OF THE TRUNCATED ANDERSON

HAMILTONIANS

In the main text, we showed the multifractal behavior
through the anomalous exponent � 1

2
as a proxy for the full

multifractal spectrum f (α). � 1
2
, unlike f (α), allowed us to

encapsulate the metal-critical-insulating behavior of the entire
spectrum of all the three Hamiltonians in one snapshot. Also
finite size issues were easier to deal with for � 1

2
than for f (α)

as described below. Here, for completeness, we provide the
f (α) curves for some representative cases.

In Sec. V, we described the process of computing mul-
tifractal exponents f (α) by first calculating the ensemble
averaged IPRs 〈Pq〉. We may use the relation between the IPRs
and the multifractal exponents [Eq. (14)] and then perform a
Legendre transformation [Eq. (15)] to obtain f (α). However,
this procedure of calculating the exponents first and then doing
a numerical differentiation tends to be inefficient and increase
the error bars, so we use the method of Chhabra and Jensen [90]
(see also Ref. [58]) to calculate f (α) from the eigenfunctions
directly as described below. For a wave function |ψ〉 with
real-space probability amplitudes ψm = 〈xm | ψ〉,

μ(q)
m ≡ |ψm|2q

N∑
m=1

|ψm|2q

, (A1)

fq =
∑
m

μ
(q)
m ln μ

(q)
m

− ln N
, (A2)

αq =
∑
m

μ
(q)
m ln |ψm|2

− ln N
. (A3)

As discussed in other works [59,91], error bars in f (α) tend
to increase rapidly for both small and largeq. We therefore limit
our calculations in this Appendix to the region |q| < 1 and plot
ensemble averaged values of 〈fq〉 as a function of 〈αq〉.

A key feature of the f (α) spectrum is that for a true multi-
fractal, such as a quantum Hall critical state, it is independent
of the system size. A metallic system in 1D has f (α) reduced to
a single point (1,1), while on the other hand an insulating wave
functions have f (α) consisting of two disconnected points:
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FIG. 17. Multifractal spectrum f (α) for wave functions in the
Anderson model at small disorder (W = 1) at fixed energy E = 0.77.
The strong finite-size effects and lack of universality are characteristic
of exponentially localized wave functions as discussed in the text.

(0,0) and (+∞,0). However, in numerical simulations on finite
systems, the two points will be seen to be connected, with the
location of the peak α0 moving to +∞ as the system size is
increased. To understand this finite size effect, consider a pure
exponential wave function ψm = C exp (−|m|

ξ
) on N sites with

localization length ξ . The normalization constantC ensures that∑
N

|ψm|2 = 1. For this wave function, the multifractal spectrum

f (α) is a nontrivial curve with its peak at

α0 = − 1

ln N
ln

(
tanh 1

ξ

2 sinh N
2ξ

)
(A4)

= 1

ln N

[(
N

2ξ
+ O(e−N/ξ )

)
+

(
ln ξ + O

(
1

ξ 2

))]
. (A5)

The ln N term in Eq. (A5) shows us that even if we are
in the regime where we may write 1 
 ξ 
 N , with a well-
converged IPR localization length (ξIPR) and second moment
localization length (ξM2 ), we still have to deal with strong finite-
size effects in f (α). For example, with ξ ≈ 100 and N ≈ 8000
as in the center of Anderson localized system with W = 1 (see
Table III), we have α0 = 4.96 
 +∞.
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FIG. 18. Multifractal spectrum f (α) for wave functions in the
case of complete TRS breaking (F = 1, with k ∈ [−π,0] removed)
at small disorder (W = 1). The energy is fixed at E = 0.77. Note the
scale is different than that for Fig. 17.
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FIG. 19. Multifractal spectrum f (α) for the case of partially
broken TRS (F = 1/4, with k ∈ [− 5π

8 ,− 3π

8 ] removed) at small
disorder (W = 1). We show four different system sizes at each of three
representative energies: E = 0 (top), E = Ec = 0.77 (middle), and
E = 1.5 (bottom). The scales for each of these figures are the same.
On this scale, f (α) for states in the center of the band reduces to a
single point (top). In the inset of the top panel, we show a magnified
version of f (α), showing it is tightly concentrated around (1,1).

By analyzing the behavior of the f (α) curve and of α0

as the system size is increased, we may be able to comment
on the metallic/critical/insulating-like behavior of the system.
In Fig. 17, we show the multifractal spectrum for Anderson
localized wave functions for four different sizes. As described
in the previous paragraph, we see strong finite-size effects,
with the support of f (α) broadening, and the peak α0 of the
spectrum shifting to the right, as system size is increased.
This is consistent with the analytical result in Eq. (A5). In
Fig. 18, we plot the multifractal spectrum of typical metallic
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FIG. 20. (a) Multifractal spectrum f (α) for the case of partially
broken TRS (F = 1/4, with k ∈ [− 5π

8 ,− 3π

8 ] removed) at large
disorder (W = 16) at fixed energy E = 0.77. (b) A typical wave
function at E = 0.77. The inset shows the same wave function on
a log scale. Similar behavior is seen at other energies as well as other
values of F .

wave functions in the case of complete TRS breaking (F = 1).
We note that f (α) is tightly concentrated around (1,1), just as
expected from the theory.

In Fig. 19, we show the multifractal spectra for the case
F = 1/4 (partially broken TRS) for wave functions at three
representative energies and four different system sizes in
the small disorder (W = 1) regime. The top panel shows
the pointlike nature of f (α) at E = 0, consistent with its
anomalous exponent � 1

2
= 0 (see Fig. 11) and in agreement

with our characterization of those states as metallic. This
figure looks very similar to that of the F = 1 case (Fig. 18).
In the middle and bottom panels, we see the broadening of
f (α) from (1,1) and its departure from metallic behavior for
E = 0.77 and 1.50 respectively. We notice that f (α) shows
finite size effects; however, there seems to be a tendency to
universalize at the largest system sizes in our study. Note that
this is clearly qualitatively different from the Anderson-like
insulating f (α) seen in Fig. 17. We note that this is consistent
with our characterization of these states as critical-like using
� 1

2
in Sec. V.

We plot in Fig. 20(a) the multifractal spectrum for states
at E = 0.77 in the case F = 1/4 (partial TRS breaking) for
large disorder (W = 16). We find that f (α) nearly collapses
on itself for all system sizes, with a peak at α0 = 1.43 ± 0.01.
The universality of the multifractal spectrum is suggestive of a
critical state, as seen for a typical wave function in Fig. 20(b),

FIG. 21. Probability distribution by decade of the site probability
P (log10 |ψ |2) for the case of partially broken TRS (F = 1/4, with
k ∈ [− 5π

8 ,− 3π

8 ] removed) at small disorder (W = 1). We show two
different system sizes at each of three representative energies: E = 0,
E = Ec = 0.77 and E = 1.5. The inset shows the same probability
distribution, plotted as a function of the system-size independent
variable α.

similar to that of the quantum Hall wave function in Fig. 10.
Similar curves can be obtained over a wide range of energies in
both the partially broken TRS case as well as the fully broken
TRS case (F = 1). This is consistent with our interpretation of
the anomalous exponent � 1

2
(see Fig. 15) for the case of large

disorder. All states in the spectrum appear critical-like, with a
nontrivial value of � 1

2
. This is in contrast to the small disorder

case, where we see a clear demarcation between metallic states
in E < Ec and critical-like states in E > Ec.

A related quantity we calculate is the probability distribu-
tion of wave function site densities per decade log10 |ψm|2,
denoted by PN (log10 |ψm|2), where the subscript N makes
explicit the fact that this distribution is dependent on system
size. For a metal, we would expect this quantity to be sharply
peaked as most sites have have |ψ |2 in the vicinity of 1/N . On
the other hand, for an insulator with exponentially localized
states, this probability distribution would be flat, as there are
equal numbers of sites in each decade of |ψ |2. PN (log10 |ψ |2) is
related to the probability distribution PN (α) of α by the relation

α = − log10 |ψ2|
log10 N

. (A6)

It was shown in Ref. [92] that the distribution PN (α) provides
an alternative method for calculating the multifractal spectrum
f (α) by modeling the size dependence as

PN (α) = Nf (α)−1PN (α0), (A7)

where PN (α0) = max[PN (α)].
In Fig. 21, we plot P (log10 |ψ |2) for N = 2048 and 8192

at three characteristic energies. The distributions at E = 0 are
very narrow, as expected for metal-like states. The distributions
for E = 0.77 and 1.50 are broad and have a nontrivial shape.
They are neither metal-like nor insulatorlike and the variation
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FIG. 22. Probability distribution by decade of the site probability
P (log10 |ψ |2) for the case of noninteracting electrons at the center
of the band in the lowest Landau level with Gaussian white noise
disorder. We obtain eigenstates closest to E = 0 on a square torus
with three different values of Nφ (number of flux quanta). To obtain
this plot, we then divide the torus into plaquettes of lB

3 × lB
3 and bin

the values of |ψ(r)|2 integrated over each plaquette over an ensemble
of several disorder realizations. The inset shows the scaling collapse
of the the three distributions when plotted against the variable α

[Eq. (A6)].

of |ψ |2 over several orders of magnitude is consistent with
our characterization of these states, throughout the paper, as
critical-like. We also point out the slope of these curves is equal
to 1, within error bars, for small log10 |ψ |2. This suggests that
the functional form of the probability distribution for wave
function magnitudes is P(|ψ |) ≈ c(N )|ψ | for |ψ |2 
 N−1,
where c(N ) is some normalization constant.

In Fig. 22, we plot the same quantity for the critical states
obtained at the center of the lowest Landau level. We see the
same straight-line behavior of P (log10 |ψ |2) for small |ψ |2 in
this log-log plot, suggesting that this is common for critical
states.

APPENDIX B: LINK BETWEEN TRS BROKEN MODEL
AND LONG-RANGE HOPPING

By expressing the truncated Hamiltonian Eq. (5) in position
space, it becomes clear that the Hamiltonian is no longer local.
However, one can show that the coupling between far-off sites
|xm〉 and |xn〉 decays asymptotically as a power law. In the
position basis, the elements of the Hamiltonian H may be
written as the sum of a hopping term H (hop) and a disorder
term H (dis) as

Hmn = 〈xm|Ĥ |xn〉 = H (hop)
mn + H (dis)

mn , (B1)
where

H (hop)
mn =

∑
r

′ 1

N
cos

(
2πr

N

)
e

i2π(m−n)r
N (B2)

and H (dis)
mn =

∑
r,s

′
∑

m εm

N2
e− i2πm(r−s)

N e
i2π(mr−ns)

N . (B3)

In the equations above,
∑′ denotes the sum over the

projected part of the Hilbert space. When the negative half
of the band is removed (F = 1), then the hopping terms may

FIG. 23. Comparison of ensemble averaged absolute values of
Hamiltonian matrix elements. At small disorder (W = 1), the hopping
term (blue) dominates the disorder term (green). At large disorder, the
disorder term (yellow) dominates. The black lines are the approxima-
tions (B6) and (B7). Data are cut off at half the chain length due to
periodic boundary conditions.

be summed up to give

H (hop)
mn =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

− 1
2 , |m − n| = 1

0, for other odd m − n

− 2
N

[
1

1−e
i2π m−n+1

N

+ 1

1−e
i2π m−n−1

N

]
,

for even m − n.

(B4)

The disorder terms, in this case, are H (dis)
mn = ∑

r

εrcrmc∗
rn,

where

crm =

⎧⎪⎨
⎪⎩

1
2 , m = r

0, for other even m − r

− i

N sin π(r−m)
N

, for odd m − r.

(B5)

Due to the symmetric nature of the random disorder
P (εm) = P (−εm), the disorder term is on average zero
(〈H (dis)

mn 〉 = 0). However, its magnitude is on average nonzero,
and decays with increasing site distance. In the thermodynamic
limit, where N → ∞, we find that both the hopping and the
disorder terms fall off similarly for finite m − n:

H (hop)
mn ≈

{
− 2i

π

(m−n)
(m−n)2−1 , for even m − n

0, for odd m − n
, (B6)

〈|H (dis)
mn |2〉 ≈ 〈ε2〉

2π2(m − n)2
, m − n 
 N. (B7)

So there is a competition between the random disorder terms
and deterministic hopping terms (both of which fall off as 1/r),
which seems to drive a transition from metallic to critical.
In Fig. 23, we plot the two kinds of terms for both small
and large disorder. In the case of small disorder W = 1, we
have |H (hop)

mn |2 > 〈|H (dis)
mn |2〉, but at large disorder (W = 16),

the random term dominates.
The behavior described above suggests a connection with

the family of critical models in the periodic random banded
matrix (PRBM) ensemble [83,84]. In this model, the Hamil-
tonian describes a 1D chain with random power-law hopping.
At criticality in this framework, the matrix elements Hij are
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independent identically distributed Gaussian variables with
zero mean and variance given by 〈|Hij |〉 = a2(|i − j |), with
a2(r) = 1

1+(r/b)2 . For r � b, these hopping terms fall off as
1/r , similar to our truncated Anderson model. The parameter b

defines a whole family of Anderson critical models, withb 
 1
describing the quasi-insulating limit and b � 1 describing the
quasimetallic limit.

The case of complete TRS breaking (F = 1) in our trun-
cated Anderson model is analogous to the PRBM ensemble
at criticality and possibly several other random Hamiltonians
with broken time-reversal symmetry [93], with the strength

of the disorder term in relation to the hopping term driving a
transition from metallic-like to critical behavior. A key differ-
ence is that the O(N2) random hopping terms in the PRBM
ensemble on a system of N sites are all uncorrelated, while in
the truncated Anderson model they are linear combinations of
N independent disorder terms, and therefore highly correlated.

It would be interesting to further explore the connection
between the PRBM ensemble and the truncated Anderson
models to shed more light on the role of randomness and
symmetry breaking in driving a metal-insulator transition in
one dimension, in a similar spirit to previous works [94,95].
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