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Metallization of a Rashba wire by a superconducting layer in the strong-proximity regime
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Semiconducting quantum wires defined within two-dimensional electron gases and strongly coupled to thin
superconducting layers have been extensively explored in recent experiments as promising platforms to host
Majorana bound states. We study numerically such a geometry, consisting of a quasi-one-dimensional wire
coupled to a disordered three-dimensional superconducting layer. We find that, in the strong-coupling limit of a
sizable proximity-induced superconducting gap, all transverse subbands of the wire are significantly shifted in
energy relative to the chemical potential of the wire. For the lowest subband, this band shift is comparable in
magnitude to the spacing between quantized levels that arises due to the finite thickness of the superconductor
(which typically is ∼500 meV for a 10-nm-thick layer of aluminum); in higher subbands, the band shift is much
larger. Additionally, we show that the width of the system, which is usually much larger than the thickness, and
moderate disorder within the superconductor have almost no impact on the induced gap or band shift. We provide a
detailed discussion of the ramifications of our results, arguing that a huge band shift and significant renormalization
of semiconducting material parameters in the strong-coupling limit make it challenging to realize a topological
phase in such a setup, as the strong coupling to the superconductor essentially metallizes the semiconductor. This
metallization of the semiconductor can be tested experimentally through the measurement of the band shift.
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I. INTRODUCTION

The search for Majorana fermions in various condensed
matter systems has intensified considerably in recent years
[1]. Among the most promising proposals for realizing these
exotic states involve coupling a conventional superconductor
to a topological insulator [2–7], an atomic magnetic chain
[8–16], or a semiconductor with strong spin-orbit coupling
[17–38]. The first generation of experiments on semiconduc-
tor/superconductor hybrid structures, which showed zero-bias
peaks in the tunneling conductance of nanowires, were plagued
by significant subgap conductance [39–45]. This led to the de-
velopment of epitaxially grown thin shells of superconducting
aluminum (Al) that form a very strong and uniform contact
with InAs or InSb nanowires, thus ensuring robust proximity
couplings and hard induced superconducting gaps that are
nearly as large as the gap of the Al layer [46–52]. The epitaxial
growth of Al has also been extended to InAs two-dimensional
electron gases (2DEGs), with the hope that such systems can be
used to form complex networks of Majorana fermions [53–57].

With the experiments shifting to the strong-coupling
regime, the proximity effect in topological setups has gained
renewed attention. It is well known that as the coupling between
the superconductor and semiconductor is enhanced, the elec-
tron wave function acquires a larger weight within the super-
conductor, thus leading to a larger proximity-induced gap (Eg)
and a renormalization of semiconducting material parameters
such as g factor, spin-orbit splitting (ESO), and effective mass
(m∗) [58–68]. This result can be obtained analytically in the
limit of a single one-dimensional (1D) or 2D semiconducting
subband coupled to a clean three-dimensional (3D) bulk super-
conductor by “integrating out” the superconducting degrees of
freedom to obtain an effective self-energy describing induced

superconductivity. In this description, the relevant supercon-
ducting energy scale determining the strength of the proximity
effect is the gap � [69], and all physics of the proximity effect
should occur on this small energy scale. Despite such theories
being employed frequently to describe the experiments utiliz-
ing thin epitaxial superconducting layers [48,50,63–67], their
applicability is unclear because the experimental setup consists
of multiple wire channels and a thin disordered superconduct-
ing layer (rather than a clean bulk superconductor).

The finite thickness (d) of the superconducting layer was
incorporated analytically in Ref. [70] in an attempt to better de-
scribe the experimental setup. This finite thickness introduces
a large energy scale given by the level spacing πh̄vFs/d (vFs

is the Fermi velocity of the superconductor), and it was shown
that the relevant superconducting energy scale determining the
strength of the proximity effect in this case is the level spacing
rather than the gap. Thus, in the thin-layer limit h̄vFs/d � �, a
much stronger-proximity coupling is required in order to open
a gap in the wire. Most importantly, in addition to the usual
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FIG. 1. A quantum wire is lithographically defined within a
semiconducting 2DEG and coupled to a superconducting layer with
width W and thickness d , as studied in Refs. [56,57].
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parameter renormalization, the strong-coupling limit is also
accompanied by a large band shift in the semiconducting wire
that is comparable to the level spacing πh̄vFs/d [70]. In stark
contrast, such a band shift is completely absent in the case of
a bulk superconductor [58–68].

However, Ref. [70] studied an idealized model of a sin-
gle 1D semiconducting subband coupled to a clean 2D su-
perconductor. The conclusion that a very strong proximity
coupling is required to open a sizable gap is strongly depen-
dent on the assumption of momentum conservation within
the tunneling process. In a realistic experimental setup with
superconductor thickness d ∼ 10 nm and width W ∼ 50 nm
[56,57] (see Fig. 1), there are ∼104 occupied superconducting
subbands; in the presence of unavoidable disorder within the
superconducting layer, which breaks translational symmetry
and therefore removes momentum conservation, one could
expect that subbands of the wire can much more easily couple
to the many superconducting subbands that lie at the Fermi
level, thus significantly reducing the coupling strength required
to open a sizable gap in the wire. Additionally, if there is a
large band shift that exceeds the transverse level spacing of
the wire, then higher subbands become increasingly important
and a single-band analytical model like that studied in Ref. [70]
is insufficient. While there have been several works to inves-
tigate the stability of topological superconducting phases in
multiband wires [71–84], there are no systematic studies of
the proximity effect in the strong-coupling limit. It is the goal
of this work to provide such a study.

In this paper, we numerically study the proximity effect
in a quasi-1D quantum wire that is defined within a semi-
conducting 2DEG and strongly coupled to a thin disordered
superconducting layer with thickness d and width W , as shown
in Fig. 1. First, we show that in the strong-coupling limit, which
is characterized by the wire having a proximity-induced gap
Eg that is comparable to the gap � of the superconductor, all
transverse subbands of the wire are significantly shifted with
respect to their positions in the absence of coupling, and all
semiconducting material parameters (such as effective mass
m∗, spin-orbit splitting ESO, and g factor) are significantly
renormalized toward their values in the superconductor. Next,
we study in detail the role played by both the finite width W

of the system and disorder within the superconductor. We find,
quite surprisingly, that neither the finite width W nor moderate
levels of disorder have a substantial impact on the proximity ef-
fect. For the specific case of an InAs quantum wire coupled to a
thin epitaxial layer of Al, we show that the semiconducting wire
becomes metallized by the superconductor. This metallization
is characterized by the occupation of many transverse subbands
in the wire (thus pushing the system far from the desired 1D
limit) and a significant renormalization of the semiconducting
material parameters. Additionally, we discuss the challenges
involved in realizing a topological phase in the metallized limit,
arguing that the ability to do so is unlikely but is also largely
device dependent, and propose how to experimentally test our
theory. Our results presented in this work suggest that it is more
promising to search for Majorana fermions in systems with a
weak proximity coupling (such as nanowires sputtered by a
thick superconducting slab [39]) than in systems with strong
proximity coupling accompanied by a large band shift.

While our focus is directed primarily toward engineering
topological superconductivity in 1D systems, the study of
a strong-proximity coupling between a semiconductor with
Rashba spin-orbit interaction (SOI) and an s-wave supercon-
ductor has far-reaching consequences. In particular, we expect
that our results can be extended to studying the proximity
effect in topological insulator surface states [2–7,85–88],
odd-frequency triplet superconductivity [89–95], and magne-
toelectric effects [96,97] induced by SOI, superconducting
spintronics [98–101], Cooper pair splitting [102–108], as well
as various aspects of the superconductor-insulator transition
[109].

The remainder of the paper is organized as follows. In
Sec. II, we describe our numerical tight-binding simulation.
The results of our calculation for a disordered 3D system are
presented in Sec. III, where we justify that such a system can
be realistically described by a clean 2D model. In Sec. IV, we
provide a numerical calculation specific to epitaxial Al/InAs
experimental setups. We also argue that the metallization of
InAs inhibits the ability to observe a 1D topological phase in
such a setup and discuss how to experimentally test our theory.
Our conclusions are summarized in Sec. V.

II. MODEL

We consider the geometry sketched in Fig. 1, which consists
of a quasi-1D semiconducting quantum wire of width W with
Rashba SOI, assumed to be lithographically defined within a
2DEG similarly to the devices studied in Refs. [56,57], tunnel
coupled to a superconducting layer of width W and thickness d.
We do not consider explicitly the finite thickness of the 2DEG,
as we assume that the subband spacing arising from the finite
thickness is very large (for the experimental thickness ∼5 nm
[54], this is a valid assumption). We describe this setup by a
tight-binding Hamiltonian, assuming for now that the system
is clean and translationally invariant along its length. The total
tight-binding Hamiltonian is given by H = ∑

k Hk , where k

is a conserved momentum along the wire axis; for a given
momentum, we consider

Hk = Hw
k + Hs

k + Ht
k . (1)

The Hamiltonian of the wire is given by

Hw
k =

W/a∑
x=1

[
b
†
x,k

{
ξw
k + (α/a) sin(ka)σx − �Zσy

}
bx,k

− {b†x,k(tw − iασy/2a)bx+1,k + H.c.}],
(2)

where bx,k = (bx,k,↑,bx,k,↓)T is a spinor, bx,k,σ annihilates a
state of momentum k and spin σ at position x within the
wire, tw is the hopping matrix element, and a is the lattice
constant. In addition, the Hamiltonian contains a Rashba SOI
term [110,111] characterized by the SOI constant α as well as a
Zeeman term �Z = |g|μBB/2 caused by an external magnetic
field of strength B applied along the wire axis (g is the g factor
of the wire and μB is the Bohr magneton). The SOI term
induces a spin-orbit splitting ESO on each transverse subband
of the wire, which is defined as the difference in energy between
the crossing point of spin-split bands at k = 0 and the bottom
of the band. Due to the finite width W , the spin-orbit splitting is
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different for each transverse subband; in the limit W/a = 1, the
splitting is given by the usual expression ESO = m∗α2/2h̄2 =
α2/4twa2 [82,110], where m∗ is the effective mass of the wire
(in terms of tight-binding parameters, m∗ = h̄2/2twa2). We
take ξw

k = 2tw{1 − cos(ka) − (1 + α2/8t2
wa2) cos[πW/(W +

1)]} − μw, such that the chemical potential of the wire μw is
measured from the Rashba crossing point (at k = 0) of the
lowest transverse subband.

The Hamiltonian of the superconducting layer is

Hs
k =

W/a∑
x=1

d/a∑
z=1

[
c
†
x,z,k

(
ξ s
k − �s

Zσy

)
cx,z,k − {tsc†x,z,kcx+1,z,k

+ tsc
†
x,z,kcx,z+1,k + �c

†
x,z,−k,↓c

†
x,z,k,↑ + H.c.}], (3)

where cx,z,k,σ annihilates a state of momentum k and spin σ

at position (x,z) within the superconductor, ts is the hopping
matrix element, and � is the pairing potential. The external
magnetic field is incorporated in the superconductor through
the Zeeman term �s

Z = (2/|g|)�Z , and we take ξ s
k = 2ts{2 −

cos[πW/(W + 1)] − cos(ka)} − μs , such that the chemical
potential of the superconductor μs is measured from the bottom
of the lowest subband.

Finally, tunneling between the wire and superconductor,
which is assumed to preserve spin and momentum, is described
by

Ht
k = −t

W/a∑
x=1

{c†x,1,kbx,k + H.c.}, (4)

where t is real and denotes the tunneling strength.
Our model assumes that the chemical potential in the system

is fixed externally, and hence any change in particle number can
be attributed to the attached leads. However, as any change in
particle number that may occur is small compared to the total
number of particles in the system (see Sec. B), we expect a
negligible deviation from what would be obtained in the case
of fixed particle number.

III. NUMERICAL RESULTS

In this section, we present results obtained numerically.
For now, we do not attempt to explicitly model any existing
experimental setup; due to the very short Fermi wavelength of
the metal, doing so would be extremely expensive computa-
tionally. Rather, we focus on deducing various numerical trends
that arise when keeping the physical separation of energy
scales intact (e.g., μs � μw). As we will see, these results
will allow us to make more quantitative predictions about the
experimental setup in the following section.

A. Strong-coupling limit

First, we study the transition from the weak-coupling
regime, characterized by a proximity-induced gap Eg � �, to
the strong-coupling regime, characterized by Eg ∼ �, focus-
ing on the behavior of subbands that originate in the wire (i.e.,
those subbands that have zero weight in the superconductor
in the limit t = 0) as a function of tunneling strength t . We
obtain the spectrum E(k) numerically from Eq. (1). As the
Fermi wavelength of the superconductor is much smaller than
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FIG. 2. (a) Excitation spectrum in the absence of tunneling (t =
0) obtained numerically from Eq. (1). The two lowest subbands of
the wire are distinguished by color, and black curves correspond to
subbands of the superconductor. (b) If a weak tunnel coupling is turned
on (t/ts = 0.035), the subbands of the wire undergo a substantial
shift in energy (δEn ∼ 10�). Tight-binding parameters are fixed to
d/a = 42, W/a = 175, μs/ts = 0.1 [112], �/ts = 10−4, tw/ts = 5,
μw = 0, α/(ats) = 0.05, �Z = 0.

that of the semiconductor, the spectrum consists primarily of
subbands originating in the superconductor; wire subbands are
distinguished by their appreciable spin-orbit splitting ESO and
small effective mass m∗ (see, for example, Fig. 2).

In the absence of tunneling [Fig. 2(a)], the spectrum of the
wire at k = 0 is given by

En(0) = E1(0) + h̄2π2

2m∗W 2
(n2 − 1), (5)

where n ∈ Z+ is a subband index and En(0) is the energy of
the nth subband at k = 0. In the presence of a weak tunnel
coupling [Fig. 2(b)], the superconductor induces a small gap
and, even more strikingly, a very substantial energy shift on
the subbands of the wire. We define the band shift of the nth
subband of the wire, which is a function of tunneling t , as

δEn = ∣∣Et
n(0) − Et=0

n (0)
∣∣. (6)

In the weak-coupling limit of Fig. 2(b), the band shift δEn ∼
10� is more than two orders of magnitude larger than the
induced proximity gap (Eg ∼ 0.03�).

The evolution of the wire spectrum from the weak- to the
strong-coupling limit as a function of t is shown in Fig. 3.
To reach the limit of strong coupling (defined such that
Eg ∼ �), the tunneling strength must be made comparable
to ts [see Fig. 3(a)]; therefore, a substantial gap Eg can be
induced only if there is an extremely high-quality semicon-
ductor/superconductor interface. When such strong tunneling
is present, we also observe a very large energy shift in all
subbands of the wire [see Fig. 3(b)], with the bottom of each
subband saturating to a different energy at large t . This band
shift is significantly larger for higher subbands, and, as a result,
it requires a larger tunneling strength for higher subbands to
reach their saturation positions. Crucially, for all values of t , we
find that each band is shifted such that Eq. (5) remains satisfied
[see Fig. 3(b) inset], provided that we allow the effective mass
m∗ to acquire a t dependence. The effective mass m∗, which
can be found by fitting Fig. 3(b) to Eq. (5), increases as a
function of t as the bands originating from the semiconductor
acquire a larger weight inside the superconductor [Fig. 3(c)].
Additionally, the spin-orbit splitting ESO [Fig. 3(d)] and
g factor [Fig. 3(e)] (extracted from the Zeeman splitting at
k = 0 [113]) of each subband are reduced as a function of t .
All parameters of the semiconducting wire saturate to their
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FIG. 3. (a) Proximity-induced gap Eg increases as a function of
tunneling strength t , with a large gap being induced only for t ∼ ts .
(b) The four lowest transverse subbands of the wire (distinguished by
color) shift in energy as t is increased. The energy of each subband
is measured at k = 0, as schematically indicated by gray dashed
subbands, and the energy of occupied bands is negative. Inset: subband
energy increases quadratically with index n (evaluated at t = 0.25ts),
in agreement with Eq. (5). (c) The effective massm∗, which is obtained
by fitting panel (b) to Eq. (5), increases as a function of t . In the limit of
large t , the mass approaches that of the superconductor (m∗/me → 1).
(d), (e) The spin-orbit splitting ESO and g factor |g| of each subband
are reduced as a function of t , also approaching their values in the
superconductor (ESO → 0 and |g| → 2) in the limit of large t . All
parameters are the same as in Fig. 2 [with |g| = 15 in panel (e)].

corresponding values within the superconductor in the limit
of large t (m∗/me → 1, ESO → 0, and |g| → 2). However,
similarly to the band shifts, this parameter renormalization is
not the same for all subbands, as higher subbands require a
larger tunneling strength to become fully renormalized.

B. Role of finite width W

To elucidate the dependence of the spectrum on the finite
width W , we present a comparison of the cases W/a = 1
(henceforth referred to as a 2D geometry) and W/a � 1
(henceforth referred to as a 3D geometry) in Fig. 4. We find that
both the induced gap Eg [Fig. 4(a)] and the energy of the lowest
transverse subband at k = 0, E1(0) [Fig. 4(b)], are identical in
the 2D and 3D cases. In fact, we find that Eg is completely
independent of W over several orders of magnitude [Fig. 4(a)
inset], suggesting that the width W plays a rather trivial role
in the proximity effect. To better understand these results, we
plot the spectrum explicitly in Figs. 4(c) and 4(d). In the 3D
limit, despite there being several transverse superconducting
subbands at low energies (and thus a significantly reduced level
spacing in the superconductor), these subbands do not couple
to the lowest subband of the wire, as evidenced by the absence
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FIG. 4. (a) The induced gap Eg is the same for both widths W/a =
1 (black) and W/a = 175 (red) at all values of t . Inset: Eg (blue) is
independent of width W over several orders of magnitude. (b) Energy
of lowest subband at k = 0, E1(0), is also the same for W/a = 1
and 175 at all values of t . (c), (d) Excitation spectrum for W/a = 1
and 175, respectively. The spectrum of the lowest wire subband E1(k)
(blue) is virtually unchanged as the width W is increased and does not
couple to low-energy superconducting subbands (black) appearing for
W/a = 175. All parameters are the same as in Fig. 2.

of anticrossings in the spectrum. As a result, the spectrum of
the lowest wire subband is virtually unchanged as the width
W is increased. We provide a detailed analytical justification
of this numerical result in Appendix A.

The fact that the spectrum of the lowest wire subband
is independent of W can be understood in a rather simple
way. In the limit W → ∞, it is possible to define an ad-
ditional conserved momentum kx . Therefore, the spectrum
in the limit W → ∞ is the same as that for W → 0, with
the simple replacement k → √

k2 + k2
x . As the spectrum is

identical for W → ∞ and W → 0, it is unsurprising that it
is independent of W for intermediate widths as well. Note
that such an argument cannot be made if we take d → ∞,
as the semiconductor/superconductor interface always breaks
translational invariance in the z direction.

Based on Fig. 4, we conclude that the finite width W of
the system only introduces a finite level spacing between
transverse subbands but otherwise has no effect on the induced
gap or band shift. It is very computationally expensive to treat
the finite width W explicitly as we have done to this point,
thus, we forego doing so in the calculations that follow. A 2D
calculation can be performed to reliably reproduce the behavior
of the lowest subband, and by calculating the effective mass
in this subband (for a given t), we can deduce the transverse
level spacing in the 3D limit. The only drawback to using
such an approach is that it does not fully capture the weaker
parameter renormalization in higher transverse subbands, as
shown in Fig. 3 and as discussed in Sec. III A. However, this
is a relatively minor omission and should not affect any of our
results qualitatively.

C. Effect of disorder

So far, we have considered only clean translationally invari-
ant systems; however, the superconductor that is utilized in any
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FIG. 5. Induced gap Eg as a function of superconductor thickness
d in a disordered 2D tight-binding model (with lengthL/a = 3 × 104)
with various disorder strengths σμ(�), plotted for (a) t = 0.05ts
and (b) t = 0.25ts . In both the weak- and strong-coupling limits,
the gap is largely unaffected by disorder unless chemical potential
fluctuations in the superconductor are extreme (σμ = 1000� = μs).
Tight-binding parameters are fixed to d/a = 42, W/a = 1, μs/ts =
0.1, �/ts = 10−4, tw/ts = 5, μw/� = 1, α = 0, �Z = 0.

realistic experimental setup will inevitably be disordered. As
discussed in Sec. I, the breaking of translational symmetry by
disorder could allow a stronger proximity coupling between
the wire and superconductor at lower energies (due to the
fact that the superconductor has several occupied subbands
at the Fermi level). In this section, we study the influence of
various types of disorder on the induced gap in the wire, thereby
relaxing the requirement of momentum conservation imposed
in Eq. (1). While moderate chemical potential disorder within
the superconductor has very little effect on the proximity gap,
we find that both interface inhomogeneity as well as strong
surface disorder lead to a small enhancement of the proximity
gap. For computational reasons, all disorder calculations are
performed in a 2D geometry (W/a = 1) and without SOI
(α = 0).

1. Disorder in superconductor

First, we incorporate disorder within the superconductor
as random onsite Gaussian-distributed fluctuations in the
chemical potential μs and pairing potential �, μs → μs + δμs

and � → � + δ�. Fluctuations are taken to have standard
deviation σμ(�) and zero mean, 〈δμs〉 = 〈δ�〉 = 0. The wire
is taken to be clean. Furthermore, we consider a finite length
L of our system chosen such that, in the absence of disorder,
we reproduce the proximity gap previously obtained in the
L → ∞ limit in which the momentum k is conserved. We
find that the induced gap is largely unaffected by moderate
disorder in both the weak-coupling [Fig. 5(a)] and strong-
coupling [Fig. 5(b)] limits. The gap is enhanced and the sharp
interference peaks, which arise due to the finite thickness
of the superconducting layer [70], are smeared only when
fluctuations in the chemical potential become comparable to
the chemical potential itself, σμ ∼ μs .

The fact that the well-pronounced interference peaks (see
Fig. 5) survive in the dirty limit can be understood straight-
forwardly on physical grounds. Due to the large mismatch
in effective mass and Fermi momentum between the wire
(kFw) and superconductor (kFs), the relevant superconducting
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FIG. 6. (a) Induced gap Eg for various strengths of tunneling
fluctuations:σt = 0 (black),σt = 0.2t (blue),σt = t (green), andσt =
2t (red). The gap is largely unaffected unless fluctuations become
comparable to tunneling strength t . (b) Strong surface disorder (green)
slightly enhances the induced gap compared with the clean limit
(black). Surface disorder is incorporated through chemical potential
fluctuations with σμ = 1000� on the five sites furthest from the
interface and with σμ = 10� on the remaining sites within the
superconductor. Tight-binding parameters are the same as in Fig. 5.

trajectories that are responsible for inducing a gap have mo-
mentum along the wire axis k � kFw � kFs . However, within
the superconductor, these trajectories are nearly perpendicular
to the semiconductor/superconductor interface and are ballistic
since typical values for the mean-free path � of (bulk) Al are
larger than the thickness of the superconducting film (� � d).
More quantitatively, it was shown in Ref. [70] that the relevant
energy scale determining the tunneling strength needed to
induce a sizable gap in the wire in the clean limit is the
level spacing of the superconducting layer πh̄vFs/d. On the
other hand, in the dirty limit the relevant scale is given by
the Thouless energy h̄D/d2 [114–117], where D ∼ vFs� is
the diffusion coefficient. However, as � ∼ d, the two energy
scales are comparable (h̄vFs/d ∼ h̄D/d2). Disorder therefore
does not qualitatively change the behavior of the induced
gap by introducing a low-energy scale unless d � �. The
bulk limit of the superconductor, where the induced gap
Eg no longer depends on d, is reached only for d � ξdirty

(or, equivalently, h̄D/d2 � �), where ξdirty = √
�ξclean is the

effective coherence length of the superconductor in the dirty
limit [118]. We note that these physical arguments do not rely
on the width W of the system being negligibly small, and hence
we expect them to hold also in the 3D limit.

2. Disorder in tunneling

Next, we incorporate possible interface inhomogeneity
through fluctuations in the tunneling strength t → t + δt

(which again are Gaussian distributed with standard deviation
σt and zero mean, 〈δt〉 = 0). As shown in Fig. 6(a), fluctuations
in the tunneling amplitude lead to an increase in the induced
gap. This is a reflection of the finite level spacing within the
superconductor. When the length L of the system is finite,
the momentum along this direction becomes quantized. If the
tunnel barrier is uniform along the interface between the two
materials, then only subbands in the wire and superconductor
with the same quantum number can couple (see also discussion
in Appendix A), but inhomogeneity can lead to nonzero matrix
elements between states with different quantum numbers and,
hence, an increase in the gap of the wire. However, as we
observe, interface fluctuations must be comparable to the
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FIG. 7. (a) Proximity-induced gap Eg and (b) energy of lowest
subband at k = 0, E1(0), for parameters corresponding to epitaxial
Al/InAs. The tunneling strength t = 0.1ts is chosen large enough such
that a sizable gap Eg is induced for all values of d . In the strong-
coupling limit, the wire subband undergoes a huge band shift δE1 =
|E1(0)| ∼ 200 meV. The tight-binding parameters are set to ts = 117
eV (corresponding to lattice spacing a = 0.175 Å), μs = 11.7 eV,
� = 250 μeV, tw = 50ts (corresponding to m∗ = 0.02me), μw = 0,
α = 0.42 eV Å (corresponding to ESO = 250 μeV), and �Z = 0.

tunneling strength in order to induce a qualitative change to the
behavior of the gap in the clean case; in the epitaxial Al devices,
which were developed specifically to have a very homogeneous
interface, this seems an unlikely scenario.

3. Strong surface disorder

Finally, we investigate the effects of strong surface disorder
of the superconducting layer, which could be present due to an
oxidized surface. We model this scenario by taking very large
chemical potential fluctuations on the five sites furthest from
the interface and moderate fluctuations on the remaining sites.
We find that surface disorder can modestly enhance the size
of the induced gap away from resonance and broaden the res-
onance peak [see Fig. 6(b)]. This behavior can be understood
in the following way. As explained previously, in the clean
limit only trajectories within the superconductor with k � kFs

can open a gap in the wire. In the presence of strong surface
scattering, trajectories that begin with momentum k ∼ kFs can
scatter at the surface into trajectories with k � kFs . Therefore,
strong surface scattering allows for more trajectories to open
a gap and the magnitude of the gap is increased. However, this
rough surface essentially sets an upper bound on the mean-free
path, such that � ∼ d. As explained in Sec. III C, these values
of � are not expected to have a substantial effect on the induced
gap.

IV. EXPERIMENTAL CONSEQUENCES

In Sec. III, we argued that a 3D geometry with various types
of disorder present can actually be very well described by a
clean 2D model. The elimination of the finite width W allows
us to explore a much larger region of parameter space in a
tight-binding calculation. In this section, we explicitly model
the experimental setup of an InAs 2DEG coupled to an epitaxial
Al layer of thickness d ∼ 10 nm [56,57]. We also provide a
discussion of the feasibility of utilizing such a setup to realize
a topological phase. In addition, we propose an experimental
test of our theory.
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FIG. 8. Schematic illustration of the metallization of the Rashba
wire. (a) Spectrum of the wire in the absence of tunneling. We assume
the chemical potential to be tuned to the crossing point of the lowest
subband and take the wire to have a small effective mass m∗ ∼ 0.02me

and large spin-orbit splitting ESO ∼ 250 μeV. (b) Renormalization of
the spectrum in the strong-coupling limit. The lowest wire subband
experiences a large band shift (taken from Fig. 7 to be δE1 ∼ −200
meV), and renormalization of the effective mass (m∗ ∼ 0.2me) leads
to the occupation of many wire subbands. The subbands of the wire
also have a significantly reduced spin-orbit splitting ESO ∼ 25 μeV.

A. Proximity-induced gap and band shift

As a starting point for our calculation, we note that all
proximity-induced gaps that have been observed in epitaxial
systems are a sizable fraction of the Al gap, Eg ∼ � [49–57].
We thus assume that the system is in the strong-coupling limit,
i.e., that the tunneling strength t is large enough such that a
sizable gap is induced for all d ∼ 10 nm.

When t is made large enough to satisfy the strong-coupling
condition [see Fig. 7(a)], we find that the wire subband under-
goes a huge energy shift. Consistent with the analytical results
of Ref. [70], the magnitude of this band shift is comparable
to the level spacing in the superconducting layer πh̄vAl

F /d ∼
500 meV (with vAl

F = 2 × 106 m/s), and is very sensitive to the
thickness d, varying between E1(0) ∈ (−400 meV, 50 meV)
with a period that is half of the Fermi wavelength of Al
(≈2 Å) [see Fig. 7(b)]. Additional results of this calculation
are provided in Appendix B. Unsurprisingly, the large band
shift in the strong-coupling limit is accompanied by significant
renormalizations of the effective mass (m∗ ∼ 0.3me), spin-
orbit splitting (ESO ∼ 10 μeV), and g factor (|g| ∼ 2).

B. Metallization and impact on topological superconductivity

Using the results of the 2D calculation of Sec. IV A, we
present a schematic illustration of the 3D spectrum renormal-
ization in Fig. 8. Due to the extreme sensitivity of the induced
gap and band shift on the thickness of the superconducting
layer d, we are only able to provide a qualitative picture of this
spectrum renormalization in a typical device.

We assume that the quantum wire has width W

= 50 nm [57] and that the chemical potential of the bare wire
(without the superconducting layer) is tuned to the Rashba
crossing point at k = 0 of the lowest subband (though, as
shown in Appendix C, our final results are independent of this
assumption). Taking m∗ = 0.02me for the mass of (bare) InAs,
the spectrum at k = 0 in the absence of tunneling is given by
[Fig. 8(a)]

En(0) = (7.5 meV)(n2 − 1). (7)

In the strong-coupling limit, based on Fig. 7, we take an
intermediate value for the band shift of δE1 ∼ 200 meV;
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in this case, the mass is renormalized to m∗ ∼ 0.2me (see
Appendix B) and the spectrum at k = 0 is given by [Fig. 8(b)]

En(0) = (−200 meV) + (0.75 meV)(n2 − 1). (8)

Figure 8(b) illustrates the central finding of our work. Due to
the large band shift, which acts as an effective enhancement
of the chemical potential of the wire, and increase in effective
mass, many additional transverse wire subbands become oc-
cupied and the semiconductor is essentially metallized by the
superconductor. While there are certainly more electrons in
the wire in the metallized limit (compared to the bare wire), as
noted previously, these electrons can be supplied to the system
by external leads, and the number of electrons added to the wire
is negligible compared to the total number of electrons in the
system. We also note that states belonging to the spectrum of
Fig. 8(b) are delocalized throughout the superconductor, thus
helping to reduce the redistribution of charge into the wire.

The Zeeman splitting required to drive the system through
a topological phase transition is given by

�Z =
√

μ2
min + E2

g, (9)

where �Z includes the renormalized g factor of the wire and
|μmin| = min[|En(0)|] is the effective chemical potential of
the transverse subband that lies closest to the Fermi level.
Therefore, to reach a topological phase in the system, the
chemical potential must ideally be tuned to the Rashba crossing
point of one of the transverse wire subbands, such that μmin =
0. In this special case, it is possible to reach a topological phase
before destroying superconductivity in the Al shell; taking, for
example, a renormalized g factor of |g| ∼ 5 (see Appendix
B) and an induced gap Eg ∼ 200 μeV, the topological phase
can be reached with a field strength B ∼ 1.5 T, which is
smaller than the critical field of a thin Al layer (which is
Clogston limited [119], Bc = �/

√
2μB ∼ 3 T). Therefore, the

renormalization of the semiconductor alone does not make the
topological phase inaccessible a priori. However, it is very
unlikely that the limit μmin = 0 will be satisfied in practice;
as we have seen, the position of the Fermi level is entirely
determined by the large band shift, which is extremely sensitive
to d and is therefore highly device dependent. The worst-
case scenario corresponds to a maximal band shift |E1(0)| ∼
400 meV that places the Fermi level at the midpoint between
the two closest transverse subbands. For a maximal band
shift, the transverse subband spacing in the vicinity of the
Fermi level can be estimated as (πh̄/W )

√
2|E1(0)|/m∗ ∼

35 meV, thus placing an upper bound of |μmin| ∼ 17.5 meV.
In this case, the field strength that would be required to
reach a topological phase is B = 2|μmin|/|g|μB ∼ 120 T. Of
course, such an unrealistically large value for the required
magnetic field simply means that superconductivity in Al will
be destroyed before reaching the topological phase [120]. Due
to the relative lack of control over the band shift in the limit
of a thin superconducting layer, the field strength required
to reach a topological phase can lie anywhere in the range
between 1.5 and 120 T with roughly equal probability. Given
that superconductivity in the Al layer is destroyed at Bc ∼
3 T, it is thus very challenging to reach the topological phase
in such a device. In order to reliably produce a topological
phase, one needs to be able to control the chemical potential

over a range of ∼10–20 meV in order to offset large |μmin|
[121]. While current experiments on 2DEGs [56,57] do not
have gates available to tune the chemical potential, even if
such gates were implemented we expect that screening effects
arising from the strong coupling and close proximity to a metal
will not allow for such a large range of tunability.

Nevertheless, even if a subband is shifted to the ideal posi-
tion μmin = 0, we must stress that this is no guarantee that one
will observe well-separated Majorana fermions in the system.
First, the spin-orbit splitting is renormalized to a prohibitively
small value ESO ∼ 25 μeV. As it is the SOI that is responsible
for inducing p-wave pairing in the wire, the localization of the
Majorana wave function could (possibly greatly) exceed the
length of the wire. Second, it is unclear whether 1D topological
physics would be observed in the metallized case due to the
presence of many occupied transverse levels.

We note that our main result, namely, the metallization
of the wire depicted in Fig. 8, is independent of our choice
μw = 0. We show in Appendix C that the spectrum in the
strong-coupling limit is independent of μw. Hence, our result
holds even if there are several occupied transverse subbands
at t = 0. Additionally, we checked that our results also hold
in the presence of Fermi surface anisotropy within the super-
conductor, which we implemented by allowing for anisotropic
hopping ts,z = 2ts,y .

C. Controlling the band shift

As suggested in Ref. [70], the detrimental band shift can be
reduced by increasing the thickness of the superconducting
layer. More specifically, while the band shift still exhibits
oscillations on the scale of the Fermi wavelength as in
Fig. 7(b), the oscillation amplitude and typical magnitude
(i.e., the average over a single oscillation) are reduced with
increasing d [122,123]. We confirm this numerically, as shown
in Fig. 9(a). Therefore, the size of the band shift can be tuned
experimentally by varying the thickness d of the supercon-
ducting layer, and measuring a sharp decrease in the band shift
(for example, by angle-resolved photoemission spectroscopy)
in systems with larger thickness would constitute a clear
experimental verification of our theory. The band shift could
also be controlled through the addition of a tunnel barrier
between the superconductor and 2DEG, with the band shift
decreasing in magnitude as the thickness of the barrier layer is
increased.
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FIG. 9. (a) The band shift is significantly reduced by increasing
the thickness d . (b) When d is increased, the crossover from weak
coupling (Eg � �) to strong coupling (Eg ∼ �) occurs at much
smaller t . Tight-binding parameters are the same as in Fig. 7.
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Even though increasing the thickness d of the
superconducting layer can reduce the band shift, this is
not necessarily beneficial for inducing a topological phase.
As shown in Fig. 9(b), increasing d also shifts the crossover
from weak coupling (Eg � �) to strong coupling (Eg ∼ �)
to significantly smaller t . The tunneling strength is a property
of the interface, so it should not be affected by the thickness
of the superconducting layer. Therefore, if tunneling is strong
enough to induce a sizable gap for d ∼ 10 nm as it is for
the epitaxial interface, the system will be deep within the
strong-coupling regime if the thickness d is increased. In
this limit, all semiconducting properties are completely
eliminated by the strong coupling to the superconductor and
it is challenging to realize a topological phase [60].

V. CONCLUSION

We have studied the proximity effect in a quasi-1D quantum
wire (defined within a 2DEG) strongly coupled to a thin
disordered superconducting layer. We showed that, even in the
strong-coupling limit, the behavior of the lowest transverse
subband in such a system can be very well described by a
single 1D channel coupled to a clean 2D superconductor,
as studied analytically in Ref. [70]. Utilizing this result,
we found that if the proximity-induced gap in an epitaxial
Al/InAs heterostructure is comparable to the gap of Al (as
observed experimentally), the semiconductor is metallized by
the superconductor. Not only do the subbands of the wire
undergo a huge band shift ∼200 meV, which leads to the
occupation of many transverse levels and effectively places the
wire far from the 1D limit, but the semiconducting properties
that are attractive for realizing a topological phase (large
g factor, large spin-orbit splitting, small effective mass) are
also significantly renormalized toward their metallic values.
We argued that this metallization effect makes it challenging
to realize a topological phase in an epitaxial Al/InAs setup,
with the ability to do so being largely device dependent. We
also proposed that our theory can be verified experimentally by
observing a decrease in the magnitude of the band shift when
the thickness d of the superconducting layer is increased.

Despite the recent emphasis on electron-electron interaction
effects inside hexagonal nanowires [124–126], we do not con-
sider such effects in our model. Most importantly, interaction
effects give rise to a nontrivial spatial profile of the electrostatic
potential across the diameter of such nanowires, which spans
roughly 50–100 nm (i.e., interactions give rise to a band-
bending effect within the semiconductor). In the setup that
we consider, where a quantum wire is defined within a 2DEG,
there is no spatial extent over which such a profile can develop
(the thickness of the 2DEG is only ∼5 nm [54]). Additionally,
as the states in the wire are in such close proximity to a metal,
one expects that interactions in the wire are heavily screened
[125]. We also neglect potential Luttinger liquid effects that
can suppress the induced superconducting gap in both clean
and disordered nanowires [127–129]. It is worth noting that
Ref. [124] suggests that in the strong-coupling limit states
in the wire are highly localized near the interface; thus, our
model may be applicable to the hexagonal nanowire case
as well. However, this result was obtained by treating the
superconductor simply as a boundary condition in the Poisson

equation [124]; as pointed out in Ref. [125], such a treatment
does not adequately describe the strong-coupling limit where
the states in the nanowire are strongly affected by the presence
of the superconductor (for example, the significant reduction
in the transverse level spacing of the wire by the proximity
effect, one of the key results of our work, is not captured).

We find experimental support for our theory in Refs. [48–
50]. Possible evidence of Majorana fermions in the form
of zero-bias conductance peaks have been experimentally
observed in both the nanowire [48,50–52] and 2DEG [56,57]
epitaxial geometries. In both cases, these zero-bias peaks
emerge at finite magnetic field strength from coalescing
Andreev bound states that originate from quantum-dot-like
normal sections at the system ends. For this reason, there has
been a significant debate over how to differentiate between
zero-bias peaks arising from such Andreev bound states and
from Majorana fermions [50,52,57,65,67,130,131]. However,
interestingly, it has been observed that in the absence of any
quantum-dot physics, where there are no Andreev bound states
at low field strengths, there is no topological gap-closing transi-
tion or zero-bias peak emergence with increasing field strength
before superconductivity in Al is destroyed [132]. Although
this is not definitive confirmation of our model description, it
is consistent with the chemical potential being tuned between
transverse subbands of the wire (and thus outside of the regime
for which topological superconductivity can be induced),
which we expect to be the case in a majority of devices.

The metallization of the semiconductor discussed in this
work is a direct consequence of the extremely high-quality
interface provided by the epitaxial growth of Al on InAs. In
order to more reliably induce 1D topological superconducting
phases, a weaker proximity effect should be sought to a
superconductor with a larger gap such as NbTi, which has a gap
� ∼ 2 meV that is an order of magnitude larger than that of Al.
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APPENDIX A: INDUCED GAP INDEPENDENT OF WIDTH

In Sec. III B, we showed numerically that the proximity-
induced gap is independent of the width W of the quasi-1D
quantum wire. In this section, we support our numerical cal-
culations analytically by determining the induced gap within
second-order perturbation theory in the weak-coupling limit. In
the tunneling-Hamiltonian approach, the tunneling amplitude
between a given subband of the wire and a given subband of
the superconductor is

t =
∫ d

−dw

dx

∫ W

0
dz ψ∗

w(x,z)V (z)ψs(x,z), (A1)

where dw is the finite thickness of the wire, ψw(s)(x,z) is the
wave function of a given subband in the wire (superconductor),
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and V (z) is a barrier potential that we assume is uniform
along the interface. [Note that this is not the same t that
was introduced in Eq. (4).] Given that the wave functions are
separable in the coordinates (x,z), the integral over z simply
yields the tunneling amplitude t0 in the limit W = 0:

t = t0

∫ W

0
dx ψ∗

w(x)ψs(x). (A2)

Quantization along the width gives the wave functions
ψw,s(x) = √

2/W sin(πnw,Wx/W ), where nw,W ∈ Z+ are the
quantum numbers for transverse subbands in the wire and su-
perconductor, respectively. Evaluating the integral in Eq. (A2),
we find that only transverse subbands with the same quantum
number couple to each other:

t = t0δnw,nW
. (A3)

To second order in tunneling, the induced gap on a given wire
subband (characterized by nw) takes the form

Eg,nw
(d,W ) ∝

∑
nd ,nW

|t |2
End,nW

, (A4)

where nd and nW are quantum numbers characterizing the
spectrum of the superconductor (due to the finite thickness
d and finite width W , respectively), which is given by

End,nW
=

√(
μs − h̄2π2n2

d

2msd2
− h̄2π2n2

W

2msW 2

)2

+ �2. (A5)

In Eq. (A5), we neglect the momentum dependence of the
spectrum, as we assume that only momenta k � kFs are
relevant.

As the quantum wire has at most only a few occupied
subbands, this restricts nW ∼ 1. Furthermore, since relevant
nd ∼ 50 (determined by requiring μs ∼ h̄2π2n2

d/2msd
2 and

taking μs ∼ 10 eV and d ∼ 10 nm) and W � d, we have
n2

W/W 2 � n2
d/d

2. Provided that |μs − h̄2π2n2
d/2msd

2| �
h̄2π2n2

W/2msW
2, which is true for almost all d, the term

containing W in Eq. (A5) is negligible. Performing the sum
over nW then gives

Eg,nw
(d,W ) ∝

∑
nd

|t0|2
End

, (A6)

where

End
=

√(
μs − h̄2π2n2

d

2msd2

)2

+ �2 (A7)

is the spectrum of the superconductor in the limit W = 0. We
see that both W and nw have dropped out of the expression for
the gap completely. Hence, the induced gap is the same for all
subbands of the wire and is independent of the width W .

APPENDIX B: ADDITIONAL CALCULATIONS
FOR EPITAXIAL Al/InAs

In Sec. IV A, we discussed how the proximity-induced
gap and band shift behave as a function of superconductor
thickness d in the strong-coupling limit. Here, we demonstrate
that the parameters of the wire are significantly renormalized
by the tunnel coupling. Our results are displayed in Fig. 10. For
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FIG. 10. (a) Proximity-induced gap Eg , (b) energy of lowest
subband at k = 0, E1(0), (c) effective mass m∗, (d) spin-orbit splitting
ESO, and (e) g factor plotted as a function of tunneling strength
t . Tight-binding parameters are the same as those in Fig. 7, with
d = 9.08 nm (corresponding to d/a = 519).

realistic experimental parameters, we find even more drastic
changes in semiconducting properties than in Fig. 3. For
t = 0.1ts , which was the tunneling strength used to generate
Fig. 7, the effective mass of the lowest subband is m∗ ∼ 0.3me,
the spin-orbit splitting is ESO ∼ 10 μeV, and the g factor is
|g| ∼ 2. [While the effective mass was previously deduced by
fitting to Eq. (5), here we determine it as m∗ = h̄2k2

SO/2ESO,
where kSO is the momentum at which the band attains its
minimum.] As shown in Sec. III A, the higher subbands that
lie closer to the chemical potential will have a slightly weaker
parameter renormalization, which is why we quote slightly
different values while making estimates in Sec. IV B.

APPENDIX C: STRONG-COUPLING SPECTRUM
INDEPENDENT OF WIRE CHEMICAL POTENTIAL μw

In all calculations of the main text, we have assumed that the
chemical potential of the wire is tuned to the Rashba crossing
point of the lowest transverse subband (μw = 0) at t = 0. In
reality, however, it is not known how many transverse subbands
are occupied in the wire and it is possible that μw takes a
different value. It is thus important to test whether our main
result, namely, the shift of the lowest transverse subband to
large energies induced by the superconductor in the strong-
coupling limit, is affected by our choice of μw.

The energy of the lowest subband at k = 0, E1(0), is plotted
as a function of t for various μw (ranging between 0 and
175 meV) in Fig. 11 for the 2D (single subband) case. While
the band shift δE1 is dependent on μw, E1(0) converges to
the same energy regardless of the initial position of the wire
chemical potential μw.
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FIG. 11. Energy of lowest subband at k = 0, E1(0), plotted as a
function of tunneling strength t for various wire chemical potentials
μw . While the band shift δE1 is dependent on μw , the bottom of
the band always approaches the same energy in the strong-coupling
limit. This indicates that the spectrum is determined entirely by the
superconductor in this limit. Tight-binding parameters are the same
as in Fig. 7.

Similarly, the energy of the four lowest transverse subbands
at k = 0, En(0), is plotted in Fig. 12(a) as a function of t for the
3D case when there are several occupied subbands in the limit
t = 0. Comparing with Fig. 3(b), we find that the energies of all
four subbands approach the same values in the strong-coupling
limit. However, because the band shifts are smaller for the case
of several occupied subbands, the material parameters are more
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FIG. 12. (a) Energy of four lowest transverse subbands at k = 0,
En(0), plotted as a function of tunneling strength t . Parameters are the
same as in Fig. 2, with μw = 150�. Comparing with Fig. 3(b) (which
has μw = 0), we see that all four subbands approach the same energy
in the limit of large t regardless of μw . (b) Effective mass m∗ for both
μw = 150� (black curve) and μw = 0 [red curve, corresponding to
Fig. 3(c)]. Because the band shifts are smaller when μw = 150�, the
mass is renormalized more quickly as a function of t .

quickly renormalized as a function of t [e.g., renormalization
of the effective mass m∗ is shown in Fig. 12(b)].

These results indicate that the spectrum of the system
is determined entirely by the superconductor in the strong-
coupling limit. Thus, regardless of how many subbands are
occupied in the wire to begin with, the metallization picture
presented in Fig. 8(b) still holds.

[1] J. Alicea, Rep. Prog. Phys. 75, 076501 (2012).
[2] L. Fu and C. L. Kane, Phys. Rev. Lett. 100, 096407 (2008).
[3] L. Fu and C. L. Kane, Phys. Rev. B 79, 161408 (2009).
[4] M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).
[5] X.-L. Qi and S.-C. Zhang, Rev. Mod. Phys. 83, 1057 (2011).
[6] C.-X. Liu and B. Trauzettel, Phys. Rev. B 83, 220510 (2011).
[7] J. Wiedenmann, E. Bocquillon, R. S. Deacon, S. Hartinger, O.

Herrmann, T. M. Klapwijk, L. Maier, C. Ames, C. Brüne, C.
Gould et al., Nat. Commun. 7, 10303 (2016).

[8] S. Nadj-Perge, I. K. Drozdov, J. Li, H. Chen, S. Jeon, J. Seo, A.
H. MacDonald, B. A. Bernevig, and A. Yazdani, Science 346,
602 (2014).

[9] M. Ruby, F. Pientka, Y. Peng, F. von Oppen, B. W. Heinrich,
and K. J. Franke, Phys. Rev. Lett. 115, 197204 (2015).

[10] R. Pawlak, M. Kisiel, J. Klinovaja, T. Meier, S. Kawai, T.
Glatzel, D. Loss, and E. Meyer, Npj Quantum Inf. 2, 16035
(2016).

[11] J. Klinovaja, P. Stano, A. Yazdani, and D. Loss, Phys. Rev. Lett.
111, 186805 (2013).

[12] M. M. Vazifeh and M. Franz, Phys. Rev. Lett. 111, 206802
(2013).

[13] B. Braunecker and P. Simon, Phys. Rev. Lett. 111, 147202
(2013).

[14] S. Nadj-Perge, I. K. Drozdov, B. A. Bernevig, and A. Yazdani,
Phys. Rev. B 88, 020407 (2013).

[15] F. Pientka, L. I. Glazman, and F. von Oppen, Phys. Rev. B 88,
155420 (2013).

[16] O. A. Awoga, K. Björnson, and A. M. Black-Schaffer, Phys.
Rev. B 95, 184511 (2017).

[17] M. Sato and S. Fujimoto, Phys. Rev. B 79, 094504 (2009).

[18] M. Sato, Y. Takahashi, and S. Fujimoto, Phys. Rev. Lett. 103,
020401 (2009).

[19] R. M. Lutchyn, J. D. Sau, and S. Das Sarma, Phys. Rev. Lett.
105, 077001 (2010).

[20] Y. Oreg, G. Refael, and F. von Oppen, Phys. Rev. Lett. 105,
177002 (2010).

[21] J. D. Sau, R. M. Lutchyn, S. Tewari, and S. Das Sarma, Phys.
Rev. Lett. 104, 040502 (2010).

[22] J. Alicea, Phys. Rev. B 81, 125318 (2010).
[23] D. Chevallier, D. Sticlet, P. Simon, and C. Bena, Phys. Rev. B

85, 235307 (2012).
[24] B. I. Halperin, Y. Oreg, A. Stern, G. Refael, J. Alicea, and

F. von Oppen, Phys. Rev. B 85, 144501 (2012).
[25] D. Sticlet, C. Bena, and P. Simon, Phys. Rev. Lett. 108, 096802

(2012).
[26] E. Prada, P. San-Jose, and R. Aguado, Phys. Rev. B 86, 180503

(2012).
[27] F. Domínguez, F. Hassler, and G. Platero, Phys. Rev. B 86,

140503 (2012).
[28] J. Klinovaja, P. Stano, and D. Loss, Phys. Rev. Lett. 109, 236801

(2012).
[29] S. Nakosai, J. C. Budich, Y. Tanaka, B. Trauzettel, and N.

Nagaosa, Phys. Rev. Lett. 110, 117002 (2013).
[30] W. DeGottardi, M. Thakurathi, S. Vishveshwara, and D. Sen,

Phys. Rev. B 88, 165111 (2013).
[31] L. Weithofer and P. Recher, New J. Phys. 15, 085008 (2013).
[32] L. Weithofer, P. Recher, and T. L. Schmidt, Phys. Rev. B 90,

205416 (2014).
[33] E. Vernek, P. H. Penteado, A. C. Seridonio, and J. C. Egues,

Phys. Rev. B 89, 165314 (2014).

165425-10

https://doi.org/10.1088/0034-4885/75/7/076501
https://doi.org/10.1088/0034-4885/75/7/076501
https://doi.org/10.1088/0034-4885/75/7/076501
https://doi.org/10.1088/0034-4885/75/7/076501
https://doi.org/10.1103/PhysRevLett.100.096407
https://doi.org/10.1103/PhysRevLett.100.096407
https://doi.org/10.1103/PhysRevLett.100.096407
https://doi.org/10.1103/PhysRevLett.100.096407
https://doi.org/10.1103/PhysRevB.79.161408
https://doi.org/10.1103/PhysRevB.79.161408
https://doi.org/10.1103/PhysRevB.79.161408
https://doi.org/10.1103/PhysRevB.79.161408
https://doi.org/10.1103/RevModPhys.82.3045
https://doi.org/10.1103/RevModPhys.82.3045
https://doi.org/10.1103/RevModPhys.82.3045
https://doi.org/10.1103/RevModPhys.82.3045
https://doi.org/10.1103/RevModPhys.83.1057
https://doi.org/10.1103/RevModPhys.83.1057
https://doi.org/10.1103/RevModPhys.83.1057
https://doi.org/10.1103/RevModPhys.83.1057
https://doi.org/10.1103/PhysRevB.83.220510
https://doi.org/10.1103/PhysRevB.83.220510
https://doi.org/10.1103/PhysRevB.83.220510
https://doi.org/10.1103/PhysRevB.83.220510
https://doi.org/10.1038/ncomms10303
https://doi.org/10.1038/ncomms10303
https://doi.org/10.1038/ncomms10303
https://doi.org/10.1038/ncomms10303
https://doi.org/10.1126/science.1259327
https://doi.org/10.1126/science.1259327
https://doi.org/10.1126/science.1259327
https://doi.org/10.1126/science.1259327
https://doi.org/10.1103/PhysRevLett.115.197204
https://doi.org/10.1103/PhysRevLett.115.197204
https://doi.org/10.1103/PhysRevLett.115.197204
https://doi.org/10.1103/PhysRevLett.115.197204
https://doi.org/10.1038/npjqi.2016.35
https://doi.org/10.1038/npjqi.2016.35
https://doi.org/10.1038/npjqi.2016.35
https://doi.org/10.1038/npjqi.2016.35
https://doi.org/10.1103/PhysRevLett.111.186805
https://doi.org/10.1103/PhysRevLett.111.186805
https://doi.org/10.1103/PhysRevLett.111.186805
https://doi.org/10.1103/PhysRevLett.111.186805
https://doi.org/10.1103/PhysRevLett.111.206802
https://doi.org/10.1103/PhysRevLett.111.206802
https://doi.org/10.1103/PhysRevLett.111.206802
https://doi.org/10.1103/PhysRevLett.111.206802
https://doi.org/10.1103/PhysRevLett.111.147202
https://doi.org/10.1103/PhysRevLett.111.147202
https://doi.org/10.1103/PhysRevLett.111.147202
https://doi.org/10.1103/PhysRevLett.111.147202
https://doi.org/10.1103/PhysRevB.88.020407
https://doi.org/10.1103/PhysRevB.88.020407
https://doi.org/10.1103/PhysRevB.88.020407
https://doi.org/10.1103/PhysRevB.88.020407
https://doi.org/10.1103/PhysRevB.88.155420
https://doi.org/10.1103/PhysRevB.88.155420
https://doi.org/10.1103/PhysRevB.88.155420
https://doi.org/10.1103/PhysRevB.88.155420
https://doi.org/10.1103/PhysRevB.95.184511
https://doi.org/10.1103/PhysRevB.95.184511
https://doi.org/10.1103/PhysRevB.95.184511
https://doi.org/10.1103/PhysRevB.95.184511
https://doi.org/10.1103/PhysRevB.79.094504
https://doi.org/10.1103/PhysRevB.79.094504
https://doi.org/10.1103/PhysRevB.79.094504
https://doi.org/10.1103/PhysRevB.79.094504
https://doi.org/10.1103/PhysRevLett.103.020401
https://doi.org/10.1103/PhysRevLett.103.020401
https://doi.org/10.1103/PhysRevLett.103.020401
https://doi.org/10.1103/PhysRevLett.103.020401
https://doi.org/10.1103/PhysRevLett.105.077001
https://doi.org/10.1103/PhysRevLett.105.077001
https://doi.org/10.1103/PhysRevLett.105.077001
https://doi.org/10.1103/PhysRevLett.105.077001
https://doi.org/10.1103/PhysRevLett.105.177002
https://doi.org/10.1103/PhysRevLett.105.177002
https://doi.org/10.1103/PhysRevLett.105.177002
https://doi.org/10.1103/PhysRevLett.105.177002
https://doi.org/10.1103/PhysRevLett.104.040502
https://doi.org/10.1103/PhysRevLett.104.040502
https://doi.org/10.1103/PhysRevLett.104.040502
https://doi.org/10.1103/PhysRevLett.104.040502
https://doi.org/10.1103/PhysRevB.81.125318
https://doi.org/10.1103/PhysRevB.81.125318
https://doi.org/10.1103/PhysRevB.81.125318
https://doi.org/10.1103/PhysRevB.81.125318
https://doi.org/10.1103/PhysRevB.85.235307
https://doi.org/10.1103/PhysRevB.85.235307
https://doi.org/10.1103/PhysRevB.85.235307
https://doi.org/10.1103/PhysRevB.85.235307
https://doi.org/10.1103/PhysRevB.85.144501
https://doi.org/10.1103/PhysRevB.85.144501
https://doi.org/10.1103/PhysRevB.85.144501
https://doi.org/10.1103/PhysRevB.85.144501
https://doi.org/10.1103/PhysRevLett.108.096802
https://doi.org/10.1103/PhysRevLett.108.096802
https://doi.org/10.1103/PhysRevLett.108.096802
https://doi.org/10.1103/PhysRevLett.108.096802
https://doi.org/10.1103/PhysRevB.86.180503
https://doi.org/10.1103/PhysRevB.86.180503
https://doi.org/10.1103/PhysRevB.86.180503
https://doi.org/10.1103/PhysRevB.86.180503
https://doi.org/10.1103/PhysRevB.86.140503
https://doi.org/10.1103/PhysRevB.86.140503
https://doi.org/10.1103/PhysRevB.86.140503
https://doi.org/10.1103/PhysRevB.86.140503
https://doi.org/10.1103/PhysRevLett.109.236801
https://doi.org/10.1103/PhysRevLett.109.236801
https://doi.org/10.1103/PhysRevLett.109.236801
https://doi.org/10.1103/PhysRevLett.109.236801
https://doi.org/10.1103/PhysRevLett.110.117002
https://doi.org/10.1103/PhysRevLett.110.117002
https://doi.org/10.1103/PhysRevLett.110.117002
https://doi.org/10.1103/PhysRevLett.110.117002
https://doi.org/10.1103/PhysRevB.88.165111
https://doi.org/10.1103/PhysRevB.88.165111
https://doi.org/10.1103/PhysRevB.88.165111
https://doi.org/10.1103/PhysRevB.88.165111
https://doi.org/10.1088/1367-2630/15/8/085008
https://doi.org/10.1088/1367-2630/15/8/085008
https://doi.org/10.1088/1367-2630/15/8/085008
https://doi.org/10.1088/1367-2630/15/8/085008
https://doi.org/10.1103/PhysRevB.90.205416
https://doi.org/10.1103/PhysRevB.90.205416
https://doi.org/10.1103/PhysRevB.90.205416
https://doi.org/10.1103/PhysRevB.90.205416
https://doi.org/10.1103/PhysRevB.89.165314
https://doi.org/10.1103/PhysRevB.89.165314
https://doi.org/10.1103/PhysRevB.89.165314
https://doi.org/10.1103/PhysRevB.89.165314


METALLIZATION OF A RASHBA WIRE BY A … PHYSICAL REVIEW B 97, 165425 (2018)

[34] F. Maier, J. Klinovaja, and D. Loss, Phys. Rev. B 90, 195421
(2014).

[35] M. Thakurathi, O. Deb, and D. Sen, J. Phys.: Condens. Matter
27, 275702 (2015).

[36] O. Dmytruk, M. Trif, and P. Simon, Phys. Rev. B 92, 245432
(2015).

[37] F. Domínguez, J. Cayao, P. San-Jose, R. Aguado, A. L. Yeyati,
and E. Prada, npj Quantum Mater. 2, 13 (2017).

[38] M. M. Maśka, A. Gorczyca-Goraj, J. Tworzydło, and T.
Domański, Phys. Rev. B 95, 045429 (2017).

[39] V. Mourik, K. Zuo, S. M. Frolov, S. R. Plissard, E. P. A.
M. Bakkers, and L. P. Kouwenhoven, Science 336, 1003
(2012).

[40] M. T. Deng, C. L. Yu, G. Y. Huang, M. Larsson, P. Caroff, and
H. Q. Xu, Nano Lett. 12, 6414 (2012).

[41] A. Das, Y. Ronen, Y. Most, Y. Oreg, M. Heiblum, and H.
Shtrikman, Nat. Phys. 8, 887 (2012).

[42] H. O. H. Churchill, V. Fatemi, K. Grove-Rasmussen, M. T.
Deng, P. Caroff, H. Q. Xu, and C. M. Marcus, Phys. Rev. B 87,
241401 (2013).

[43] A. D. K. Finck, D. J. Van Harlingen, P. K. Mohseni, K. Jung,
and X. Li, Phys. Rev. Lett. 110, 126406 (2013).

[44] S. Takei, B. M. Fregoso, H.-Y. Hui, A. M. Lobos, and S. Das
Sarma, Phys. Rev. Lett. 110, 186803 (2013).

[45] T. D. Stanescu, R. M. Lutchyn, and S. Das Sarma, Phys. Rev.
B 90, 085302 (2014).

[46] W. Chang, S. M. Albrecht, T. S. Jespersen, F. Kuemmeth, P.
Krogstrup, J. Nygård, and C. M. Marcus, Nat. Nanotechnol.
10, 232 (2015).

[47] S. M. Albrecht, A. P. Higginbotham, M. Madsen, F. Kuemmeth,
T. S. Jespersen, J. Nygård, P. Krogstrup, and C. M. Marcus,
Nature (London) 531, 206 (2016).

[48] M. T. Deng, S. Vaitiekenas, E. B. Hansen, J. Danon, M. Leijnse,
K. Flensberg, J. Nygård, P. Krogstrup, and C. M. Marcus,
Science 354, 1557 (2016).

[49] S. Gazibegovic, D. Car, H. Zhang, S. C. Balk, J. A. Logan, M.
W. A. de Moor, M. C. Cassidy, R. Schmits, D. Xu, G. Wang
et al., Nature (London) 548, 434 (2017).

[50] H. Zhang, C.-X. Liu, S. Gazibegovic, D. Xu, J. A. Logan, G.
Wang, N. van Loo, J. D. S. Bommer, M. W. A. de Moor, D.
Car et al., Nature 556, 74 (2018).

[51] S. Vaitiekėnas, M. T. Deng, J. Nygård, P. Krogstrup, and C. M.
Marcus, arXiv:1710.04300.

[52] M. T. Deng, S. Vaitiekénas, E. Prada, P. San-Jose, J. Nygård, P.
Krogstrup, R. Aguado, and C. M. Marcus, arXiv:1712.03536.

[53] M. Kjaergaard, F. Nichele, H. J. Suominen, M. P. Nowak, M.
Wimmer, A. R. Akhmerov, J. A. Folk, K. Flensberg, J. Shabani,
C. J. Palmstrøm, and C. M. Marcus, Nat. Commun. 7, 12841
(2016).

[54] J. Shabani, M. Kjaergaard, H. J. Suominen, Y. Kim, F. Nichele,
K. Pakrouski, T. Stankevic, R. M. Lutchyn, P. Krogstrup, R.
Feidenhans’l et al., Phys. Rev. B 93, 155402 (2016).

[55] M. Kjaergaard, H. J. Suominen, M. P. Nowak, A. R. Akhmerov,
J. Shabani, C. J. Palmstrøm, F. Nichele, and C. M. Marcus,
Phys. Rev. Applied 7, 034029 (2017).

[56] H. J. Suominen, M. Kjaergaard, A. R. Hamilton, J. Shabani, C.
J. Palmstrøm, C. M. Marcus, and F. Nichele, Phys. Rev. Lett.
119, 176805 (2017).

[57] F. Nichele, A. C. C. Drachmann, A. M. Whiticar, E. C. T.
O’Farrell, H. J. Suominen, A. Fornieri, T. Wang, G. C. Gardner,

C. Thomas, A. T. Hatke et al., Phys. Rev. Lett. 119, 136803
(2017).

[58] J. D. Sau, R. M. Lutchyn, S. Tewari, and S. Das Sarma, Phys.
Rev. B 82, 094522 (2010).

[59] T. D. Stanescu, J. D. Sau, R. M. Lutchyn, and S. Das Sarma,
Phys. Rev. B 81, 241310 (2010).

[60] A. C. Potter and P. A. Lee, Phys. Rev. B 83, 184520 (2011).
[61] G. Tkachov, Phys. Rev. B 87, 245422 (2013).
[62] A. A. Zyuzin, D. Rainis, J. Klinovaja, and D. Loss, Phys. Rev.

Lett. 111, 056802 (2013).
[63] W. S. Cole, S. Das Sarma, and T. D. Stanescu, Phys. Rev. B 92,

174511 (2015).
[64] B. van Heck, R. M. Lutchyn, and L. I. Glazman, Phys. Rev. B

93, 235431 (2016).
[65] M. Hell, K. Flensberg, and M. Leijnse, Phys. Rev. B 96, 035444

(2017).
[66] T. D. Stanescu and S. Das Sarma, Phys. Rev. B 96, 014510

(2017).
[67] C.-X. Liu, J. D. Sau, T. D. Stanescu, and S. Das Sarma, Phys.

Rev. B 96, 075161 (2017).
[68] C. Reeg and D. L. Maslov, Phys. Rev. B 95, 205439 (2017).
[69] More specifically, the strong-coupling limit (defined when the

induced gap satisfies Eg ∼ �) is obtained for πt2νs � �,
where πt2νs is the usual tunneling energy scale (t is a tunneling
amplitude and νs is the density of states of the metal).

[70] C. Reeg, D. Loss, and J. Klinovaja, Phys. Rev. B 96, 125426
(2017).

[71] M. Wimmer, A. R. Akhmerov, M. V. Medvedyeva, J. Tworzy-
dło, and C. W. J. Beenakker, Phys. Rev. Lett. 105, 046803
(2010).

[72] T. D. Stanescu, R. M. Lutchyn, and S. Das Sarma, Phys.
Rev. B 84, 144522 (2011).

[73] A. C. Potter and P. A. Lee, Phys. Rev. Lett. 105, 227003 (2010).
[74] A. C. Potter and P. A. Lee, Phys. Rev. B 83, 094525 (2011).
[75] R. M. Lutchyn, T. D. Stanescu, and S. Das Sarma, Phys. Rev.

Lett. 106, 127001 (2011).
[76] R. M. Lutchyn and M. P. A. Fisher, Phys. Rev. B 84, 214528

(2011).
[77] B. Zhou and S.-Q. Shen, Phys. Rev. B 84, 054532 (2011).
[78] K. T. Law and P. A. Lee, Phys. Rev. B 84, 081304 (2011).
[79] G. Kells, D. Meidan, and P. W. Brouwer, Phys. Rev. B 85,

060507 (2012).
[80] F. Pientka, G. Kells, A. Romito, P. W. Brouwer, and F. von

Oppen, Phys. Rev. Lett. 109, 227006 (2012).
[81] M. Gibertini, F. Taddei, M. Polini, and R. Fazio, Phys. Rev. B

85, 144525 (2012).
[82] D. Rainis, L. Trifunovic, J. Klinovaja, and D. Loss, Phys.

Rev. B 87, 024515 (2013).
[83] M.-T. Rieder and P. W. Brouwer, Phys. Rev. B 90, 205404

(2014).
[84] B. Pekerten, A. Teker, Ö. Bozat, M. Wimmer, and I. Adagideli,

Phys. Rev. B 95, 064507 (2017).
[85] F. Crépin, P. Burset, and B. Trauzettel, Phys. Rev. B 92, 100507

(2015).
[86] I. M. Dayton, N. Sedlmayr, V. Ramirez, T. C. Chasapis, R.

Loloee, M. G. Kanatzidis, A. Levchenko, and S. H. Tessmer,
Phys. Rev. B 93, 220506 (2016).

[87] S. Charpentier, L. Galletti, G. Kunakova, R. Arpaia, Y. Song, R.
Baghdadi, S. M. Wang, A. Kalaboukhov, E. Olsson, F. Tafuri
et al., Nat. Commun. 8, 2019 (2017).

165425-11

https://doi.org/10.1103/PhysRevB.90.195421
https://doi.org/10.1103/PhysRevB.90.195421
https://doi.org/10.1103/PhysRevB.90.195421
https://doi.org/10.1103/PhysRevB.90.195421
https://doi.org/10.1088/0953-8984/27/27/275702
https://doi.org/10.1088/0953-8984/27/27/275702
https://doi.org/10.1088/0953-8984/27/27/275702
https://doi.org/10.1088/0953-8984/27/27/275702
https://doi.org/10.1103/PhysRevB.92.245432
https://doi.org/10.1103/PhysRevB.92.245432
https://doi.org/10.1103/PhysRevB.92.245432
https://doi.org/10.1103/PhysRevB.92.245432
https://doi.org/10.1038/s41535-017-0012-0
https://doi.org/10.1038/s41535-017-0012-0
https://doi.org/10.1038/s41535-017-0012-0
https://doi.org/10.1038/s41535-017-0012-0
https://doi.org/10.1103/PhysRevB.95.045429
https://doi.org/10.1103/PhysRevB.95.045429
https://doi.org/10.1103/PhysRevB.95.045429
https://doi.org/10.1103/PhysRevB.95.045429
https://doi.org/10.1126/science.1222360
https://doi.org/10.1126/science.1222360
https://doi.org/10.1126/science.1222360
https://doi.org/10.1126/science.1222360
https://doi.org/10.1021/nl303758w
https://doi.org/10.1021/nl303758w
https://doi.org/10.1021/nl303758w
https://doi.org/10.1021/nl303758w
https://doi.org/10.1038/nphys2479
https://doi.org/10.1038/nphys2479
https://doi.org/10.1038/nphys2479
https://doi.org/10.1038/nphys2479
https://doi.org/10.1103/PhysRevB.87.241401
https://doi.org/10.1103/PhysRevB.87.241401
https://doi.org/10.1103/PhysRevB.87.241401
https://doi.org/10.1103/PhysRevB.87.241401
https://doi.org/10.1103/PhysRevLett.110.126406
https://doi.org/10.1103/PhysRevLett.110.126406
https://doi.org/10.1103/PhysRevLett.110.126406
https://doi.org/10.1103/PhysRevLett.110.126406
https://doi.org/10.1103/PhysRevLett.110.186803
https://doi.org/10.1103/PhysRevLett.110.186803
https://doi.org/10.1103/PhysRevLett.110.186803
https://doi.org/10.1103/PhysRevLett.110.186803
https://doi.org/10.1103/PhysRevB.90.085302
https://doi.org/10.1103/PhysRevB.90.085302
https://doi.org/10.1103/PhysRevB.90.085302
https://doi.org/10.1103/PhysRevB.90.085302
https://doi.org/10.1038/nnano.2014.306
https://doi.org/10.1038/nnano.2014.306
https://doi.org/10.1038/nnano.2014.306
https://doi.org/10.1038/nnano.2014.306
https://doi.org/10.1038/nature17162
https://doi.org/10.1038/nature17162
https://doi.org/10.1038/nature17162
https://doi.org/10.1038/nature17162
https://doi.org/10.1126/science.aaf3961
https://doi.org/10.1126/science.aaf3961
https://doi.org/10.1126/science.aaf3961
https://doi.org/10.1126/science.aaf3961
https://doi.org/10.1038/nature23468
https://doi.org/10.1038/nature23468
https://doi.org/10.1038/nature23468
https://doi.org/10.1038/nature23468
https://doi.org/10.1038/nature26142
https://doi.org/10.1038/nature26142
https://doi.org/10.1038/nature26142
https://doi.org/10.1038/nature26142
http://arxiv.org/abs/arXiv:1710.04300
http://arxiv.org/abs/arXiv:1712.03536
https://doi.org/10.1038/ncomms12841
https://doi.org/10.1038/ncomms12841
https://doi.org/10.1038/ncomms12841
https://doi.org/10.1038/ncomms12841
https://doi.org/10.1103/PhysRevB.93.155402
https://doi.org/10.1103/PhysRevB.93.155402
https://doi.org/10.1103/PhysRevB.93.155402
https://doi.org/10.1103/PhysRevB.93.155402
https://doi.org/10.1103/PhysRevApplied.7.034029
https://doi.org/10.1103/PhysRevApplied.7.034029
https://doi.org/10.1103/PhysRevApplied.7.034029
https://doi.org/10.1103/PhysRevApplied.7.034029
https://doi.org/10.1103/PhysRevLett.119.176805
https://doi.org/10.1103/PhysRevLett.119.176805
https://doi.org/10.1103/PhysRevLett.119.176805
https://doi.org/10.1103/PhysRevLett.119.176805
https://doi.org/10.1103/PhysRevLett.119.136803
https://doi.org/10.1103/PhysRevLett.119.136803
https://doi.org/10.1103/PhysRevLett.119.136803
https://doi.org/10.1103/PhysRevLett.119.136803
https://doi.org/10.1103/PhysRevB.82.094522
https://doi.org/10.1103/PhysRevB.82.094522
https://doi.org/10.1103/PhysRevB.82.094522
https://doi.org/10.1103/PhysRevB.82.094522
https://doi.org/10.1103/PhysRevB.81.241310
https://doi.org/10.1103/PhysRevB.81.241310
https://doi.org/10.1103/PhysRevB.81.241310
https://doi.org/10.1103/PhysRevB.81.241310
https://doi.org/10.1103/PhysRevB.83.184520
https://doi.org/10.1103/PhysRevB.83.184520
https://doi.org/10.1103/PhysRevB.83.184520
https://doi.org/10.1103/PhysRevB.83.184520
https://doi.org/10.1103/PhysRevB.87.245422
https://doi.org/10.1103/PhysRevB.87.245422
https://doi.org/10.1103/PhysRevB.87.245422
https://doi.org/10.1103/PhysRevB.87.245422
https://doi.org/10.1103/PhysRevLett.111.056802
https://doi.org/10.1103/PhysRevLett.111.056802
https://doi.org/10.1103/PhysRevLett.111.056802
https://doi.org/10.1103/PhysRevLett.111.056802
https://doi.org/10.1103/PhysRevB.92.174511
https://doi.org/10.1103/PhysRevB.92.174511
https://doi.org/10.1103/PhysRevB.92.174511
https://doi.org/10.1103/PhysRevB.92.174511
https://doi.org/10.1103/PhysRevB.93.235431
https://doi.org/10.1103/PhysRevB.93.235431
https://doi.org/10.1103/PhysRevB.93.235431
https://doi.org/10.1103/PhysRevB.93.235431
https://doi.org/10.1103/PhysRevB.96.035444
https://doi.org/10.1103/PhysRevB.96.035444
https://doi.org/10.1103/PhysRevB.96.035444
https://doi.org/10.1103/PhysRevB.96.035444
https://doi.org/10.1103/PhysRevB.96.014510
https://doi.org/10.1103/PhysRevB.96.014510
https://doi.org/10.1103/PhysRevB.96.014510
https://doi.org/10.1103/PhysRevB.96.014510
https://doi.org/10.1103/PhysRevB.96.075161
https://doi.org/10.1103/PhysRevB.96.075161
https://doi.org/10.1103/PhysRevB.96.075161
https://doi.org/10.1103/PhysRevB.96.075161
https://doi.org/10.1103/PhysRevB.95.205439
https://doi.org/10.1103/PhysRevB.95.205439
https://doi.org/10.1103/PhysRevB.95.205439
https://doi.org/10.1103/PhysRevB.95.205439
https://doi.org/10.1103/PhysRevB.96.125426
https://doi.org/10.1103/PhysRevB.96.125426
https://doi.org/10.1103/PhysRevB.96.125426
https://doi.org/10.1103/PhysRevB.96.125426
https://doi.org/10.1103/PhysRevLett.105.046803
https://doi.org/10.1103/PhysRevLett.105.046803
https://doi.org/10.1103/PhysRevLett.105.046803
https://doi.org/10.1103/PhysRevLett.105.046803
https://doi.org/10.1103/PhysRevB.84.144522
https://doi.org/10.1103/PhysRevB.84.144522
https://doi.org/10.1103/PhysRevB.84.144522
https://doi.org/10.1103/PhysRevB.84.144522
https://doi.org/10.1103/PhysRevLett.105.227003
https://doi.org/10.1103/PhysRevLett.105.227003
https://doi.org/10.1103/PhysRevLett.105.227003
https://doi.org/10.1103/PhysRevLett.105.227003
https://doi.org/10.1103/PhysRevB.83.094525
https://doi.org/10.1103/PhysRevB.83.094525
https://doi.org/10.1103/PhysRevB.83.094525
https://doi.org/10.1103/PhysRevB.83.094525
https://doi.org/10.1103/PhysRevLett.106.127001
https://doi.org/10.1103/PhysRevLett.106.127001
https://doi.org/10.1103/PhysRevLett.106.127001
https://doi.org/10.1103/PhysRevLett.106.127001
https://doi.org/10.1103/PhysRevB.84.214528
https://doi.org/10.1103/PhysRevB.84.214528
https://doi.org/10.1103/PhysRevB.84.214528
https://doi.org/10.1103/PhysRevB.84.214528
https://doi.org/10.1103/PhysRevB.84.054532
https://doi.org/10.1103/PhysRevB.84.054532
https://doi.org/10.1103/PhysRevB.84.054532
https://doi.org/10.1103/PhysRevB.84.054532
https://doi.org/10.1103/PhysRevB.84.081304
https://doi.org/10.1103/PhysRevB.84.081304
https://doi.org/10.1103/PhysRevB.84.081304
https://doi.org/10.1103/PhysRevB.84.081304
https://doi.org/10.1103/PhysRevB.85.060507
https://doi.org/10.1103/PhysRevB.85.060507
https://doi.org/10.1103/PhysRevB.85.060507
https://doi.org/10.1103/PhysRevB.85.060507
https://doi.org/10.1103/PhysRevLett.109.227006
https://doi.org/10.1103/PhysRevLett.109.227006
https://doi.org/10.1103/PhysRevLett.109.227006
https://doi.org/10.1103/PhysRevLett.109.227006
https://doi.org/10.1103/PhysRevB.85.144525
https://doi.org/10.1103/PhysRevB.85.144525
https://doi.org/10.1103/PhysRevB.85.144525
https://doi.org/10.1103/PhysRevB.85.144525
https://doi.org/10.1103/PhysRevB.87.024515
https://doi.org/10.1103/PhysRevB.87.024515
https://doi.org/10.1103/PhysRevB.87.024515
https://doi.org/10.1103/PhysRevB.87.024515
https://doi.org/10.1103/PhysRevB.90.205404
https://doi.org/10.1103/PhysRevB.90.205404
https://doi.org/10.1103/PhysRevB.90.205404
https://doi.org/10.1103/PhysRevB.90.205404
https://doi.org/10.1103/PhysRevB.95.064507
https://doi.org/10.1103/PhysRevB.95.064507
https://doi.org/10.1103/PhysRevB.95.064507
https://doi.org/10.1103/PhysRevB.95.064507
https://doi.org/10.1103/PhysRevB.92.100507
https://doi.org/10.1103/PhysRevB.92.100507
https://doi.org/10.1103/PhysRevB.92.100507
https://doi.org/10.1103/PhysRevB.92.100507
https://doi.org/10.1103/PhysRevB.93.220506
https://doi.org/10.1103/PhysRevB.93.220506
https://doi.org/10.1103/PhysRevB.93.220506
https://doi.org/10.1103/PhysRevB.93.220506
https://doi.org/10.1038/s41467-017-02069-z
https://doi.org/10.1038/s41467-017-02069-z
https://doi.org/10.1038/s41467-017-02069-z
https://doi.org/10.1038/s41467-017-02069-z


CHRISTOPHER REEG, DANIEL LOSS, AND JELENA KLINOVAJA PHYSICAL REVIEW B 97, 165425 (2018)

[88] J. Cayao and A. M. Black-Schaffer, Phys. Rev. B 96, 155426
(2017).

[89] A. M. Black-Schaffer and A. V. Balatsky, Phys. Rev. B 86,
144506 (2012).

[90] Y. Asano and Y. Tanaka, Phys. Rev. B 87, 104513 (2013).
[91] F. S. Bergeret and I. V. Tokatly, Phys. Rev. Lett. 110, 117003

(2013).
[92] F. S. Bergeret and I. V. Tokatly, Phys. Rev. B 89, 134517 (2014).
[93] C. R. Reeg and D. L. Maslov, Phys. Rev. B 92, 134512 (2015).
[94] S. Hart, H. Ren, M. Kosowsky, G. Ben-Shach, P. Leubner, C.

Brüne, H. Buhmann, L. W. Molenkamp, B. I. Halperin, and A.
Yacoby, Nat. Phys. 13, 87 (2016).

[95] F. Yang and M. W. Wu, Phys. Rev. B 95, 075304 (2017).
[96] V. M. Edelstein, Phys. Rev. B 67, 020505 (2003).
[97] I. V. Bobkova and A. M. Bobkov, Phys. Rev. B 95, 184518

(2017).
[98] A. Buzdin, Rev. Mod. Phys. 77, 935 (2005).
[99] F. Bergeret, A. Volkov, and K. Efetov, Rev. Mod. Phys. 77,

1321 (2005).
[100] M. Eschrig, Phys. Today 64(1), 43 (2011).
[101] J. Linder and J. W. A. Robinson, Nat. Phys. 11, 307 (2015).
[102] J. M. Byers and M. E. Flatté, Phys. Rev. Lett. 74, 306 (1995).
[103] M.-S. Choi, C. Bruder, and D. Loss, Phys. Rev. B 62, 13569

(2000).
[104] G. Deutscher and D. Feinberg, Appl. Phys. Lett. 76, 487 (2000).
[105] G. B. Lesovik, T. Martin, and G. Blatter, Eur. Phys. J. B 24,

287 (2001).
[106] P. Recher, E. V. Sukhorukov, and D. Loss, Phys. Rev. B 63,

165314 (2001).
[107] A. L. Yeyati, F. S. Bergeret, A. Martin-Rodero, and T. M.

Klapwijk, Nat. Phys. 3, 455 (2007).
[108] R. I. Shekhter, O. Entin-Wohlman, M. Jonson, and A. Aharony,

Phys. Rev. Lett. 116, 217001 (2016).
[109] C. G. L. Bøttcher, F. Nichele, M. Kjaergaard, H. J. Suomi-

nen, J. Shabani, C. J. Palmstrøm, and C. M. Marcus,
arXiv:1711.01451.

[110] Yu. A. Bychkov and E. I. Rashba, JETP Lett. 39, 78 (1984).
[111] For simplicity, we assume that the spin-orbit coupling is

intrinsic to the semiconductor. However, any modifications to
the spin-orbit strength by the interface with the superconductor
can be accounted for by renormalizing α.

[112] We choose the hopping amplitude in the superconductor to be a
factor of 10 larger than the chemical potential in order to model
the continuum free-electron model, so that there are negligible
band curvature effects impacting our numerical results.

[113] We have verified numerically that the renormalization of the
g factor does not depend on the specific choice for �Z and is
also not affected by superconductivity (i.e., it is the same for
� = 0).

[114] K. D. Usadel, Phys. Rev. Lett. 25, 507 (1970).
[115] W. Belzig, C. Bruder, and G. Schön, Phys. Rev. B 54, 9443

(1996).
[116] W. Belzig, F. K. Wilhelm, C. Bruder, G. Schön, and A. D.

Zaikin, Superlatt. Microstruct. 25, 1251 (1999).
[117] C. R. Reeg and D. L. Maslov, Phys. Rev. B 90, 024502 (2014).
[118] It has been shown that in the bulk limit, disorder reduces the

proximity gap [133].
[119] A. M. Clogston, Phys. Rev. Lett. 9, 266 (1962).
[120] We note that we do not treat superconductivity self-consistently

in the presence of the magnetic field as done, for example, for
magnetic impurities on superconducting surfaces [134–136].
However, this can only decrease the order parameter in the
superconductor, which would not affect the band shift or
renormalization of the semiconductor parameters.

[121] We note that orbital effects due to the magnetic field can lead
to an additional shift of the chemical potential of the wire
[137], but this shift is typically too small to counteract the large
proximity-induced band shift.

[122] C. Reeg, J. Klinovaja, and D. Loss, Phys. Rev. B 96, 081301
(2017).

[123] C. Schrade, M. Thakurathi, C. Reeg, S. Hoffman, J. Klinovaja,
and D. Loss, Phys. Rev. B 96, 035306 (2017).

[124] A. E. Antipov, A. Bargerbos, G. W. Winkler, B. Bauer, E. Rossi,
and R. M. Lutchyn, arXiv:1801.02616.

[125] B. D. Woods, T. D. Stanescu, and S. Das Sarma,
arXiv:1801.02630.

[126] A. E. G. Mikkelsen, P. Kotetes, P. Krogstrup, and K. Flensberg,
arXiv:1801.03439.

[127] S. Gangadharaiah, B. Braunecker, P. Simon, and D. Loss, Phys.
Rev. Lett. 107, 036801 (2011).

[128] E. M. Stoudenmire, J. Alicea, O. A. Starykh, and M. P. A.
Fisher, Phys. Rev. B 84, 014503 (2011).

[129] M. Thakurathi, P. Simon, I. Mandal, J. Klinovaja, and D. Loss,
Phys. Rev. B 97, 045415 (2018).

[130] F. Setiawan, C.-X. Liu, J. D. Sau, and S. Das Sarma, Phys.
Rev. B 96, 184520 (2017).

[131] T. O. Rosdahl, A. Vuik, M. Kjaergaard, and A. R. Akhmerov,
Phys. Rev. B 97, 045421 (2018).

[132] For example, see Fig. 2(G) of Ref. [48], Fig. 4(d) of Ref. [49],
and Extended Data Figure 4(f) of Ref. [50].

[133] W. S. Cole, J. D. Sau, and S. Das Sarma, Phys. Rev. B 94,
140505 (2016).

[134] M. E. Flatté and J. M. Byers, Phys. Rev. Lett. 78, 3761 (1997).
[135] A. V. Balatsky, I. Vekhter, and J.-X. Zhu, Rev. Mod. Phys. 78,

373 (2006).
[136] T. Meng, J. Klinovaja, S. Hoffman, P. Simon, and D. Loss,

Phys. Rev. B 92, 064503 (2015).
[137] O. Dmytruk and J. Klinovaja, Phys. Rev. B 97, 155409 (2018).

165425-12

https://doi.org/10.1103/PhysRevB.96.155426
https://doi.org/10.1103/PhysRevB.96.155426
https://doi.org/10.1103/PhysRevB.96.155426
https://doi.org/10.1103/PhysRevB.96.155426
https://doi.org/10.1103/PhysRevB.86.144506
https://doi.org/10.1103/PhysRevB.86.144506
https://doi.org/10.1103/PhysRevB.86.144506
https://doi.org/10.1103/PhysRevB.86.144506
https://doi.org/10.1103/PhysRevB.87.104513
https://doi.org/10.1103/PhysRevB.87.104513
https://doi.org/10.1103/PhysRevB.87.104513
https://doi.org/10.1103/PhysRevB.87.104513
https://doi.org/10.1103/PhysRevLett.110.117003
https://doi.org/10.1103/PhysRevLett.110.117003
https://doi.org/10.1103/PhysRevLett.110.117003
https://doi.org/10.1103/PhysRevLett.110.117003
https://doi.org/10.1103/PhysRevB.89.134517
https://doi.org/10.1103/PhysRevB.89.134517
https://doi.org/10.1103/PhysRevB.89.134517
https://doi.org/10.1103/PhysRevB.89.134517
https://doi.org/10.1103/PhysRevB.92.134512
https://doi.org/10.1103/PhysRevB.92.134512
https://doi.org/10.1103/PhysRevB.92.134512
https://doi.org/10.1103/PhysRevB.92.134512
https://doi.org/10.1038/nphys3877
https://doi.org/10.1038/nphys3877
https://doi.org/10.1038/nphys3877
https://doi.org/10.1038/nphys3877
https://doi.org/10.1103/PhysRevB.95.075304
https://doi.org/10.1103/PhysRevB.95.075304
https://doi.org/10.1103/PhysRevB.95.075304
https://doi.org/10.1103/PhysRevB.95.075304
https://doi.org/10.1103/PhysRevB.67.020505
https://doi.org/10.1103/PhysRevB.67.020505
https://doi.org/10.1103/PhysRevB.67.020505
https://doi.org/10.1103/PhysRevB.67.020505
https://doi.org/10.1103/PhysRevB.95.184518
https://doi.org/10.1103/PhysRevB.95.184518
https://doi.org/10.1103/PhysRevB.95.184518
https://doi.org/10.1103/PhysRevB.95.184518
https://doi.org/10.1103/RevModPhys.77.935
https://doi.org/10.1103/RevModPhys.77.935
https://doi.org/10.1103/RevModPhys.77.935
https://doi.org/10.1103/RevModPhys.77.935
https://doi.org/10.1103/RevModPhys.77.1321
https://doi.org/10.1103/RevModPhys.77.1321
https://doi.org/10.1103/RevModPhys.77.1321
https://doi.org/10.1103/RevModPhys.77.1321
https://doi.org/10.1063/1.3541944
https://doi.org/10.1063/1.3541944
https://doi.org/10.1063/1.3541944
https://doi.org/10.1063/1.3541944
https://doi.org/10.1063/1.3541944
https://doi.org/10.1038/nphys3242
https://doi.org/10.1038/nphys3242
https://doi.org/10.1038/nphys3242
https://doi.org/10.1038/nphys3242
https://doi.org/10.1103/PhysRevLett.74.306
https://doi.org/10.1103/PhysRevLett.74.306
https://doi.org/10.1103/PhysRevLett.74.306
https://doi.org/10.1103/PhysRevLett.74.306
https://doi.org/10.1103/PhysRevB.62.13569
https://doi.org/10.1103/PhysRevB.62.13569
https://doi.org/10.1103/PhysRevB.62.13569
https://doi.org/10.1103/PhysRevB.62.13569
https://doi.org/10.1063/1.125796
https://doi.org/10.1063/1.125796
https://doi.org/10.1063/1.125796
https://doi.org/10.1063/1.125796
https://doi.org/10.1007/s10051-001-8675-4
https://doi.org/10.1007/s10051-001-8675-4
https://doi.org/10.1007/s10051-001-8675-4
https://doi.org/10.1007/s10051-001-8675-4
https://doi.org/10.1103/PhysRevB.63.165314
https://doi.org/10.1103/PhysRevB.63.165314
https://doi.org/10.1103/PhysRevB.63.165314
https://doi.org/10.1103/PhysRevB.63.165314
https://doi.org/10.1038/nphys621
https://doi.org/10.1038/nphys621
https://doi.org/10.1038/nphys621
https://doi.org/10.1038/nphys621
https://doi.org/10.1103/PhysRevLett.116.217001
https://doi.org/10.1103/PhysRevLett.116.217001
https://doi.org/10.1103/PhysRevLett.116.217001
https://doi.org/10.1103/PhysRevLett.116.217001
http://arxiv.org/abs/arXiv:1711.01451
http://www.jetpletters.ac.ru/ps/1264/article_19121.shtml
https://doi.org/10.1103/PhysRevLett.25.507
https://doi.org/10.1103/PhysRevLett.25.507
https://doi.org/10.1103/PhysRevLett.25.507
https://doi.org/10.1103/PhysRevLett.25.507
https://doi.org/10.1103/PhysRevB.54.9443
https://doi.org/10.1103/PhysRevB.54.9443
https://doi.org/10.1103/PhysRevB.54.9443
https://doi.org/10.1103/PhysRevB.54.9443
https://doi.org/10.1006/spmi.1999.0710
https://doi.org/10.1006/spmi.1999.0710
https://doi.org/10.1006/spmi.1999.0710
https://doi.org/10.1006/spmi.1999.0710
https://doi.org/10.1103/PhysRevB.90.024502
https://doi.org/10.1103/PhysRevB.90.024502
https://doi.org/10.1103/PhysRevB.90.024502
https://doi.org/10.1103/PhysRevB.90.024502
https://doi.org/10.1103/PhysRevLett.9.266
https://doi.org/10.1103/PhysRevLett.9.266
https://doi.org/10.1103/PhysRevLett.9.266
https://doi.org/10.1103/PhysRevLett.9.266
https://doi.org/10.1103/PhysRevB.96.081301
https://doi.org/10.1103/PhysRevB.96.081301
https://doi.org/10.1103/PhysRevB.96.081301
https://doi.org/10.1103/PhysRevB.96.081301
https://doi.org/10.1103/PhysRevB.96.035306
https://doi.org/10.1103/PhysRevB.96.035306
https://doi.org/10.1103/PhysRevB.96.035306
https://doi.org/10.1103/PhysRevB.96.035306
http://arxiv.org/abs/arXiv:1801.02616
http://arxiv.org/abs/arXiv:1801.02630
http://arxiv.org/abs/arXiv:1801.03439
https://doi.org/10.1103/PhysRevLett.107.036801
https://doi.org/10.1103/PhysRevLett.107.036801
https://doi.org/10.1103/PhysRevLett.107.036801
https://doi.org/10.1103/PhysRevLett.107.036801
https://doi.org/10.1103/PhysRevB.84.014503
https://doi.org/10.1103/PhysRevB.84.014503
https://doi.org/10.1103/PhysRevB.84.014503
https://doi.org/10.1103/PhysRevB.84.014503
https://doi.org/10.1103/PhysRevB.97.045415
https://doi.org/10.1103/PhysRevB.97.045415
https://doi.org/10.1103/PhysRevB.97.045415
https://doi.org/10.1103/PhysRevB.97.045415
https://doi.org/10.1103/PhysRevB.96.184520
https://doi.org/10.1103/PhysRevB.96.184520
https://doi.org/10.1103/PhysRevB.96.184520
https://doi.org/10.1103/PhysRevB.96.184520
https://doi.org/10.1103/PhysRevB.97.045421
https://doi.org/10.1103/PhysRevB.97.045421
https://doi.org/10.1103/PhysRevB.97.045421
https://doi.org/10.1103/PhysRevB.97.045421
https://doi.org/10.1103/PhysRevB.94.140505
https://doi.org/10.1103/PhysRevB.94.140505
https://doi.org/10.1103/PhysRevB.94.140505
https://doi.org/10.1103/PhysRevB.94.140505
https://doi.org/10.1103/PhysRevLett.78.3761
https://doi.org/10.1103/PhysRevLett.78.3761
https://doi.org/10.1103/PhysRevLett.78.3761
https://doi.org/10.1103/PhysRevLett.78.3761
https://doi.org/10.1103/RevModPhys.78.373
https://doi.org/10.1103/RevModPhys.78.373
https://doi.org/10.1103/RevModPhys.78.373
https://doi.org/10.1103/RevModPhys.78.373
https://doi.org/10.1103/PhysRevB.92.064503
https://doi.org/10.1103/PhysRevB.92.064503
https://doi.org/10.1103/PhysRevB.92.064503
https://doi.org/10.1103/PhysRevB.92.064503
https://doi.org/10.1103/PhysRevB.97.155409
https://doi.org/10.1103/PhysRevB.97.155409
https://doi.org/10.1103/PhysRevB.97.155409
https://doi.org/10.1103/PhysRevB.97.155409



