
PHYSICAL REVIEW B 97, 155107 (2018)

Out-of-equilibrium dynamics of repulsive Fermi gases in quasiperiodic potentials:
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The dynamics of a one-dimensional two-component Fermi gas in the presence of a quasiperiodic optical lattice
(OL) is investigated by means of a density functional theory approach. Inspired by the protocol implemented
in recent cold-atom experiments—designed to identify the many-body localization transition—we analyze the
relaxation of an initially prepared imbalance between the occupation number of odd and of even sites. For
quasidisorder strength beyond the Anderson localization transition, the imbalance survives for long times,
indicating the inability of the system to reach local equilibrium. The late-time value of the imbalance diminishes
for increasing interaction strength. Close to the critical quasidisorder strength corresponding to the noninteracting
(Anderson) transition, the interacting system displays an extremely slow relaxation dynamics, consistent with
subdiffusive behavior. The amplitude of the imbalance fluctuations around its running average is found to decrease
with time, and such damping is more effective with increasing interaction strengths. While our study addresses
the setup with two equally intense OLs, very similar effects due to interactions have been observed also in recent
cold-atom experiments performed in the tight-binding regime, i.e., where one of the two OLs is very deep and
the other is much weaker.
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I. INTRODUCTION

Since Anderson’s 1958 seminal paper [1], it is known
that sufficiently strong disorder can cause the localization
of noninteracting quantum particles, inducing an insulating
behavior in macroscopic samples. A vast body of more recent
theoretical work supports the view that localization can persist
also in the presence of interactions [2], leading to a noner-
godic phase of matter—dubbed many-body localized (MBL)
phase—which fails to thermalize, thus violating the eigenstate
thermalization hypothesis (for a review, see Ref. [3]). However,
the MBL phase is believed to be qualitatively different from
the noninteracting Anderson insulator: while both phases are
characterized by the absence of transport of any physical
quantity, quantum correlations can still propagate in the MBL
phase. The latter observation comes from the possibility to map
the MBL system to an integrable one, with an extensive number
of localized constants of motion [4,5]: even if local observables
reach stationary, and nonthermal, values, the coherences of far
apart sites evolve nontrivially in time, thus resulting in a slow
persistent dephasing [6]. The logarithmic growth in time of the
bipartite entanglement entropy [7–9] or the power-law decay
of two-site entanglement [10,11] are two distinctive signatures
of that mechanism, to be contrasted with a saturating behavior
in the Anderson localized phase.

In the last few years cold-atom setups have been employed
to experimentally investigate localization phenomena in disor-
dered and interacting quantum systems, exploiting the direct
control of interactions and disorder that these systems allow
[12–15]. In particular, in a series of experiments reported
in Refs. [16–18], the dynamics of a one-dimensional (1D)

atomic Fermi gas exposed to a quasiperiodic potential has
been explored. The protocol consisted in preparing an initial
density modulation, and in studying the ensuing relaxation
dynamics for different degrees of (quasi)disorder and interac-
tion strengths. The long-time persistence of the initial density
imbalance, which signals the failure of a local observable to
equilibrate, was interpreted as a signature of MBL.

The computational studies of this kind of dynamics usu-
ally employ very accurate, but also extremely demanding,
exact diagonalization or density-matrix renormalization group
(DMRG) calculations [19], which are limited to small-sized,
discrete lattice models and short evolution times. Such limita-
tions are of particular relevance in the ergodic phase, where the
bipartite entanglement entropy spreads linearly in time, thus
making long-time DMRG calculations unfeasible.

In this work we use time-dependent density functional
theory (TD-DFT) in order to simulate the dynamics of a
pseudodisordered two-component 1D Fermi gas with contact
repulsive interactions. The gas is subject to the quasiperiodic
potential generated by two optical lattices (OLs) with incom-
mensurate periods, but equal intensities (this intensity plays
the role of quasidisorder strength). Specifically, we analyze the
evolution of an initially prepared configuration with a density
modulation such that the odd sites are empty and the even sites
are doubly occupied. The exchange-correlation functional,
which is the main ingredient of the TD-DFT formalism and
embodies correlation effects beyond the Hartree mean-field
description, is derived using an adiabatic local spin-density
approximation (LSDA), based on the exact Bethe-ansatz solu-
tion for the homogeneous system [20–22].
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The accuracy of this DFT method in predicting ground-state
properties has been carefully tested in a recent work by making
extensive comparisons against unbiased quantum Monte Carlo
simulations [23], showing that the LSDA approach is very
reliable in a broad range of interaction strengths and of
OL intensities. Furthermore, the accuracy of the dynamics
obtained within the adiabatic approximation for the exchange
and correlation functional has been verified in the context of the
1D Hubbard model by making quantitative comparison against
essentially exact time-dependent DMRG calculations [24]. We
thus argue that the TD-DFT method we employ represents a
useful complement with respect to more accurate but more
demanding methods such as DMRG calculations, allowing us
to address larger system sizes and longer evolution times. We
remark that the TD-DFT theory in the present formulation
is not restricted to small deviations from the ground-state
density, but can be reliable well outside the linear-response
regime [25].

Furthermore, the DFT approach is based on a continuous-
space model, as opposed to the discrete-lattice tight-biding
approximations usually addressed by exact-diagonalization
and DMRG calculations. This allows us to consider the
experimental setup with two equally intense OLs, which is
characterized by the presence of mobility edges separating
localized from extended single-particle states [26–29], in
contrast to the tight-binding Aubry-André model [30]—which
approximately describes the setup where one OL is very deep
and the other is much weaker—for which all eigenstates
localize at the same quasidisorder strength. The important
effects due to the presence of single-particle mobility edges
[31] beyond the strict tight-binding regime have indeed been
observed and emphasized in a recent experiment [32].

In the noninteracting case, our calculations show that the
density imbalance between odd and even sites rapidly vanishes
for weak quasidisorder, while it survives in the long-time limit
for quasidisorder strengths beyond the critical point of the
Anderson localization. In the interacting case, the long-time
value of the imbalance at strong quasidisorder is substantially
reduced compared to the noninteracting case, indicating that
interactions have a delocalizing effect. Interestingly, when we
tune the quasidisorder strength close to and slightly above
the noninteracting Anderson transition, the interacting system
displays an extremely slow relaxation dynamics, consistent
with a dynamical critical exponent larger than z = 2, thus
indicating subdiffusive behavior. This phenomenon has been
recently observed in experiments [17] performed in the tight-
binding regime, and it has been interpreted as a Griffiths effect.
The temporal fluctuations of the imbalance around its running
average are found to decay in time and the damping of the fluc-
tuation amplitude is found to be more effective with increasing
interaction strengths. These effects have been observed in
previous DMRG simulations of the Aubry-André model,
and have been attributed to the growth of the entanglement
entropy [17].

The remainder of the paper is organized as follows: in
Sec. II we provide the details of the model we simulate and we
describe the TD-DFT computational method used here. The
results for the relaxation dynamics of the initially imprinted
density wave are reported in Sec. III. In Sec. IV we draw our
conclusions.

II. METHODS

The 1D atomic Fermi gas considered in this paper is
described by the following continuous-space Hamiltonian:

Ĥ =
N∑

i=1

(
− h̄2

2m

d2

dx2
i

+ v(xi)

)
+

∑
i↑,i↓

g δ(xi↑ − xi↓). (1)

Here N = N↑ + N↓, where N↑,N↓ are the numbers of atoms in
the two fermionic components, hereafter referred to as spin-up
and spin-down particles. The coupling constant g is related to
the 1D scattering length a1D, g = −2h̄2/(ma1D) (with h̄ the
reduced Planck constant and m the atomic mass). We consider
here purely repulsive interactions, i.e., g � 0.

The Hamiltonian (1) faithfully describes cold-atom exper-
iments performed in tight cigar-shaped traps, and the value of
a1D can be determined from the (three-dimensional) s-wave
scattering length and the radial confining strength [33]. It is
convenient to introduce the adimensional interaction parameter
γ = mg/(h̄2n) = 2/(n|a1D|) where n = N/L is the total den-
sity and L is the system size. The γ → 0 (a1D → −∞) limit
corresponds to a noninteracting Fermi gas, while the γ → ∞
(a1D → 0−) limit corresponds to a strongly interacting regime,
where distinguishable fermions fermionize [34,35], i.e., their
energy and density can be mapped to those of indistinguishable
(spin polarized) fermions [36,37]. A 1D (quasi)disorder can be
introduced by superimposing two OLs with incommensurate
periods, one with a (short) period ds , and another with a longer
period dl , thus resulting in an external potential of the form
v(x) = V0[sin2(πx/ds) + sin2(πx/dl)]. The OL intensity V0

plays the role of quasidisorder strength. Hereafter V0 will
be conveniently expressed in units of the recoil energy Er =
h̄2π2/(2md2

s ) of the short-period lattice.
In order to simulate an infinite quasiperiodic potential, the

ratio dl/ds between the two periods must be an irrational
number. We choose the golden ratio φ = (

√
5 + 1)/2 for such

a number. Our simulations address a finite box with periodic
boundary conditions, since generally they reduce finite-size
effects compared to, e.g., open boundary conditions. To make
the potential v(x) consistent with the use of periodic boundary
conditions, one needs to approximate this number by the ratio
of two integer numbers, the largest one providing the total
length of the periodic cell used in the calculation. Here we
approximate φ with the ratio of two successive numbers in the
Fibonacci sequence: dl/ds = Fk+1/Fk [38], which converges
towards the golden ratio for large values of k. The potential v(x)
thus complies with periodic boundary conditions, still being
aperiodic within the simulated cell of lengthL = Fk+1ds . In the
following we set (unless otherwise stated) Fk = 89 and Fk+1 =
144, corresponding to a total OL length L/ds = 144. We focus
on a half-filled lattice, with N↑ = N↓ = 72 particles (unless
otherwise specified), so that on average there is one fermion
per well of the short-period lattice. It has been recently shown
that, in a single half-filled OL, interparticle interactions play
an important role, causing the formation of quasi-long-range
antiferromagnetic order [39]. It is also worth emphasizing that
a system comprising N = 144 fermions cannot be addressed
via exact diagonalization calculations (see, e.g., the Krylov
subspace technique of Ref. [40]), and is out of reach also
for any time-dependent DMRG simulation, except perhaps in
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the strongly localized regime, where the entanglement entropy
does not rapidly grow.

We choose to simulate the dynamics of the Hamiltonian (1)
by employing a TD-DFT approach. DFT has recently entered
the field of ultracold gases as a useful computational tool that
goes beyond the usual mean-field approximation, which is
often used to model such systems. Recent applications of DFT
methods to ultracold fermionic systems allowed us to study
the ferromagnetism and antiferromagnetism in repulsive Fermi
gases in shallow OLs [41], vortex dynamics in superfluid Fermi
gases [42,43], superfluidity and density modulations in dipolar
Fermi gases [44], vortices in rotating dipolar Fermi gases [45],
and the formation of ferromagnetic domains in trapped clouds
[46]. DFT has also been used to study strongly correlated Fermi
gases in elongated harmonic traps [20].

In a recent paper [23], the accuracy of the LSDA for
1D repulsive Fermi gases in OLs has been assessed. To this
aim, quantum Monte Carlo (QMC) simulations based on
the fixed-node method to circumvent the sign problem were
employed, providing exact results for the 1D system of inter-
acting fermions [47]. A systematic comparison between DFT
calculations of ground-state energies and density profiles for
a half-filled OL against the outcomes of the QMC simulations
allowed the authors of Ref. [23] to determine a wide range
of OL intensities and interaction strengths where the LSDA
appears to provide quite accurate predictions. The accuracy of
DFT (in the LSDA) in 1D fermionic systems has been also
demonstrated for small finite systems in Ref. [48]. We note at
this point that a possible improvement over LSDA for systems
characterized by strongly spatially localized states (like those
arising, e.g., from confinement within deep optical lattices)
could be the addition of gradient corrections, very much like
what is currently done in electronic structure calculations using
gradient-corrected exchange-correlation density functionals
[49]. However, including these corrections does not seem to
be necessary here: the comparisons made in Ref. [23] showed
that, for strengths of the optical lattices similar to the ones
considered here, the LSDA approach already gives results in
excellent agreement with unbiased QMC calculations.

To study the real-time dynamics of the system, we use
here the so-called “adiabatic” LSD approximation, where the
time-dependent exchange-correlation (xc) potential is repre-
sented by the static xc potential (treated within the LSD
approximation) evaluated at the instantaneous density. The
theory is thus local in time, as well as in space (“memory”
effects are ignored). An appealing feature of this theory is that
it satisfies Galilean invariance [50]. The adiabatic TD-DFT
approach (in the LSDA) to inhomogeneous fermion systems
in one dimension has been extensively tested in Ref. [24] and its
accuracy in describing collective density and spin dynamics in
strongly correlated 1D ultracold Fermi gases has been proved
by comparing TD-DFT predictions with accurate results based
on DMRG calculations, finding remarkable agreement even
in a regime of large and rapid deviations from the initial
ground-state densities, where the linear-response theory is
hardly applicable. Notice also that this scheme has been shown
to be suitable to account for the dynamics of spin-charge
separation, a remarkable phenomenon of 1D Fermi systems,
although a nonadiabatic correction term was needed to account
for spin-drag effects [51].

Including current terms or effective mass corrections might,
in principle, increase the accuracy of the adiabatic TD-DFT
approach used here. These corrections have been employed,
e.g, in studies of the dynamics of three-dimensional attractive
superfluid Fermi gases [52]. However, we will not further
explore these possibilities here.

The Kohn-Sham (KS) formulation [53] of DFT [50] for
an inhomogeneous system of N interacting particles with
spin projection σ =↑ , ↓ is based on the following energy
functional of the density:

EKS[n↑,n↓] = h̄2

2m

∑
σ

Nσ∑
i=1

∫ ∣∣∇φσ
i (x)

∣∣2
dx + EHXC[n↑,n↓].

(2)

The {φσ
i (x)}i=1,...,Nσ

are single-particle orbitals forming or-
thonormal sets, 〈φσ

i |φσ
j 〉 = δij , filled up to the Fermi level.

The spin-resolved density is given by nσ (x) = ∑Nσ

i=1 |φσ
i (x)|2,

so that the total density of the system is n(x) = n↑(x) +
n↓(x). The interaction energy functional EHXC, which includes
the mean-field (Hartree) energy and the exchange-correlation
contribution, is treated here within the LSDA, i.e.,

EHXC =
∫

dx n(x) εhom
HXC(n↑(x),n↓(x)), (3)

where εhom
HXC is the corresponding energy per particle in the

homogeneous phase. The latter can be written using the exact
Bethe-ansatz solution for the ground-state energy as

εhom
HXC = 1

N

(
Ehom

tot − Ehom
kin

) = h̄2

2m
n2f (γ,P ), (4)

where

Ehom
kin

N
= π2h̄2n2

24m
(1 + 3P 2) (5)

is the kinetic energy of the homogeneous noninteracting sys-
tem, and f (γ,P ) = (π2/4)fexa(γ,P ). Here P (x) = [n↑(x) −
n↓(x)]/n(x) denotes the local polarization. The term fexa is
given by [21]

fexa = [η(x) − 1/3]{1 + α(x)P 2 + β(x)P 4

− [1 + α(x) + β(x)]P 6}, (6)

where x ≡ 2γ /π and

α(x) = (−x2 + aαx + bα)

x2 + cαx − bα

, (7)

β(x) = aβx

x2 + bβx + cβ

, (8)

η(x) = 4x2/3 + aP x + bP

x2 + cP x + dP

. (9)

Here aα = −1.688 94, bα = −8.0155, cα = 2.743 47, aβ =
−1.514 57, bβ = 2.598 64, cβ = 6.580 46, aP = 5.780 126,
bP = −(8/9) ln 2 + πaP /4, cP = (8/π ) ln 2 + 3aP /4, dp =
3bP .

Constrained minimization of the functional EKS leads to the
coupled KS eigenvalues equations:

ĤKS φσ
i (x) ≡

[
− h̄2

2m

d2

dx2
+v(x)+Vσ (x)

]
φσ

i (x) = εiφ
σ
i (x).

(10)
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The effective potential Vσ (x) ≡ δEHXC/δnσ (x) = ∂(nεHXC)/
∂nσ can be written as

Vσ = h̄2

2m

[
f (γ,P )

∂n3

∂nσ

+ n3 ∂f

∂nσ

]

= h̄2

2m

[
3n2f − n2γ

∂f

∂γ
± 2nn−σ

∂f

∂|P |
P

|P |
]
, (11)

where we used the fact that ∂n/∂nσ =1, ∂P/∂nσ =±2n−σ /n2,
and ∂γ /∂n = −γ /n. Therefore Vσ couples only fermions
with opposite polarization, since we consider a zero range
model for the interatomic interaction.

In the following we seek time-dependent solutions
{φσ

i (x,t)}i=1,...,Nσ
by propagating in real time the time-

dependent version [53] of the KS equations (10), i.e.,
ih̄∂φσ

i /∂t = ĤKSφ
σ
i . Both the densities nσ (x) and the orbitals

φσ
i (x) are discretized in Cartesian coordinates using a spatial

grid fine enough to guarantee well converged values of the
total energy EKS. The orthogonality between different orbitals
is enforced by a Gram-Schmidt process. The spatial deriva-
tive entering Eq. (10) is calculated with accurate 13-point
formulas. The time-dependent Schrödinger’s equation (10)
is solved using an Hamming’s predictor-modifier-corrector
method [54], initiated by a fourth-order Runge-Kutta-Gill
algorithm [54,55]. This choice provides excellent stability and
energy conservation even during simulations spanning rather
long-time intervals.

III. RESULTS

In order to discern the delocalized ergodic phase from the
insulating (putative MBL) phase, we follow a protocol similar
to the one used in a series of recent experiments [16–18,32].
We create an initial state with a density modulation, such that
the even sites of the short-period OL are almost empty and
the odd sites are almost doubly occupied. This is achieved
by computing the ground state of the Hamiltonian (1) in the
presence of an additional superimposed OL with period 2ds

and a well depth which is twice the chosen value of V0 [56].
The dynamics of this initial state is determined via the TD-

DFT method described in Sec. II. In particular, we compute the
time-dependent imbalance I(t) between the respective atom
number on even Ne and odd No sites:

I(t) = Ne − No

Ne + No

. (12)

In the noninteracting case, the imbalance I rapidly reaches
negligibly small values for quasidisorder strengths smaller
than V0 � 1.06Er , as shown in Fig. 1, indicating that the
system is indeed able to equilibrate. For higher values of the
quasidisorder strength V0, I remains finite in the long-time
limit. Its asymptotic value 〈I〉 (computed as described below)
increases with V0 for disorder strengths above the critical point.

The position of the calculated critical point for the noninter-
acting system is consistent with the quasidisorder strength nec-
essary to induce Anderson localization of the single-particle
eigenstates in the low-energy regime of the spectrum, equal to
V0 � 1.1Er . We determine this value by analyzing the scaling
with system size of the average of the participation ratios
(which is a measure of the spatial extent of a single-particle

FIG. 1. Late-time value of the imbalance 〈I〉 as a function of
the quasidisorder strength V0/Er , computed as the average of I(t)
within the time window t ∈ [80τ : 100τ ] after the relaxation starts.
We choose τ = 2md2

s /h̄ as the time unit. Two cases are shown: the
noninteracting (γ = 0) and the interacting (γ = 4) case. In the former
case, the dynamical evolution of I(t) rapidly saturates, so that the
values of 〈I〉 shown here represent the asymptotic stationary value. In
the latter case, I(t) undergoes an extremely slow drift if V0/Er � 1.1
(see Fig. 3), making it unfeasible to identify an asymptotic stationary
value within the achievable simulation times. The vertical dashed
segments bracket the critical point of the noninteracting Anderson
localization transition, computed by analyzing the participation ratios
of the low-energy single-particle orbitals (see text).

wave function [57]) of the lowest L/(60ds) eigenstates (the
vertical segments shown in Fig. 1 bracket the so-determined
critical point). This suggests that, as soon as some of the single-
particle eigenstates are spatially localized, the asymptotic value
of 〈I〉 is finite. It is worth emphasizing that, as opposed to the
Aubry-André model—for which all eigenstates localize at the
same quasidisorder strength—in the continuous-space model
of Eq. (1) the critical quasidisorder strength depends on the
energy of the state [26–28,39]. In particular, the low-energy
eigenstates localize at weaker quasidisorder strength compared
to high-energy states.

Introducing interactions among fermions (i.e., γ > 0)
causes important effects. For strong quasidisorder, the late-
time value of I is significantly reduced compared to the non-
interacting case, while for intermediate quasidisorder strengths
this reduction is less pronounced. This is apparent in Fig. 2,
where we plot the late-time average value 〈I〉versus interaction
strength γ for different quasidisorder intensities V0. The values
of 〈I〉 displayed in Figs. 1 and 2 are computed by averaging
the calculated values I(t) over the last portion, ∼20 τ , of a
total simulation time tmax ∼ 100 τ . Here τ ≡ 2md2

s /h̄ is the
unit of time. A word of caution is in order here. The time
evolutions of the imbalance I in the noninteracting case and
in the interacting case are qualitatively different. While in the
former case I(t) rapidly saturates to the asymptotic value, and
then undergoes virtually random fluctuations around the mean
value, in the latter case, if the quasidisorder strength is close
to or slightly beyond the critical point of the (noninteracting)
Anderson transition, we observe an extremely slow drift
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FIG. 2. Late-time average value of the imbalance 〈I〉, for various
values of the quasidisorder strength V0/Er , shown as a function of
the interaction strength γ .

towards lower values, i.e., longer relaxation times. Therefore,
in the interacting case the late-time average imbalance 〈I〉
measured at quasidisorder strengths close to the Anderson
transition should not be interpreted as an asymptotic stationary
value, but rather as a transient value observed at an intermediate
time along an extremely slow relaxation dynamics. This slow
relaxation is illustrated in Fig. 3, where we show the different
dynamics associated with various interaction strengths. A sim-
ilar slowdown of the dynamics has previously been observed
in recent experiments [17], and also in exact-diagonalization
calculations [17] (see also Refs. [58,59]), both performed in the
tight-binding regime, and it was interpreted as a consequence
of the Griffiths effect. This effect is characteristic of purely
random systems, where statistical spatial variations of the
external random field create subregions with stronger disorder,
which have a local insulating character. While such subregions

FIG. 3. Imbalance I as a function of evolution time t for the inter-
acting gas at γ = 4, in three bichromatic OLs with intensities (from
bottom to top) V0/Er = 1.21,1.42,1.82. The dotted lines represent
power-law fits of the type I ∼ t−1/z, where z is the dynamical critical
exponent. The dashed line corresponds to z = 2, which characterizes
a purely diffusive behavior.

FIG. 4. Average fluctuation of the imbalance around its running
average, as a function of time, for two values of the interaction strength
γ . The quasidisorder strength is V0/Er = 1.82.

will eventually thermalize with the surrounding (thermal)
regions, they cause a slowdown of the overall dynamics.
The existence of the Griffiths phenomenon for quasiperiodic
systems has been challenged [60], due to the absence of purely
random statistical fluctuations. In Ref. [17], the occurrence
of Griffiths effects in the quasiperiodic system was attributed
to the randomness of the initial state, in which the spin
distribution was disordered, causing a different local impact
of the interactions. It is indeed remarkable that a similar
effect is observed also in our study, where the initial state is
instead ordered (i.e., an alternation of almost empty and doubly
occupied sites).

Following the theoretical analysis of Ref. [17], we fit the
decay with time of the imbalance with the power lawI ∼ t−1/z,
where the dynamical critical exponent z associated to transport
is used as a fitting parameter. In the quasidisorder range 1.1 �
V0/Er � 1.4 we obtain values larger than z = 2 (which would
correspond to diffusive dynamics), thus indicating subdiffusive
behavior. For larger quasidisorder strength, the imbalance
(after an initial rapid decay) remains essentially constant for
the observable timescale, consistently with the emergence
of a (putative MBL) phase which fails to equilibrate. It is
worth emphasizing that the total timescale of our simulations
is comparable to the longest evolution times achieved in
the recent cold-atom experiments, and it is two orders of
magnitude longer than the microscopic timescale for single-
particle tunneling between nearest-neighbor wells of a single
OL with intensity V0 ∼ Er . The recent cold-atom experiments
employed deeper OLs, where the tunneling time is somewhat
longer than the one corresponding to our setup, so that the
total observable timescale was approximately 40 times longer
than the tunneling time. It is remarkable that memory of the
initial configuration survives for times so much longer than the
single-particle tunneling time.

Interactions have a relevant impact also on the temporal
fluctuations of the imbalance. In order to elucidate this effect,
we characterize the amplitude of these fluctuations using the
root-mean-squared deviation δIrms around the running average
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FIG. 5. Average fluctuation of the imbalance around its running
average, as a function of time, for the case V0/Er = 1.82 and two
system sizes L/ds . Dashed line: L/ds = 38; solid line: L/ds = 144.

〈I〉run, evaluated within a temporal window of width t ∼
tmax/7. Here

δIrms ≡
√√√√ 1

Ns

Ns∑
j=1

(I(tj ) − 〈I〉run)2, (13)

where the sum and the running average 〈. . . 〉run are performed
over Ns time steps tj (j = 1, . . . ,Ns) within the temporal
window. When the interaction strength increases, the asymp-
totic value of δIrms diminishes substantially compared to the
noninteracting case, where the imbalance fluctuations appear
instead to undergo virtually random oscillations, after an initial
decay. This is illustrated in Fig. 4. This interaction effect
has been discussed previously in Ref. [16] based on time-
dependent DMRG simulations of the Aubry-André model.
It was also found that the rate of suppression of δIrms with
time is related to the growth rate of the entanglement entropy,
suggesting that measuring the fluctuations of I might allow
one to extract information about the entanglement entropy—a
nonlocal quantity—from a local observable.

It is worth noticing that the finite oscillation amplitude δIrms

we measure in the long-time limit in the interacting system
might be due to the finite system size. Indeed, as shown in
Fig. 5, the asymptotic value is significantly smaller for larger
system sizes.

IV. CONCLUSIONS

We have studied the dynamics of a two-component 1D
Fermi gas with contact repulsive interactions, and subject to a
quasiperiodic potential formed by two OLs with incommen-
surate periods. The setup we considered, in which the two
OLs have the same intensity, has been addressed before via
equilibrium ground-state QMC simulations, which allow us to
discern the metal-insulator transition at zero temperature [29].
In this paper we extended the previous study by addressing
the out-of-equilibrium dynamics via the TD-DFT method,
following a protocol similar to the one implemented in a
series of recent cold-atom experiments [16–18,32] aimed at

investigating the MBL phenomenon. This protocol consists in
following the relaxation of an initially imprinted density imbal-
ance, and allowed the experimentalists to identify a nonergodic
phase where the initially imprinted density imbalance survives
after long times, thus signaling the inability of the system to
reach local thermal equilibrium. This is one of the features
characterizing MBL phases [3].

Our simulations displayed several of the most relevant
phenomena observed in the experiments, which however have
been performed in the tight-binding setup, where one of the
two OLs is very deep and the other is much weaker. Among
other effects, we observed a sizable reduction of the long-
time value of the imbalance—which is finite in the strong
quasidisorder regime—due to weak and intermediate repulsive
interactions. These results represent a quantitative benchmark
which might be useful for future experiments performed
beyond the tight-binding regime. Furthermore, we observed an
extreme slowdown of the dynamics of the interacting system
in the vicinity of the noninteracting (Anderson) transition,
and also a decrease in time of the imbalance fluctuations.
This decrease is quite pronounced in the interacting system,
while it is essentially negligible in the noninteracting case.
We underline that the continuous-space model we consider
here differs substantially from the Aubry-André model (which
approximates the experimental system in the tight-binding
regime). For this reason we do not observe the reentrant behav-
ior observed in the experiment, where the late-time value of
the imbalance was found to increase in the strongly interacting
limit. This reentrance is due the fact that, in this limit, the
dynamics can be described using a noninteracting fermion
model [16]. While in the Aubry-André model all single-particle
states—which determine the dynamics of the noninteracting
model—localize at the same quasidisorder strength, in the
continuous-space model (1) high-energy extended states are
present also at strong quasi-disorder. Furthermore, in the
latter model atoms in doubly occupied sites (referred to as
doublons in Ref. [16]) can separate also in the strongly
interacting limit, while in the Aubry-André model they be-
come, in this limit, stable quasiparticles which tunnel only
with an effective second-order tunneling, henceforth favoring
localization.

The TD-DFT method implemented here represents a useful
complement to more accurate but more demanding techniques
such as, e.g., DMRG calculations. Indeed, it allows us to
address larger systems sizes and longer evolution times, and
also to simulate realistic continuous-space models as opposed
to tight-binding approximations. Furthermore, TD-DFT can be
extended to higher dimensions at an affordable computational
price. In contrast, DMRG has revealed a powerful method
to address the ground state of ladder and even 2D systems
(being unbiased with respect to any sign problem) [61], but
its cost remains exponential in the system width, and its
extension to time-dependent calculations is problematic, and
it is still the subject of ongoing research in the tensor-network
community.
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