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Tunable artificial vortex ice in nanostructured superconductors
with a frustrated kagome lattice of paired antidots
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Theoretical proposals for spin-ice analogs based on nanostructured superconductors have suggested larger
flexibility for probing the effects of fluctuations and disorder than in the magnetic systems. In this paper, we
unveil the particularities of a vortex ice system by direct observation of the vortex distribution in a kagome lattice
of paired antidots using scanning Hall probe microscopy. The theoretically suggested vortex ice distribution,
lacking long-range order, is observed at half matching field (H1/2). Moreover, the vortex ice state formed by the
pinned vortices is still preserved at 2H1/3. This unexpected result is attributed to the introduction of interstitial
vortices at these magnetic-field values. Although the interstitial vortices increase the number of possible vortex
configurations, it is clearly shown that the vortex ice state observed at 2H1/3 is less prone to defects than at H1/2.
In addition, the nonmonotonic variations of the vortex ice quality on the lattice spacing indicates that a highly
ordered vortex ice state cannot be attained by simply reducing the lattice spacing. The optimal design to observe
defect-free vortex ice is discussed based on the experimental statistics. The direct observations of a tunable vortex
ice state provides new opportunities to explore the order-disorder transition in artificial ice systems.
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I. INTRODUCTION

The interplay of competing forces in an ensemble of repul-
sive “particles” on a potential-energy landscape is ubiquitous in
many physical systems. Whenever there is an impossibility to
minimize all pairwise interaction, frustration emerges, which
is a well-known source of degeneracy, disorder, and inho-
mogeneities. Frustration is the main responsible mechanism,
giving rise to glasses, characterized by structural disorder,
and ices where the structural order is retained at the expense
of a subtle balance between competing interactions. In the
latter case, the limited choices to allocate pairwise interactions
manifest themselves in ice rules and give rise to a multiplicity
of ground states, resulting in a finite macroscopy entropy at the
lowest accessible temperatures [1].

During the last decade, lithographically defined magnetic
systems have been introduced to explore the physics of frus-
trated systems [1–29]. The advantages of these tailor-made
systems are twofold. On one hand, they allow a large tunability
of the system parameters (magnetic moment, array periodicity
and symmetry, geometrical shape, etc.). On the other hand, the
fabricated single-domain ferromagnetic structures mimicking
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an artificial giant Ising spin can be directly visualized, thus per-
mitting one to count the individual microscopic configurations
and directly access the statistics of the ensemble.

Besides water-ice [30] and spin-ice systems [2–4,7,8], it
has been recognized that analogous ice states can exist in other
systems, such as colloidal artificial ice [31–36], skyrmion spin
ice [37], and Coulombic charge ice [38]. More recently, Libál
et al. [39] proposed and investigated theoretically artificial
vortex ice states in a nanostructured superconductor with
square and kagome lattice consisting of double-well pinning
sites. The numerical simulations show that the strong repulsive
vortex-vortex (V-V) interactions can drive the vortex system
into the ground state more readily than in the magnetic systems.
Furthermore, the tunability of these systems exceeds by far
that of the magnetic counterparts as the number of vortices
and vacancies can be adjusted by merely changing the external
field. By performing transport measurements, the square vortex
ice has been indirectly confirmed [40] and it has been found
that the vortex system provides an interesting opportunity to
freeze and thaw artificial ice by switching on/off geometric
frustration via temperature changes [41]. By using scanning
Hall probe microscopy (SHPM), it was found that the filling
rules of degenerate vortex configurations in a kagome lattice
of elongated antidots are reminiscent of the ice rules [42]. Very
recently, the square vortex ice state has been visualized using
SHPM [43], confirming the possibility of this system to create
defects by tuning the magnetic field. Despite the progress
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FIG. 1. Schematic representation of the nanostructured supercon-
ducting sample patterned with a kagome lattice consisting of paired
antidots (white dashed rounded ellipses) on Si/SiO2 substrate. The
paired vortex-vortex (V-V) distance and the nearest neighbor V-V
distance at each vertex of the kagome lattice are denoted by L1 and
L2, respectively. The kagome lattice spacing is Ls . The magnetic field
Ha is perpendicular to the plane of the film.

achieved in identifying and imaging the vortex ice states in
a square lattice, the direct visualization and stability analysis
of a vortex ice as a function of the lattice parameters has not
been addressed yet.

In the present paper, using SHPM, we directly probe the
formation and stability of the vortex ice state as a function of the
applied magnetic field by performing consecutive field-cooling
(FC) experiments in four samples with different kagome lattice
parameters. Besides confirming the theoretical predictions, we
unveil features unique to the vortex ice system: (i) The vortex
ice state, formed by the pinned vortices, persists at 2H1/3
due to the extra degree of freedom induced by the interstitial
vortices. The obtained vortex ice state is more robust against the
formation of defects, such as empty pairs and saturated pairs.
(ii) The obtained statistics on different samples, regarding the
presence of defects, clearly indicates that the ordered vortex
ice states cannot be attained by simply reducing the lattice
spacing. Using these insights, we further discuss the optimal
design required to obtain a highly ordered vortex ice state.

II. EXPERIMENTS

The investigated nanostructured kagome lattices are pre-
pared using conventional electron-beam lithography. As shown
in Fig. 1, the kagome lattice with double-well sites consists
of adjacent pairs of antidots with a center-to-center distance
of L1 (marked by white ellipses). The paired antidots are
placed on the side of a hexagon and three antidots, with a
center-to-center distance of L2, meet at the vertex of the lattice.
The resulting kagome lattice spacing is Ls = √

3L1/2 + L2.
As a consequence, the vortex configurations and the occupation
number at each vertex are mainly determined by two types of
nearest-neighbor interactions. Bearing in mind the resolution
and scan size of the SHPM, we designed four different
variations of the kagome antidot lattice in a Pb film with the
same nominal thickness of 60 nm and a 10 nm Ge layer on top
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FIG. 2. (a) Optical microscope image (16 ×16 μm2) of Sample
III with lattice parameters: L1 = 2 μm and L2 = 2 μm. (b) Vortex
configurations in Sample III at Ha = H1/3, 5H1/6, and 1.53H1. The
positions of the antidots are marked by white circles. (c) The observed
vortex ice states (upper panels) and their schematic representation
(bottom panels) at four different locations of Sample III for Ha =
H1/2, where the vortices obey nin = 1 or nin = 2 at each vertex.
The interstitial vortices are marked by red circles. (d) Sketch of
vortex occupations in paired antidots: empty pair (no vortex in paired
antidots, surrounded by white dashed ellipse), ice pair (only one
vortex in paired antidots, black dashed ellipse), and saturated pair
(two vortices in paired antidots, orange dashed ellipse). Six possible
vortex ice configurations for each vertex, which is analogous to the
ice rules, i.e., one-in/two-out (upper) and two-in/one-out (bottom).
The ice defects with nin = 0 and nin = 3 (rightmost sketches).

to prevent oxidation. Subsequently, the samples are covered by
a layer of 35-nm-thick Au as a conducting layer to enable the
approach of the Hall sensor via a scanning tunneling probe. The
exact dimensions of these four samples and their first matching
field H1 are indicated in Ref. [44]. All presented SHPM images
are obtained by retracting the scanning tunneling probe 400 nm
after approaching the sample surface at T = 4.25 K.

III. RESULTS AND DISCUSSIONS

In a first step, we will unveil the ingredients responsible for
the formation of vortex ice states and its defects by exploring
the vortex distribution in Sample III withL1 = L2 = 2 μm [see
Fig. 2(a)]. Figure 2(b) shows the vortex distributions observed
at different applied magnetic fields (Ha = H1/3, Ha = 5H1/6,
and Ha = 1.53H1). At Ha = 1.53H1 [last panel of Fig. 2(b)],
all antidots are occupied by vortices, while the interstitial
vortices are constrained in a caging potential produced by
the pinned vortices. As such, the exact position of antidots
in the scanned area can be determined based on these vortex
distributions [44]. At Ha = H1/3, only one antidot at each
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vertex is occupied (one-occupied/two-empty), i.e., nin = 1 (nin

is defined as the number of “in” vortices at a vertex). In
addition, paired antidots are never simultaneously occupied
due to the high energy associated with this configuration.
At 5H1/6, an interstitial vortex is observed in each hexagon
and two-thirds of the antidots are occupied by vortices. As a
result, the vortices pinned in the antidots comply with two-
occupied/one-empty configuration at each vertex (nin = 2).
Similar to our recent experiments in kagome lattice of elon-
gated antidots [42], the vortex arrangements with nin = 1 or
nin = 2 can leads to degeneracy and a large configuration
entropy. It is worth noting that, although the ice state is defined
by the pinned vortices, interstitial vortices are already present
before half matching field. The retaining zero-point entropy in
the stuffing of Ho2Ti2O7 with extra Ho ions suggests that the
ice rules have relevance beyond the pure spin-ice system [45].
Stuffed ice states have also been investigated and observed
in other systems [46–52]. In the kagome lattice, the amount
of pinned vortices is not linearly increasing with the applied
magnetic field and, therefore, the impact of the interstitial
vortices on the vortex ice state has to be taken into account.

To explore the impact of the aforementioned effects on
the observed vortex ice states, we perform FC measurements
at four different locations of Sample III at H1/2, which are
shown in the upper panels of Fig. 2(c). Despite the lack
of an overall ordered vortex ground state, some common
topological characteristics can be identified. To clarify the
observed patterns, a schematic representation of the vortex
distribution is given in the lower panels for each location
(black, white, and red dots represent a pinned vortex, a vacancy,
and an interstitial vortex, respectively). As seen from this
representation, each vertex is occupied by either one (nin = 1)
or two vortices (nin = 2), analogous to the ice states in spin-ice
systems [1,4,6,23,25,28]. The absence of nin = 0 and nin = 3
defects in our measurements is in perfect agreement with
numerical simulations for a kagome vortex ice system [39].
Nevertheless, due to the presence of interstitial vortices at
H1/2, the number of pinned vortices is lower than half of
the number of antidots and, as a result, some of the paired
antidots are still completely empty. This is a type of defect
unique for vortex systems [43] and has no correspondence in a
spin-ice system. The observed vortex patterns agree well with
the simulated vortex configurations by using time-dependent
Ginzburg-Landau (tdGL) equations (see Ref. [44]).

Before we continue this discussion, we first introduce some
important terms needed to describe the peculiarities of a vortex
ice system. As shown in Fig. 2(d), the ice pair exhibits two
possible states and can therefore be mapped into a spin system.
However, there are two more possible vortex occupations
in paired antidots, namely empty pairs without any trapped
vortices and saturated pairs with double occupation, which
cannot be mapped onto the spin-ice systems. As a result, the
generalized definition of a vortex ice state in a kagome lattice
is that vortex occupations comply with nin = 1 or nin = 2 at
all vertices [39]. Figure 2(d) shows six possible unit cells for
vortex ice states and two possible ice defects. Besides the
percentage of vertices with nin = 1 and nin = 2, the percentage
of ice pairs, empty pairs, and saturated pairs are also important
physical parameters to characterize the quality of the vortex
ice systems.
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FIG. 3. (a) The occurrence (in percentage) of ice pairs (red
diamond), empty pairs (blue triangle), and saturated pairs (cyan
circle) vs external magnetic field based on the statistics of vortex
occupations in paired antidots (see Ref. [44]: original SHPM images
of vortex states at different locations of Sample III under various
magnetic fields). (b) The occurrence (in percentage) of the different
occupation numbers for each vertex as a function of the applied
magnetic field. Purple triangle: nin = 1; green star: nin = 2; black
cross: interstitial vortex. (c) Vortex configurations obtained after field
cooling at different magnetic fields as indicated by the capital letters
in (a). (d) The vortex ice states with additional interstitial vortices
observed at Ha = 2H1/3 in four different locations of Sample III
(also see the results of the tdGL simulations in Ref. [44]).

The kagome vortex ice system is less rigid than the magnetic
systems and offers a flexible playground to change the amount
of defects by changing the applied magnetic field [43]. In
addition, the presence of interstitial vortices even at magnetic-
field values below H1 introduces a nontrivial relationship
between the applied magnetic field and the number of pinned
vortices. In the next step, we explore the nontrivial dependence
of the different types of defects and the quality of the vortex
ice on the applied magnetic field. This is done by performing
consecutive measurements at various magnetic fields and at
different places of Sample III (Fig. 3). To quantify the evolution

134506-3



C. XUE et al. PHYSICAL REVIEW B 97, 134506 (2018)

1/3 1/2 2/3 5/6

0

0.2

0.4

0.6

0.8

1

P
er

ce
nt

ag
e

1/3 1/2 2/3 5/6
0

0.2

0.4

0.6

0.8

1

Ha/H1

P
er

ce
nt

ag
e

1/3 1/2 2/3 5/6

0

0.2

0.4

0.6

0.8

1

P
er

ce
nt

ag
e

1/3 1/2 2/3 5/6
0

0.2

0.4

0.6

0.8

1

Ha/H1

P
er

ce
nt

ag
e

(a) (c)

1/3 1/2 2/3 5/6

0

0.2

0.4

0.6

0.8

1

P
er

ce
nt

ag
e

1/3 1/2 2/3 5/6
0

0.2

0.4

0.6

0.8

1

Ha/H1

P
er

ce
nt

ag
e

(b)

FIG. 4. Statistics of vortex ice states in Sample I with L1 = 2 μm, L2 = 1.1 μm (a), Sample II with L1 = 2.2 μm, L2 = 1.5 μm (b), and
Sample IV with L1 = 3 μm, L2 = 1.5 μm (c). Upper left: schematic representations of the sample with same size as scanned area (16 ×16 μm2).
Upper middle: The vortex configurations observed in three samples at Ha = H1/2 (points A1, A2, and A3 in bottom panels). Upper right: The
vortex ice states at a magnetic field value H ∗

a defined by the constrained: Pnin=1 ≈ Pnin=2 (points H ∗
a in bottom panels). Bottom panels: The

occurrence (in percentage) of the different pair distributions [ice pairs (red diamond), empty pairs (blue triangle), and saturated pairs (cyan
circle)] and the different vertex distributions [nin = 1 (purple triangle) and nin = 2 (green stars)]. The black crosses mark averaged number of
interstitial vortices per hexagon.

of the vortex distribution with magnetic field, we extracted
the occurrence (in percentage) of each possible state for the
paired antidots [Fig. 3(a)] and the vertices [Fig. 3(b)]. The
original data, used to extract this information, are shown in
Ref. [44]. At H1/2, nearly 10% of empty-pair defects are
observed [Fig. 3(a), blue triangles], which is attributed to
the presence of interstitial vortices. Figure 3(c) represents
the vortex configurations observed at different magnetic field
values exceeding H1/2 [marked by points A, B, C, and D in
Fig. 3(a)]. One can see that the number of ice pairs and vertices
with nin = 2 (empty pairs and vertices with nin = 1) increases
(decreases) almost linearly with magnetic field. This indicates
that more and more empty pairs are occupied by vortices and
become ice pairs in the range of H1/2 < Ha < 2H1/3 [see
panels A, B, C in Fig. 3(c)]. Although the vortex states comply
with nin = 1 or nin = 2 at all vertices for Ha = H1/2 [see
Fig. 2(c)], the presence of empty pairs leads to a percentage of
ice pairs below 100% and an imbalance between nin = 1 and
nin = 2 (i.e., Pnin=1 > Pnin=2). Because the distance between
interstitial and pinned vortices is longer than the nearest-
neighbor distance between pinned vortices, the amount of
interstitial vortices increases rapidly with Ha . The ice pairs
(empty pairs) continue to increase (decrease) until Pice pair ≈
1 (Pempty pair = 0) at 2H1/3. Additionally, the occurrence (in
percentages) of vertices with nin = 1 and nin = 2 are equal
(i.e., 50%). A set of vortex distributions, with an additional
interstitial vortex in the center of the hexagon, can be observed
in four different locations of Sample III at Ha = 2H1/3 [see

Fig. 3(d)]. The vortex configurations of the pinned vortices
comply with the ice rules, i.e., nin = 1 or nin = 2 at each
vertex. A similar vortex arrangement was also observed in
a kagome lattice of elongated antidots [42]. The percentage
of vertices with nin = 1 and nin = 2 are nearly the same
and, as stated before, empty-pair and saturated-pair defects
are rarely observed (<1.7%). Therefore, we can clearly state
that the nearly perfect vortex ice state is facilitated by the
pinned vortices, which is more robust against defects than the
vortex ice states at H1/2. This behavior can be summarized
as follows. On one hand, increasing the applied magnetic field
reduces the presence of empty pairs and increases the amount
of vertices with nin = 2. On the other hand, saturated pairs
are still avoided and excessive vortices will be pushed into
the interstitial positions. The tdGL simulations, shown in the
supplemental material (Ref. [44]), indicate that the critical
current of Sample III at 2H1/3 is greater than that at H1/2.

It is well known that the V-V interaction, and consequently
the resulting vortex distribution, in a superconductor strongly
depends on the pinning landscape, the temperature, etc. In the
kagome lattice, the V-V interactions can be tuned by changing
L1 and/or L2. To explore the evolution of vortex ice states
by tuning the kagome lattice parameters, we further perform
FC measurements on different samples with different lattice
parameters. The observed vortex states are shown in Ref. [44].
Figure 4 shows the vortex ice states at certain magnetic fields
and the occurrence (in percentage) for the different states of the
antidot pairs and the vertices as a function of the magnetic field.
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By analyzing and comparing the obtained experimental results
in Figs. 3 (Sample III) and 4 (Samples I, II, and IV), one can
identify some common characteristics for all samples. (i) The
vortex distribution is identical for all samples at H1/3 (one-in
at each vertex) and 5H1/6 (two-in at each vertex). (ii) Pnin=1 +
Pnin=2 = 100% or, in other words, the vertex defects (i.e., nin =
0 and nin = 3) are not observed in the magnetic field range
H1/3 < Ha < 5H1/6 although the distance between pinned
vortices is quite large in Sample IV. This indicates that the
V-V interaction in the vortex ice system is much stronger than
the interactions of magnetic bars in spin-ice systems [39–41].

The impact of L2 can be seen by comparing sample-
I (L1 = 2 μm, L2 = 1.1 μm) with Sample III (L1 = 2 μm,
L2 = 2 μm). Although the interaction between vortices pinned
at the vertices in Sample I is much stronger than in Sample
III, this increased interaction does not lead to an improved
quality of the vortex ice, rather the opposite is observed. In
addition to the parameter Pice pair, we introduce the difference
Pnin=1 − Pnin=2, which also represents the quality of vortex ice.
Indeed, this parameter should be zero if the vortex ice is perfect,
and different from zero otherwise. Figure 4(a) shows that the
Pnin=1 − Pnin=2 (Pice pair) of Sample I at H1/2 is much more
(less) than that in Sample III [Figs. 3(c)–3(d)]. Additionally,
Pice pair is far from 100% and defects are still observed in the
vortex state of Sample I at H ∗

a (H ∗
a is the magnetic field value

where Pnin=1 = Pnin=2). Therefore, the quality of the vortex ice
in Sample I is rather poor and this shows that simply reducing
the antidot distance is not sufficient.

By comparing Sample III with the other three samples, the
discordant between L1 and L2 has a significant impact on the
increase of Pnin=2 and decrease of Pnin=1 as a function of the
applied magnetic field in the range of H1/3 < Ha < H1/2. A
direct comparison between samples shows that Pnin=1 − Pnin=2

at H1/2 is the smallest and Pice pair is the largest in Sample
III. Moreover, empty pairs and saturated pairs are observed
simultaneously in the range of H1/3 < Ha < H1/2 in the
samples with L1 > L2. Therefore, unlike Sample III, the
amount of ice pairs is not increased and a defect-free vortex ice
state cannot be realized by simply tuning the magnetic field.
This can be explained by the V-V interactions and occupations
of vortices. The interaction between vortices at the vertex
dominates significantly in the samples with L1 > L2. As such,
the positioning of additional vortices results in disorder and
defects (empty pairs and saturated pairs) in such a vortex
system since such defects lead to a relatively small increase
of energy. To conclude, too large of a difference between L1

and L2 is not optimal to observe the vortex ice state.
The center-to-center distance between antidot pairs Ls

is the kagome lattice constant, which reflects the averaged
interactions between ice pairs. In the last part, we explore
the vortex ice correlations as a function of the kagome lattice
constant Ls . As shown in Fig. 5, the percentage of ice-pairs
Pice pair at H1/2 and at H ∗

a , P(nin=1) − P(nin=2) at H1/2 is not
a monotonous function of the kagome lattice spacing Ls ,
although the value of H ∗

a decreases monotonously. Therefore,
besides the coordination between L1 and L2, the observed
nonmonotonic variations of vortex ice also suggest that the
optimal kagome lattice for observing vortex ice should not be
designed with a very small lattice constant. The experiments
by Guillamón et al. [53] show that the more disordered vortex
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FIG. 5. The variation of vortex ice with the kagome lattice spacing
Ls . Black circle: the magnetic field value (H ∗

a ) at which P(nin=1) =
P(nin=2); red triangle: the difference between the percentage of nin = 1
and nin = 2 at H1/2; blue triangle and green square: percentage of
ice pairs at H1/2 and H ∗

a , respectively.

states are observed at high magnetic fields due to the quenched
disorder. Therefore, the decrease of the quality of vortex
ice with reducing the lattice constant is reminiscent of the
quenched disorder at high magnetic field.

IV. SUMMARY

In summary, direct visualizations of the vortex lattice in
superconducting films with a kagome lattice of paired antidots
by SHPM shows that a vortex ice state starts to develop at H1/2
and persists up to 2H1/3 due to the presence of interstitial
vortices. Such unanticipated vortex ice states are more robust
against defects than the conventional ice states at H1/2. It is
found that the vortex ice system is highly tunable by varying
magnetic field and the kagome lattice parameters. Beyond the
theoretical predictions, a comparison among different designs
demonstrates that the defect-free vortex ice cannot be attained
through enhancing the vortex-vortex interactions via reduction
of the size of the kagome lattice. We identified some of the key
aspects needed to create a high-quality vortex ice systems. Our
findings will encourage further theoretical calculations taking
into account the presence of interstitial vortices. Moreover,
the observed highly tunable vortex ice shows great potential
to explore the physics of general ice systems, frustration, and
order-disorder transitions in complex energy landscapes.
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