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Quasibound states in short SNS junctions with point defects
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Using the Green functions technique, we study the subgap spectrum of short three-dimensional superconductor–
normal metal–superconductor junctions containing one or two point impurities in the normal layer. We find that
a single nonmagnetic or magnetic defect induces two quasibound Shiba-like states. If the defect is located close
to the junction edge, the energies of these states oscillate as functions of the distance between the impurity and
the edge. In the case of two nonmagnetic impurities, there are generally four quasibound states (two per spin
projection). Their energies oscillate as functions of the distance between the impurities, and reach their asymptotic
values when this distance becomes much larger than the Fermi wavelength. The contributions of the impurities to
the Josephson current, local density of states, and to the normal-state conductance of the junction are analyzed.
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I. INTRODUCTION

The effect of disorder on the superconducting correlations
has been studied for several decades starting from the seminal
papers by Anderson [1] and Abrikosov and Gor’kov [2].
In many experiments the measurable quantities such as the
critical temperature, electromagnetic response, and the density
of states are well determined by their values averaged over
disorder. Still there exists a number of important experimental
situations when the averaged quantities do not give us the
information needed for the understanding the properties of a
particular sample. In this case we often need to focus on the
properties of an individual impurity or defect and develop an
appropriate theoretical description providing the information
necessary for the experiment interpretation. One can enumerate
the following research directions for which the consideration
of an individual impurity is crucial. First, the study of the local
electronic characteristics around the individual impurity can
help to identify the type of superconducting pairing. Indeed,
the scattering process mixes different quasiparticle momenta
and the resulting impurity states are sensitive to the momentum
dependence of the superconducting order parameter [3]. Thus
the impurity atom serves in some sense as a probe of the order
parameter symmetry. Second, the solution of the scattering
problem for a few impurities becomes necessary for rather
small samples, i.e., at so-called mesoscopic length scales. In
this regime the transport characteristics strongly fluctuate from
sample to sample and the calculations of ensemble averages
can be irrelevant [4]. To sum up, individual impurities are
known to produce well-observable local modifications of the
electronic structure in normal and superconducting metals,
including spatial oscillations of the density of states [5] and
localized subgap states in superconductors with conventional
[6–8] and unconventional pairing (see Ref. [3] for review).

It should be also noted that the consideration of the problem
with an individual impurity or a few of them allows often to
get a deeper insight into the physics of processes which occur
in large impurity ensembles. To give just a simple example
one can recall the Larkin-Ovchinnikov solution [9] for the
electronic structure of the superconducting vortex with a single

impurity atom in the core which allowed one to understand
the Landau-Zener mechanism of dissipation accompanying the
vortex motion [9–11]. In this sense the present paper continues
the series of works studying the effect of individual impurities
on the inhomogeneous superconducting states and focuses on
the analysis of the defects in a Josephson junction with a certain
nonzero phase difference between the superconducting leads.

Quite naturally the effect of impurities strongly depends
on the system dimensionality. The simplest one-dimensional
(1D) limit when the nonmagnetic defects can be described
by certain potential barriers has been previously considered
in a large number of papers (see Refs. [12,13] for review,
and also Refs. [14–16]). The same can be said about the
case of magnetic scatterers/barriers [12,13,17–21]. It is a
more complicated task to analyze substantially 3D systems,
e.g., impurities in bulk materials or wide wires. Indeed,
little is known about the influence of individual impurities
on inhomogeneous superconducting systems. Covaci et al.
[22,23] developed an efficient numerical algorithm to solve
the Bogoliubov–de Gennes equations self-consistently, and
applied this method to calculate the local density of states and
Josephson current in 2D SNS junctions with disorder. Avotina
et al. [24] have studied mesoscopic conductance fluctuations
of a SN tunnel junction with a point impurity. Omelyanchouk
et al. [25] have calculated the stationary current in a Josephson
junction with point impurities located in an orifice between
the superconducting banks. In this work we present a general
approach, which allows one to study the electronic structure of
inhomogeneous superconducting systems with one or several
point impurities. In particular, we provide an explicit method
to calculate the Green functions of a system with defects using
only the Green function of a pure system.

The main result of the paper is the discovery of a quasibound
subgap state at a nonmagnetic impurity located inside the
normal layer of a SNS Josephson junction with a nonzero phase
difference ϕ between the superconducting leads. This state is
somewhat similar to the Yu-Shiba-Rusinov state [6–8] induced
by a magnetic impurity in a homogeneous superconductor.
In an infinite junction the impurity state appears within the
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FIG. 1. Subgap density of states of a short, but infinitely wide SNS
junction with a nonmagnetic point impurity. The spectrum of a clean
junction [26], shown as a solid line, has a sharp peak at an energy E∗ ≈
|�| cos(ϕ/2), where |�| is the gap in the superconducting banks. At
energies higher than E∗ there is still a nonzero density of states, and
in this region the impurity state appears (dashed line, shown strongly
exaggerated).

continuous subgap spectrum of the system (see Fig. 1), and thus
it has a complex energy: E = EA − iE′

A, such that E′
A/h̄ is the

decay rate of the state. In a finite sized junction all subgap states
are localized and the spectrum is discrete. The impurity state
is a superposition Andreev states of the pure junction, whose
energies are located in a window around EA with a width E′

A.
This means that, as long as the distance between these energy
levels is much smaller than E′

A, the spatial structure and the
decay rate of the impurity state are almost not modified.

We analyze the behavior of the impurity states when the
defect (either nonmagnetic or magnetic) is located close to the
surface of a semi-infinite junction. We find the oscillations
of the energies of the impurity states as functions of the
distance between the defect and the sample surface. Finally, for
two nonmagnetic impurities inside the normal region we find
two quasibound states (per spin projection), whose energies
strongly depend on the relative positions of the defects.

The structure of the paper is as follows. In Sec. II our tech-
nique of calculating the Green functions in SN systems with a
point impurity is described. We show how the Green functions
of a system with and without defects are related to each other. In
Sec. III we analyze a short SNS junction with one nonmagnetic
or magnetic impurity. The Green functions and the energies
of the impurity states are calculated and the influence of the
sample surface on these states is considered. Section IV is
devoted to SNS junctions with two nonmagnetic impurities.
Here, we concentrate on the energies of the localized states
only. In Sec. V we discuss how individual defects influence
such measurable characteristics as the Josephson current and
normal-state conductance of the junction. In the conclusion the
main results are summarized.

II. BASIC EQUATIONS

Within the mean-field approach, a nonuniform supercon-
ducting system with a point impurity can be characterized by

the Hamiltonian

H =
∑
αβ

∫
ψ†

α(r)[H0(r)δαβ + Vαβ(r − r1)]ψβ(r)d3r

+
∫

[�∗(r)ψ↑(r)ψ↓(r) + �(r)ψ†
↓(r)ψ†

↑(r)]d3r. (1)

Here, ψ†
α and ψα are the electron creation and annihilation

operators, respectively (α,β = ↑,↓ are the spin indices),

H0(r) = − h̄2∇2

2m
− μ, (2)

where m is the electron mass and μ is the chemical potential,
�(r) is the superconducting order parameter, and the matrix
impurity potential Vαβ is given by

V̂ (r) = U (r)σ̂0 + J(r)σ̂ , (3)

where U (r) is an electric potential, J(r) is an exchange field,
σ̂0 is a unit matrix, and σ̂ are the Pauli matrices.

We will concern ourselves only with the retarded Green
function ǦE(r,r′) of the system—this function contains all
the information about single-particle characteristics, such as
the current density and the local density of states. The Green
function satisfies the Gor’kov equation [27]:{

τ̂0[H0(r) + U (r − r1)] + τ̂z[J(r − r1)σ̂ − E − iε+]

+
(

0 −�(r)
�∗(r) 0

)}
ǦE(r,r′) = τ̂0δ(r − r′). (4)

Here, τ̂0 and τ̂z are a unit and a Pauli matrix in Nambu space,
respectively, E is the energy, and ε+ is an infinitely small
positive quantity. The 4 × 4 matrix ǦE has the following block
structure:

ǦE(r,r′) =
(

ĜE(r,r′) F̂E(r,r′)
−F̂

†
E(r,r′) ˆ̄GE(r,r′)

)
. (5)

For the definition of the 2 × 2 blocks in terms of the electron
field operators the reader may refer to Appendix A. Now, we
can explicitly write down the local density of states ν(E,r):

ν(E,r) = π−1Im[GE↑↑(r,r) + GE↓↓(r,r)]. (6)

Our strategy for solving Eq. (4) is to relate ǦE(r,r′) to the
Green function Ǧ

(0)
E (r,r′) of the superconductor without the

impurity, i.e., with V̂ (r) = 0. The latter Green function can be
then determined using well-developed quasiclassical methods
(see below).

Speaking about the point impurity, we imply that the range
of its potentialV (r) is much smaller than the Fermi wavelength.
Then, it is a predominantly isotropic scatterer, i.e., an effective
source of spherical waves. In this sense, it acts similar to the
δ-function source in the right-hand side of Eq. (4). Given this,
we seek the solution of Eq. (4) in the form

ǦE(r,r′) = Ǧ
(0)
E (r,r′) + Ǧ

(0)
E (r,r1)Ǎ(r1,r′), (7)

where Ǎ(r1,r′) is an unknown matrix, which is defined by
the behavior of Ǧ

(0)
E (r,r′) in the vicinity of the impurity, i.e.,

r ≈ r1. The problem of calculating Ǎ(r1,r′) is relatively simply
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solved in 1D, where we can put

V̂ (r) = (Uσ̂0 + Jσ̂ )δ(r) (8)

and determine the Green function from a Dyson equation, as
described in Ref. [14]. Such a solution is possible because
Ǧ

(0)
E (r1,r1) is finite in 1D; however, this is not the case

in higher dimensions. In Appendix B we illustrate how to
calculate Ǎ(r1,r′) by a simpler example of a nonmagnetic and
nonsuperconducting system. In short, the procedure consists
in separating in Eq. (7) the regular part of ǦE(r,r′) at r = r1

and the ∝|r − r1|−1 singularity. Then, using basic scattering
theory, a relation between these parts can be obtained [see
Eq. (B7)]. This generally yields 16 coupled linear algebraic
equations for the components of Ǎ(r1,r′). The situation is
significantly simplified in our case, since we are dealing with
one impurity in a nonmagnetic environment. Then, the Green
function of the pure system is proportional to the unit matrix in
spin space: Ĝ

(0)
E = G

(0)
E σ̂0, F̂

(0)
E = F

(0)
E σ̂0, ˆ̄G(0)

E = Ḡ
(0)
E σ̂0, and

F̂
†(0)
E = F

†(0)
E σ̂0. For brevity, we introduce the notation

Ĝ
(0)
E (r,r′) =

(
G

(0)
E (r,r′) F

(0)
E (r,r′)

−F
†(0)
E (r,r′) Ḡ

(0)
E (r,r′)

)
. (9)

If we direct the spin quantization axis along the impurity spin
[parallel to J(r)], the components of ǦE(r,r′) with spin indices
↑↓ and ↓↑ vanish, and the equations for the components with
indices ↑↑ and ↓↓ decouple. For spin “up” components Eq. (7)

takes the form(
GE↑↑(r,r′) FE↑↑(r,r′)

−F
†
E↑↑(r,r′) ḠE↑↑(r,r′)

)

= Ĝ
(0)
E (r,r′) + Ĝ

(0)
E (r,r1)

(
A1↑(r1,r′) A3↑(r1,r′)

A2↑(r1,r′) A4↑(r1,r′)

)
. (10)

When writing down conditions of the form (B7) for the Green
functions, it should be born in mind that the pairs of func-
tions GE↑↑, FE↑↑ and ḠE↑↑, F

†
E↑↑ “feel” different scattering

potentials, because the exchange term appears with opposite
signs for these pairs in Eq. (4). Thus the impurity produces
a scattering phase α↑ for GE↑↑ and FE↑↑ and a scattering
phase α↓ for ḠE↑↑ and F

†
E↑↑. Applying the expansion (B7) to

GE↑↑(r,r′) and F
†
E↑↑(r,r′) near r = r1, we obtain the relations

mA1↑
2πh̄2 = tan α↑

kF

[
G

(0)
E (r1,r′) + A1↑G

(0)
ER(r1,r1)

+A2↑F
(0)
E (r1,r1)

]
, (11)

−mA2↑
2πh̄2 = tan α↓

kF

[
F

†(0)
E (r1,r′) + A1↑F

†(0)
E (r1,r1)

−A2↑Ḡ
(0)
ER(r1,r1)

]
, (12)

where kF = (2mμ/h̄2)1/2 is the Fermi wave number. When
writing down the solution of the linear Eqs. (11) and (12),
we will use the relations Ḡ

(0)
E = G

(0)∗
−E and F

(0)
E = F

†(0)∗
−E [these

follow from Eq. (4)]:

A1↑(r1,r′) = D−1
↑

{
G

(0)
E (r1,r′)

[
mkF cot α↓

2πh̄2 − G
(0)∗
−ER(r1,r1)

]
− F

†(0)∗
−E (r1,r1)F †(0)

E (r1,r′)
}
, (13)

A2↑(r1,r′) = −D−1
↑

{
F

†(0)
E (r1,r′)

[
mkF cot α↑

2πh̄2 − G
(0)
ER(r1,r1)

]
+ F

†(0)
E (r1,r1)G(0)

E (r1,r′)
}
, (14)

D↑ =
[
mkF cot α↑

2πh̄2 − G
(0)
ER(r1,r1)

][
mkF cot α↓

2πh̄2 − G
(0)∗
−ER(r1,r1)

]
+ F

†(0)
E (r1,r1)F †(0)∗

−E (r1,r1). (15)

To determine GE↓↓ and F
†
E↓↓ one should simply swap α↑

and α↓ in Eqs. (11)–(15). The functions FEαα and ḠEαα can
be calculated in a similar manner, but we will not write down
the corresponding relations here, since the functions GEαα are
sufficient to determine all one-particle characteristics.

At this point, it can be seen that the impurity may cause the
appearance of additional poles of the Green function at energies
when the denominator D↑ vanishes. As we know, the poles of
the Green function at real and almost real energies define the
localized states of the system, and thus the zeros ofD↑(E) must
be related to impurity-induced bound or quasibound states.

To complete the calculation of the Green functions, the
matrix Ĝ

(0)
E (r,r′) should be determined. This can be done

using quasiclassical methods, which are applicable as long
as the superconducting coherence length ξ = h̄vF /(π |�|) is
much larger than the Fermi wavelength λF = 2πk−1

F (here,
vF = h̄kF /m is the Fermi velocity). A summary of the relevant
quasiclassical methods is given in Appendix C. Here, we write

down the most important formula for the Green function with
close arguments—|r − r′| 	 ξ :

Ĝ
(0)
E (r,r′) = imkF

2πh̄2

∫
ĝE(r′,n)eikF n(r−r′) d

2n
4π

+ m

2πh̄2

cos(kF |r − r′|)
|r − r′| τ̂0, (16)

where integration goes over a unit sphere, and

ĝE(r,n) =
(

gE(r,n) fE(r,n)
−f

†
E(r,n) −gE(r,n)

)
(17)

is the conventional quasiclassical Green function, satisfying
the Eilenberger equations [27,28].
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FIG. 2. Infinite SNS junction with a pointlike impurity.

III. SHORT SNS JUNCTION WITH ONE IMPURITY

A. Green functions

Let us apply the theory developed in Sec. II to a short
Josephson SNS junction shown in Fig. 2. Let the order
parameters in the left and right superconducting banks be equal
to |�|e−iϕ/2 and |�|eiϕ/2, respectively. We use a model with
an abrupt order parameter profile, which is justified if the
characteristic scale of spatial variations of the gap is much
smaller than the coherence length, like in superconductor-
constriction-superconductor weak links [29]. However, for a
start we consider an infinite system and finite-size effects will
be discussed in Sec. III D.

We assume that the system contains a point defect located at
r = r1 in the N layer at distances of L1 and L2 from the left and
right superconducting banks, respectively. Correspondingly,
the total width of the N layer is L = L1 + L2 and L 	 ξ .

To calculate the density of states in the presence of the
impurity, we need the Green functions of the pure system.
These are determined in Appendix C:

G
(0)
ER(r1,r1) ≈ mkF

4πh̄2

[
cot

(
γ (E) + ϕ

2

)
+ cot

(
γ (E) − ϕ

2

)]
,

(18)

F
†(0)
E (r1,r1) ≈ mkF

4πh̄2

[
sin−1

(
γ (E) + ϕ

2

)

+ sin−1

(
γ (E) − ϕ

2

)]
, (19)

where

γ (E) = arccos

(
E

|�|
)

. (20)

Corrections to Eqs. (18) and (19) are much smaller than
mkF /(4πh̄2) as long as

|sin (γ (E) ± ϕ/2)| ∼ 1. (21)

In particular, estimates of the imaginary parts of the Green
functions are given in Appendix D.

B. Quasilocalized states at a nonmagnetic impurity

Now we will focus on the denominator D↑ of the Green
function to find possible localized impurity states. First, we
consider a nonmagnetic impurity, such that α↑ = α↓ = α. By
substituting Eqs. (18) and (19) into Eq. (15) we obtain

D↑ ≈ m2k2
F

4π2h̄4

[
cot2 α + sin2 γ (E)

sin2 γ (E) − sin2 ϕ

2

]
. (22)

The equation D↑ = 0 can now be solved with respect to
sin γ (E): sin2 γ (E) ≡ 1 − E2/|�|2 = sin2(ϕ/2) cos2 α. Thus
the Green functions have a pole at an energy approximately
equal to

E ≈ EA(ϕ) = |�|
√

1 − sin2 ϕ

2
cos2 α. (23)

This corresponds to a spin-degenerate Andreev state localized
at the impurity. In fact, as stated above, it is a quasibound
(resonant) state, since any quasiparticle in the SNS junction
can “leak” to infinity along the N layer. Hence the energy of
the resonance must have an imaginary part, E = EA − iE′

A,
E′

A > 0 (the retarded Green function has poles only in the
lower complex half-plane). Formally, this happens due to the
functions G

(0)
ER(r1,r1) and F

†(0)
E (r1,r1) having imaginary parts.

These imaginary parts and the width of the impurity resonance
are estimated in Appendix D. The result for E′

A is

E′
A ∼ L

ξ
|�| sin2 ϕ

2
sin4 α. (24)

Thus, for short Josephson junctions E′
A 	 �, so that there is a

well-defined resonance. For longer junctions with L � ξ there
is no resonance.

For completeness, we will describe the structure of the
quasibound state. The electronlike part u(r) and a holelike part
v(r) of its wave function satisfy the Bogoliubov–de Gennes
equations [27]. In a nonmagnetic system these equations are
identical to those for the functions GEαα(r,r′) and F

†
Eαα(r,r′)

with the only difference being the absence of δ(r − r′) in the
right-hand side. Hence u(r) and v(r) have the form

u(r) = A1G
(0)
EA

(r,r1) + A2F
(0)
EA

(r,r1), (25)

v(r) = A1F
†(0)
EA

(r,r1) − A2Ḡ
(0)
EA

(r,r1), (26)

where A1 and A2 are some constants. The local density of
states at the energy EA—ν(EA,r)—is proportional to |u(r)|2.
Then, according to Eqs. (C15) and (C16), for |r − r1| � λF

the envelope of the density of states decays as

ν(EA,r) ∝ |r − r1|−2 exp

⎛
⎝−

2
√

|�|2 − E2
A

h̄vF

|r − r1|
⎞
⎠.

(27)

Additionally, ν(EA,r) exhibits spatial oscillations with the
period λF /2. In this respect, the impurity-induced quasibound
state resembles the Shiba state induced by a magnetic impurity
in a bulk superconductor [6–8]. The main difference from the
Shiba state is the strong anisotropy of the ν(EA,r) profile, as
can be seen in Fig. 3.
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FIG. 3. Spatial profiles of the density of states [Eq. (6)] in a plane passing through the z axis and through the impurity—see Fig. 2. ν(E,r)
is measured in units of the density of states in a normal metal—ν0 = m/(h̄2λF ). In all graphs, α = 0.81, L/ξ = 1/20, the impurity is located
in the center of the N layer (and in the center of the pictures), and the size of the area shown is 4.46λF × 4.46λF . The coherence length is
assumed much larger than the dimensions of this area, so for the Green function of a clean system Eqs. (16), (C9), and (C10) are used (with the
integral evaluated numerically). (a)–(d) Profiles of the impurity state for different values of ϕ: E = EA(ϕ). Note the logarithmic color scale,
which is used to make several oscillations of ν(EA,r) visible. (e), (f) Profiles of ν(E,r) at energies close to the peak of the density of states of
a clean junction: E ≈ |�| cos(ϕ/2).

C. Quasilocalized states at a magnetic impurity

Here we will generalize the results of the previous section
for the case of a magnetic impurity, when α↑ = α↓. Using
Eqs. (15), (18), and (19), we can write the determinant D↑ in
the following form:

D↑ ≈ m2k2
F [cos(2�) − cos(2γ − α↑ + α↓)]

4π2h̄4 sin α↑ sin α↓[cos ϕ − cos(2γ )]
, (28)

where

� = arcsin

√
cos α↑ cos α↓ sin2 ϕ

2
+ sin2

(
α↑ − α↓

2

)
. (29)

Equating D↑ to zero, we obtain

sin

(
γ + α↓ − α↑

2
− �

)
sin

(
γ + α↓ − α↑

2
+ �

)
= 0

or

γ = α↑ − α↓
2

± � + πn, (30)

where n is an integer. To determine the valid values of n we
take into account that γ ∈ [0,π ]. As follows from Eq. (29),∣∣∣∣α↑ − α↓

2

∣∣∣∣ < � <
π

2
.
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FIG. 4. Energies of “spin-up” (↑) and “spin-down” (↓) impurity states in a short SNS junction. In (b) a special case is depicted, when
α↑ + α↓ = 0, and there is no gap between the branches of E(ϕ) with the same spin.

Hence γ can only take the values

γ = α↑ − α↓
2

+ π

2
±
(

π

2
− �

)
. (31)

This yields the real parts of the energies of quasibound “spin-
up” impurity states:

E↑ = |�| sin

(
α↓ − α↑

2
±
(

π

2
− �

))
. (32)

For “spin-down” quasiparticles, we need to swap α↑
and α↓:

E↓ = |�| sin

(
α↑ − α↓

2
±
(

π

2
− �

))
. (33)

Similar relations have been previously derived for Andreev
states in a short Josephson junction with a ferromagnetic
barrier [30]. As before, the energies of the impurity states have
imaginary parts of the order of |�|L/ξ .

Equations (32) and (33) give four values of the energy,
two of them being positive and two being negative, except
for the case when some values are exactly zero. Of course, the
Bogoliubov quasiparticles have positive energies; thus there
are generally two quasibound states localized by a magnetic
impurity.

Let us consider some particular cases. When α↑ = α↓ = α

we have E↑ = ±EA and E↓ = ±EA [Eq. (23)], in accordance
with Sec. III B. When ϕ = 0, we should obtain the energies
of Shiba states in a bulk superconductor. Indeed, one can see
that in this case the positive values of E↑ and E↓ are |�| and

|�|| cos(α↑ − α↓)|, the latter being the energy of the Shiba
state with zero orbital momentum [8].

For a nonmagnetic impurity the dependence of EA on ϕ

is qualitatively similar for all values of the phase α, and
has no zero crossings: EA � 0. For a magnetic impurity
qualitatively different behaviors of the bound state energies
vs ϕ are possible depending on α↑ and α↓. To illustrate this,
we first calculate the zero crossings of E↑(ϕ) and E↓(ϕ). Using
the fact that γ (0) = π/2, we find from Eq. (31) that at least
one branch of both E↑(ϕ) and E↓(ϕ) takes the value zero
when

sin2 ϕ

2
= cos(α↑ − α↓)

cos α↑ cos α↓
. (34)

Hence zero crossings are present if and only if the following
conditions are met:

cos(α↑ − α↓) > 0, (35)

sin α↑ sin α↓ < 0. (36)

At each crossing point one branch of E↑(ϕ) goes from positive
to negative with growing ϕ, and one branch of E↓(ϕ) goes from
negative to positive, or vice versa. Such a situation is depicted
in Figs. 4(a) and 4(b).

Consider the case when one of the conditions (35) or
(36) is violated—both conditions can be violated only in the
degenerate case when one of the scattering phases equals
±π/2, so that E↑ and E↓ do not depend on ϕ. If cos(α↑ −
α↓) � 0, for all values of ϕ there are two bound states with
the same spin. In particular, there are two “spin-up” states for
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FIG. 5. Semi-infinite SNS junction with an impurity.

α↓ > α↑ (E↑ � 0) and two “spin-down” states for α↓ < α↑
(E↓ � 0)—see Fig. 4(c). On the contrary, when the condition
(36) is violated, we have one spin-up and one spin-down state
for all ϕ—see Fig. 4(d).

D. Semi-infinite SNS junction

In the previous sections we studied the impurity states
in an idealized spatially unlimited system, so the obtained
results cannot be directly applied to real structures, which have
boundaries. In this section, we will analyze how the impurity
states are affected by a flat surface. In particular, we consider
here a SNS junction occupying the half-space y < 0—see
Fig. 5. The half-space y > 0 is occupied by vacuum or an
insulator. An impurity is located at the point r1 = (x1, − h,z1)
inside the normal layer.

We assume that there is an infinitely high potential barrier
at the surface of the junction, so that the following boundary
condition should be imposed:

Ǧ(r,r′)|y=0 = 0. (37)

Then, the Green function without the impurity, which we
will denote as Ĝ

(S)
E (r,r′), can be determined using the image

method:

Ĝ
(S)
E (r,r′) = Ĝ

(0)
E (r,r′) − Ĝ

(0)
E (r,r′′), (38)

where by Ĝ
(0)
E (r,r′) we mean the Green function of a pure

infinite junction, r′ = (x ′,y ′,z′), and r′′ = (x ′, − y ′,z′). Let us
assume that h is much smaller than the coherence length ξ .
Using Eqs. (C17) and (C27), we find that the regular part of
the Green function is

G
(S)
ER(r1,r1) ≡ G

(0)
ER(r1,r1) − G

(0)
E (r1,r1 + 2hy0)

= G
(0)
ER(r1,r1)

[
1 − sin(2kF r)

2kF r

]

− m cos(2kF h)

4πh̄2h
, (39)

where y0 is a unit vector directed along the y axis and
G

(0)
ER(r1,r1) is given by Eq. (18). Similarly,

F
†(S)
E (r1,r1) = F

†(0)
E (r1,r1)

[
1 − sin(2kF r)

2kF r

]
, (40)

with F
†(0)
E (r1,r1) given by Eq. (19). If we substitute G

(S)
ER(r1,r1)

and F
†(S)
E (r1,r1) into Eq. (15), after some algebra we may find

FIG. 6. Dependencies of the impurity state energy E on the
distance h between the impurity and the surface of the SNS junction
for ϕ = π . The scattering phases α are positive in graph (a) and
negative in graph (b).

that the equations for the impurity states take the same form as
for an infinite junction with the scattering phases replaced by
effective values αeff↑,↓, which are defined as follows:

cot αeff↑,↓ = cot α↑,↓ + cos(2kF h)
2kF h

1 − sin(2kF h)
2kF h

. (41)

Note that h = 0 results in αeff↑,↓ = 0, i.e., there is effectively
no impurity. A remarkable feature of Eq. (41) is the oscillating
αeff↑,↓ vs h dependence, which results in the energies of the
impurity states also oscillating when h is changed. This simple
example illustrates the mesoscopic fluctuations in a system
with one impurity. These fluctuations decay on a length scale
of the order of k−1

F , and hence the influence of the surface on
the energies of the impurity states is small when h is much
larger than the Fermi wavelength.

Typical energy vs h graphs for a nonmagnetic impurity are
shown in Fig. 6.
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FIG. 7. SNS junction with two impurities.

IV. BOUND STATES IN A SHORT SNS JUNCTION
WITH TWO IMPURITIES

In this section we will determine the energies of resonant
states in a short SNS junction with two impurities. The system
under consideration is shown in Fig. 7. Here, one impurity
with a scattering phase α1 is located at the origin. The other
impurity with a scattering phase α2 is located at the point r2 =
(x2,y2,z2), such that z2 � 0. The vector r2 makes an angle β

with the z axis.
As before, we can find the impurity states in this system by

calculating the poles of the Green function. However, even with
only two impurities this method becomes very laborious. For
this reason, we will use here a different method developed by
Beenakker [31], which yields the energies of all Andreev states
in short nonmagnetic Josephson junctions (L 	 ξ ). These

energies have the form

Ei(ϕ) = |�|
√

1 − Ti sin2 ϕ

2
, (42)

where Ti is an eigenvalue of the matrix T̂ = t̂ t̂†, with t̂ being
the transmission matrix of electrons with the energy μ (E = 0)
through the normal layer. For the Andreev states that are not
affected by impurities one has ideal transmission, i.e., Ti =
1. Hence the impurity-induced states correspond to nonunit
values of Ti . Note that Eq. (23) is a particular case of Eq. (42)
with Ti = cos2 α. Thus the central result of Sec. III B can be
also interpreted as follows: a single nonmagnetic impurity with
a scattering phase α affects one transport channel in the normal
layer, reducing the transparency of this channel from unity to
cos2 α.

The coefficients Ti for the case of two point impurities are
calculated in Appendix E. It is shown that all coefficients
Ti are equal to unity except for two, which we denote as
T1 and T2. Hence we have two quasibound states per spin
projection.

The general expressions for T1 and T2 are rather cumber-
some [Eqs. (E16), (E17), and (E19)], but we can analyze some
limiting cases. For example, if the impurities are very close to
each other—kF r2 	 1—they are equivalent to one impurity
with a scattering phase α0 given by Eq. (E22).

When the distance between the impurities is larger—kF r2 �
1—the coefficients T1 and T2 are oscillating functions of both β

and r2, as can be seen in Fig. 8. Thus we have another example
of sample-to-sample fluctuations of the impurity state energies,
somewhat similar to those present in a semi-infinite junction
(Sec. III D).

FIG. 8. (a) Dependencies of T1,2 [Eq. (E19)] on β for several values of r2. (b)–(d) Dependencies of T1,2 on r2 for various values of α1, α2,
and β. It can be seen that with growing r2 the transparencies T1,2 approach their asymptotic values significantly faster when |α1| = |α2| than in
the case when |α1| = |α2|.
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At kF r2 	 1 one expects that the impurities are more or
less independent, so that T1,2 ≈ cos2 α1,2. One can prove (see
Appendix E) that the differences between T1, T2 and their
asymptotic values are of the order of (kF r2)−2 when |α1| = |α2|
and of the order of (kF r2)−1 when |α1| = |α2|.

V. OBSERVABLE IMPLICATIONS

Let us discuss observable implications of the results above.
First, individual impurity states can be observed using the
STM technique [32], which has been recently applied for the
visualization of Shiba states in a 2D superconductor [33]. This
technique allows one to determine the energies of the resonant
states as well as their approximate spatial structure.

Second, the impurities certainly affect the transport char-
acteristics of the Josephson junction. Using the theory of
Beenakker [31] for short SNS junctions, we can estimate the
influence of defects on the Josephson current. This current is
given by

I (ϕ) = e|�|2
2h̄

sin ϕ
∑

i

Ti

Ei(ϕ)
tanh

(
Ei(ϕ)

2T

)
, (43)

where e is the elementary charge, Ei(ϕ) is given by Eq. (42),
T is the temperature, and summation goes over all eigenvalues
Ti of the matrix t̂ t̂†. Without impurities, the current is

I0(ϕ) = e|�|N
h̄

sin(ϕ/2) tanh

( |�| cos(ϕ/2)

2T

)
, (44)

If we add one impurity, it switches one transmission eigenvalue
from Ti = 1 to Ti = cos2 α, and the current is modified by a
value

δI (ϕ) = e|�|
2h̄

sin ϕ

⎡
⎢⎣cos2 α

tanh
( |�|

√
1−cos2 α sin2(ϕ/2)

2T

)
√

1 − cos2 α sin2(ϕ/2)

− 1

cos(ϕ/2)
tanh

( |�| cos(ϕ/2)

2T

)⎤⎥⎦. (45)

As we have seen, two identical impurities separated by a
distance much larger than k−1

F switch two eigenvalues Ti

to cos2 α. This fact can be generalized: a sufficiently small
amount of evenly distributed impurities n in a junction with
many channels—N � 1—should change n eigenvalues Ti

from unity to cos2 α. Here, “suffiently small amount” means at
least n 	 N ; however, the actual restriction might be stronger
and its derivation is beyond the scope of this work. If the
defects are distributed randomly in the N layer, of course,
there is a chance that the distance between some defects is
�k−1

F , and also some defects may be located near the boundary
of the junction. However, on the average the number of such
impurities is much smaller than n, provided that N � 1 and
n 	 N . Thus we may conclude that the average contribution
of n point impurities to the Josephson current is nδI (ϕ). Then,
the averaged over many samples Josephson current is

Ī (ϕ) = I0(ϕ) + n̄δI (ϕ), (46)

where n̄ denotes the average number of defects in the N layer.
If the quantity n obeys a Poisson distribution, the root-mean-

square deviation of the current from its average is√
(I − Ī )2 = n̄|δI (ϕ)|. (47)

In a similar way, we can calculate the normal-state con-
ductance G of the N layer. In the presence of n impurities,
according to Landauer’s formula [34], the conductance is
given by

G = 2e2

πh̄
(N − n sin2 α). (48)

This can be interpreted as each impurity effectively reducing
the cross section of the N layer by the scattering cross section
σS [Eq. (B6)]. Now we can also determine the average conduc-
tance and its root-mean-square deviation from the average:

Ḡ = 2e2

πh̄
(N − n̄ sin2 α), (49)

√
(G − Ḡ)2 = 2e2

πh̄
n̄ sin2 α. (50)

Equations (47) and (50) give the Josephson current and con-
ductance fluctuations in the low-disorder limit, complementing
Beenakker’s results [31] derived in the limit of a diffusive N

layer.

VI. CONCLUSION

In conclusion, we have analyzed the subgap spectral fea-
tures due to nonmagnetic and magnetic point impurities in
a short clean SNS junction. A single defect induces two
quasibound states, which are somewhat similar to Shiba states
in a uniform superconductor. The energies of the impurity
states are given by Eqs. (32) and (33) [which simplify to
Eq. (23) in the case of a nonmagnetic defect], and the widths of
the resonances are of the order of |�|L/ξ . If the defect is close
to a flat surface of the junction, the impurity state energies
exhibit decaying oscillations as a function of the distance h

between the impurity and the sample surface.
We have also studied a system with two nonmagnetic im-

purities, as shown on Fig. 7. Here, there are two quasilocalized
states per spin projection, the energies of which depend in
a complex manner on both the length and orientation of the
vector r2 connecting the impurities.

Finally, we have derived the sample-to-sample fluctuations
of the Josephson current and normal-state conductance of the
junction in the pure limit, i.e., in the presence of a relatively
small amount of impurities.
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APPENDIX A: DEFINITIONS OF THE GREEN FUNCTIONS

In this paper we use the following definition of the real-time
retarded Green functions:

Gαβ(r,r′,t) = i〈ψα(r,t)ψ†
β(r′) + ψ

†
β(r′)ψα(r,t)〉T , (A1)

F
†
αβ(r,r′,t) =

∑
γ

σyαγ 〈ψ†
γ (r,t)ψ†

β(r′) + ψ
†
β(r′)ψ†

γ (r,t)〉T ,

(A2)

Fαβ(r,r′,t) =
∑

γ

σyβγ 〈ψα(r,t)ψγ (r′) + ψγ (r′)ψα(r,t)〉T ,

(A3)

Ḡαβ(r,r′,t) = i
∑
γ ε

σyαγ σyβε〈ψ†
γ (r,t)ψε(r′)

+ψε(r′)ψ†
γ (r,t)〉T (A4)

for t > 0, and Gαβ = F
†
αβ = Fαβ = Ḡαβ = 0 for t < 0. Here,

〈· · · 〉T denotes the thermodynamic average and ψα(r,t) is the
Heisenberg operator:

ψα(r,t) = exp(iHt/h̄)ψα(r) exp(−iHt/h̄). (A5)

The matrices with the subscript “E,” appearing in Eq. (5), are
the Fourier transforms of the matrices given by Eqs. (A1)–
(A4) with respect to t . Note that our definitions of the Green
functions are somewhat different from those used by Kopnin
[27]. In our case, it is convenient to incorporate the σ̂y matrices
in the definitions (A1)–(A4) to eliminate them in the Gor’kov
equation (4).

APPENDIX B: GREEN FUNCTION OF A NORMAL
SYSTEM WITH A POINT IMPURITY

In this Appendix we illustrate our method of calculating the
Green function in the presence of a point defect by a relatively
simple example of a normal system. The problem of scattering
of a free particle by δ-type potentials has been previously ex-
tensively studied in literature. A summary of the main obtained
results and their strict derivations can be found in Ref. [35].
Here, in a somewhat voluntary way we extend the previous re-
sults to the case of an inhomogeneous 3D system with a defect.

We will determine the retarded Green function GE(r,r′) of
the following Schrödinger equation:

[H0(r) + U0(r) + V (r − r1) − E − iε+]GE(r,r′) = δ(r − r′),

(B1)

where H0(r) is given by Eq. (2), V (r) is the potential of a
pointlike impurity, and U0(r) is some electric potential not
related to the impurity. For simplicity, we put the impurity
outside the range of the potential U0(r), so that U0(r1) = 0.

We will assume that the solution G
(0)
E (r,r′) of Eq. (B1)

without the impurity [with V (r) = 0] is known. It has a regular
part and a singularity, which we separate explicitly:

G
(0)
E (r,r′) = m

2πh̄2|r − r′| + G
(0)
ER(r,r′), (B2)

where G
(0)
ER(r,r′) is a regular function at all arguments.

In the presence of the impurity, assuming that it is small
enough so that only spherically symmetric scattering can be
taken into account, we can write the solution of Eq. (B1) in the
form

GE(r,r′) = Gin(r,r′) + C
Gin(r1,r′)eik|r−r1|

k|r − r1| , (B3)

where the function Gin(r,r′) is regular at r = r1 and represents
an incoming wave, k is the wave number of a free electron, and
C is a coefficient that depends on the impurity potential. By
virtue of Hermiticity of the Hamiltonian, a relation between
the imaginary part of C and its modulus exists, namely

Im(C) = |C|2, (B4)

which is a corollary of the so-called optical theorem. Its
derivation can be found in textbooks [35,36]. Equation (B4)
implies that C can be written as

C = eiα sin α, (B5)

where α is the energy-dependent scattering phase of the
impurity. Note that C is π periodic in α, so we may confine
α to the range [−π/2,π/2], with α = ±π/2 corresponding to
the so-called unitary limit. The opposite Born approximation
limit corresponds to |α| 	 1. The scattering cross section of
the impurity is given by

σS = 4πk−2 sin2 α. (B6)

For the following it is more convenient to rewrite Eq. (B3) in
the form

GE(r,r′) = GER(r,r′) + GER(r1,r′) tan α

k|r − r1| , (B7)

where

GER(r,r′) = Gin(r,r′) + Gin(r1,r′)eiα sin α
eik|r−r′| − 1

k|r − r′|
(B8)

is another regular function at r = r1. Now, one can see that
GE(r,r′) and G

(0)
E (r,r1) have the same |r − r1|−1 singularity,

and hence the solution of Eq. (B1) can be also written as

GE(r,r′) = G
(0)
E (r,r′) + G

(0)
E (r,r1)A(r1,r′), (B9)

where A(r1,r′) is a function to be determined. Indeed, the
function given by Eq. (B9) has the correct asymptotic behavior
near the defect [Eq. (B7)], and also satisfies Eq. (B1) when r
and r′ lie outside the range of the impurity potential.

To calculate A(r1,r′) we note that Eqs. (B7) and (B9) should
give the same function GE(r,r′). After extracting the regular
part of the right-hand side of Eq. (B9) at r = r1 by using
Eq. (B2) with r′ = r1, we obtain the algebraic equation

mA(r1,r′)
2πh̄2 = tan α

kF

[
G

(0)
E (r1,r′) + A(r1,r′)G(0)

ER(r1,r1)
]
.

(B10)

Here, we replace k with the Fermi wave number kF , assuming
that |E| 	 μ. After solving Eq. (B10), we obtain the Green
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function

GE(r,r′) = G
(0)
E (r,r′) + G

(0)
E (r,r1)G(0)

E (r1,r′)
mkF cot α

2πh̄2 − G
(0)
ER(r1,r1)

. (B11)

It is important that Eq. (B11) gives the exact Green function
when both r and r′ lie outside the impurity. If desired, Born
approximations of any order can be deduced from Eq. (B11).
Thus our result should be identical to the result obtained
using the T-matrix method, which involves the summation of
diagrams corresponding to Born approximations of all orders.
Indeed, the reader may check that the T-matrix method yields
Eq. (B11) in the spatially homogeneous case [when U0(r) = 0]
[3].

Finally, we shortly discuss how to generalize the obtained
result for a magnetic impurity. The Green function ĜE and
the impurity potential V̂ (r) then will be 2 × 2 matrices in spin
space. One typically writes the potential in the form (3). If
we direct the spin quantization axis along the impurity spin
[parallel to J(r)], electrons with spin “up” and spin “down”
will have different scattering phases—α↑ and α↓, respectively.
Then, the components of the matrix Green function ĜE with
spin indices ↑↓ and ↓↑ vanish, and the components with
indices ↑↑ or ↓↓ are still given by Eq. (B11), where α is
replaced with α↑ or α↓, respectively.

APPENDIX C: QUASICLASSICAL CALCULATION OF THE
GREEN FUNCTIONS IN CLEAN SUPERCONDUCTORS

In this Appendix we will recall some old results concerning
the quasiclassical methods applied to clean superconductors,
and we will derive Eq. (16). In the end, expressions for the
Green functions with noncoinciding arguments for a short SNS
junction will be given.

Gor’kov and Kopnin [37] pointed out that in a clean system
without potential barriers it is convenient to write the Green
function Ĝ

(0)
E (r,r′) at kF |r − r′| � 1 in the following form:

Ĝ
(0)
E (r,r′) = m

2πh̄2R
[ĝE+(r′,R,n)eikF R

+ ĝE−
(
r′,R,n

)
e−ikF R], (C1)

where R = |r − r′| and n = (r − r′)/R is a unit vector. In the
limit ξ � k−1

F a set of quasiclassical equations for ĝ+
E and ĝ−

E

can be derived. By substituting Eq. (C1) into Eq. (4) we can
obtain the Andreev equations [37]

∓ih̄vF

∂

∂R
ĝE±(r′,R,n)

+
( −E −�(r)

�∗(r) E

)
ĝE±(r′,R,n) = 0, (C2)

where n is a unit vector and r = r′ + Rn. When deriving
Eq. (C2) differentiation with respect to the directions of n has
been neglected, which is justified when

h̄2

mR2|δn|2 	 |�|, (C3)

where δn is the characteristic variation scale of ĝ±
E (r′,R,n)

with respect to n. Equation (C3) can be rewritten as

|δn|2 � ξ

kF R2
. (C4)

The uniqueness of the solution of Eq. (C2) is provided by
the boundary conditions [37]

ĝE±(r′,0,n) = 1
2 [τ̂0 ± ĝE(r′, ± n)], (C5)

where ĝE(r,n) is the conventional quasiclassical Green func-
tion, which satisfies the Eilenberger equation [27,28] with the
normalization condition ĝ2

E = τ̂0.
At small R the condition (C4) is obviously violated. How-

ever, a different representation of the Green function may
be obtained for |r − r′| 	 ξ . At such small length scales in
the left-hand side of the Gor’kov equation (4) all terms can
be neglected except for the kinetic energy. Hence the Green
function can be written as

Ĝ
(0)
E (r,r′) =

∫
ĝ′

E(r′,n′)eikF n′(r−r′)d2n′ + m

2πh̄2

eikF |r−r′ |

|r − r′| τ̂0,

(C6)

where integration goes over a unit sphere and ĝ′
E(r′,n) is a

function that will be determined shortly. We note that a range
of distances R 	 ξ may exist where Eq. (C4) is satisfied. In
that range both Eqs. (C1) and (C6) are applicable, and hence
should be equivalent to each other. When both kF R � 1 and
Eq. (C4) are satisfied, the integral in Eq. (C6) can be calculated
by the stationary phase method, yielding

Ĝ
(0)
E (r,r′) = eikF R

R

[
m

2πh̄2 − 2i

kF

ĝ′
E(r′,n)

]

+ 2πie−ikF R

kF R
ĝ′

E(r′, − n). (C7)

Comparing this with Eq. (C1), we find that

ĝ′
E(r′,n) = imkF

4π2h̄2 [ĝE+(r′,0,n) − τ̂0]

= − imkF

4π2h̄2 ĝE−(r′,0, − n). (C8)

Finally, taking into account Eq. (C5), we obtain Eq. (16)
[38].

Using the approach outlined above, we will now determine
the Green functions G

(0)
E (r,r′) and F

†(0)
E (r,r′) for a clean short

SNS junction (Fig. 2 without the defect). We will assume that
the vector r′ lies in the normal layer. For a start, we need
the solutions of the Eilenberger equation, which are known
[39]:

gE(r1,n) = i cot

[
(E + iε+)L

h̄vF |nz| − γ (E + iε+) − ϕ

2
sgn(nz)

]
,

(C9)

f
†
E(r1,n) =

i exp
(

iE(L2−L1)
h̄VF nz

)
sin
[ (E+iε+)L

h̄vF |nz| − γ (E + iε+) − ϕ

2 sgn(nz)
] ,
(C10)
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where γ (E) is given by Eq. (20). We can put here γ (E +
iε+) = γ (E), since the term iε+L/(h̄vF |nz|) in Eqs. (C9)
and (C10) already yields the necessary imaginary part in the
denominators. Equations (C9) and (C10) are valid for a clean

SNS junction of any length, and they allow one to reproduce the
long-known zigzag pattern of the density of states [26,40,41].

The Green functions with coinciding arguments are deter-
mined using Eq. (16):

G
(0)
ER(r1,r1) = − mkF

4πh̄2

∫ 1

−1
cot

[
EL

h̄vF |nz| + iε+ − γ (E) − ϕ

2
sgn(nz)

]
dnz, (C11)

F
†(0)
E (r1,r1) = − mkF

4πh̄2

∫ 1

−1

exp
(

iE(L2−L1)
h̄VF nz

)
dnz

sin
[

EL
h̄vF |nz| + iε+ − γ (E) − ϕ

2 sgn(nz)
] . (C12)

We may note that for most of the directions of the vector n the ratio EL/(h̄vF |nz|) is small and may be neglected (unless
|nz| � |E|L/h̄vF ). Doing so, we obtain Eqs. (18) and (19).

When calculating gE±, for most directions of n we may additionally disregard the fact that �(r) = 0 in Eq. (C2) for R <

L1,2/|nz| (as long as L/|nz| 	 ξ ). Effectively, this means that we can ignore the normal layer, putting L = 0. Solving Eq. (C2)
with the boundary conditions (C5) then yields

gE±(r′,R,n) ≈ ±
i exp

(
± iγ (E) + i

ϕ

2 sgn(nz) −
√

|�|2−E2

h̄vF
R
)

2 sin
(−γ (E) ∓ ϕ

2 sgn(nz)
) , (C13)

f
†
E±(r′,R,n) ≈ ±

i exp
(
−

√
|�|2−E2

h̄vF
R
)

2 sin
(−γ (E) ∓ ϕ

2 sgn(nz)
) . (C14)

Let us substitute this into Eq. (C1):

G
(0)
E (r,r′) = mi

4πh̄2R

[
e−ikF R−iγ (E)

sin
(
γ (E) − ϕ

2 sgn(nz)
) − eikF R+iγ (E)

sin
(
γ (E) + ϕ

2 sgn(nz)
)
]

exp

(
i
ϕ

2
sgn(nz) −

√
|�|2 − E2

h̄vF

R

)
, (C15)

F
†(0)
E (r,r′) = mi

4πh̄2R

[
e−ikF R

sin
(
γ (E) − ϕ

2 sgn(nz)
) − eikF R

sin
(
γ (E) + ϕ

2 sgn(nz)
)
]

exp

(
−
√

|�|2 − E2

h̄vF

R

)
. (C16)

These relations are valid for kF R � 1, L/|nz| 	 ξ , and when Eq. (21) holds. To calculate the Green functions for R 	 ξ , we
may use Eq. (16) together with Eqs. (C9) and (C10). In the short-junction limit we may again neglect all terms containing L, L1,
and L2 to obtain

G
(0)
E (r,r′) ≈ mkF

4πh̄2

[
K(kF (r − r′)) cot

(
γ (E) + ϕ

2

)
+ K∗(kF (r − r′)) cot

(
γ (E) − ϕ

2

)]
+ m cos(kF |r − r′|)

2πh̄2|r − r′| , (C17)

F
†(0)
E (r,r′) ≈ mkF

4πh̄2

[
K(kF (r − r′)) sin−1

(
γ (E) + ϕ

2

)
+ K∗(kF (r − r′)) sin−1

(
γ (E) − ϕ

2

)]
, (C18)

where

K(R) =
∫

nz>0
einR dn

2π
. (C19)

Here, integration goes over a unit hemisphere. In the final part of this appendix we will derive some properties of the function
K(R).

First, we point out three rather obvious relations:

K(0) = 1, (C20)

|K(R)| � 1, (C21)

K(−R) = K∗(R). (C22)

Now we will transform Eq. (C19). For this, we introduce an auxiliary coordinate frame (x ′,y,z′), such that the z′ axis is directed
along the vector R; see Fig. 9. This vector makes an angle β with the z axis, and for now we assume that β � π/2. Let θ and φ be
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the polar and azimuthal angles in the (x ′,y,z′) frame, respectively. Then, nz = sin θ cos φ sin β + cos θ cos β. Equation (C19)
can be transformed as follows:

K(R) =
∫∫

cos φ>− cot θ cot β
sin θeiR cos θ dφ dθ

2π
=
∫ π

2 −β

0
sin θ eiR cos θdθ +

∫ π
2 +β

π
2 −β

sin θ eiR cos θ arccos (− cot β cot θ )
dθ

π

= eiR − eiR sin β

iR
+
∫ sin β

− sin β

eixR arccos

(
− x√

1 − x2
cot β

)
dx

π
. (C23)

After integration by parts we obtain

K(R) = eiR

iR
+ i cos β

πR

∫ sin β

− sin β

eixRdx

(1 − x2)
√

sin2 β − x2
= eiR

iR
+ 2i cos β

πR

∫ sin β

0

cos(xR)dx

(1 − x2)
√

sin2 β − x2
. (C24)

It follows from this that

Re[K(R)] = sin R

R
, (C25)

Im[K(R)] = 2 cos β

πR

∫ 1

0

cos(xR sin β)dx√
1 − x2(1 − x2 sin2 β)

− cos R

R
. (C26)

Additionally, Eqs. (C22) and (C25) yield

K(R) = sin R

R
when β = π

2
. (C27)

Moreover, there must be Im[K(0)] = 0 [Eq. (C20)], so that

2 cos β

π

∫ 1

0

dx√
1 − x2(1 − x2 sin2 β)

= 1 (C28)

for any β ∈ [0,π/2). Using this, we can rewrite Eq. (C26) as

Im[K(R)] = 2 cos β

πR

∫ 1

0

cos(xR sin β) − cos R√
1 − x2(1 − x2 sin2 β)

dx.

(C29)

This relation is also valid for β ∈ [π/2,π ], because the integral
is finite and the property (C22) is satisfied. It follows from
(C28) and (C29) that

|Im[K(R)]| � 4|cos β|
πR

∫ 1

0

dx√
1 − x2(1 − x2 sin2 β)

= 2

R
,

(C30)

FIG. 9. Coordinate system we use to calculate the function K(R).
The unit hemisphere over which we integrate is highlighted in gray.

and hence

|K(R)| �
√

5

R
. (C31)

Finally, if we substitute x = sin t in Eq. (C29), we obtain

K(R) = sin R

R
+ 2i cos β

πR

×
∫ π/2

0

cos(R sin β sin t) − cos R

1 − sin2 t sin2 β
dt. (C32)

This form is particularly convenient for numerical calculations,
because the integrand is a limited and continuous function of
β and t . Indeed,

∣∣∣∣cos(R sin β sin t) − cos R

1 − sin2 t sin2 β

∣∣∣∣
= R2

2

∣∣∣∣∣∣
2 sin

(
R

1−sin β sin t

2

)
R(1 − sin β sin t)

2 sin
(
R

1+sin β sin t

2

)
R(1 + sin β sin t)

∣∣∣∣∣∣ �
R2

2
.

(C33)

This relation allows one to obtain another estimate for
Im[K(R)]:

|Im[K(R)]| � 2|cos β|
πR

∫ π/2

0

R2

2
dt = |Rz|

2
. (C34)

APPENDIX D: IMAGINARY PARTS OF GREEN
FUNCTIONS WITH COINCIDING ARGUMENTS

In this Appendix we estimate the imaginary parts of the
functions G

(0)
ER(r1,r1) and F

†(0)
E (r1,r1), given by Eqs. (C11)

and (C12), and the width of the impurity resonance, E′
A. The

imaginary part of G
(0)
ER(r1,r1) originates from the poles of the

integrand in Eq. (C11). It can be proven that

Im[cot(x + iε+)] = −π

+∞∑
n=−∞

δ(x − πn). (D1)
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Then

Im
[
G

(0)
ER(r1,r1)

] = mkF

4h̄2

∫ 1

−1

+∞∑
n=−∞

δ

(
EL

h̄vF |nz| + γ (E) − ϕ

2
sgn(nz)

)
dnz

= mkF |E|L
4h̄3vF

⎧⎪⎨
⎪⎩

∑
πn>

|E|L
h̄vF

−γ (|E|)− ϕ

2

[
γ (|E|) + ϕ

2
+ πn

]−2
+

∑
πn>

|E|L
h̄vF

−γ (|E|)+ ϕ

2

[
γ (|E|) − ϕ

2
+ πn

]−2

⎫⎪⎬
⎪⎭. (D2)

It can be seen that when the condition (21) is satisfied, then

Im
[
G

(0)
ER(r1,r1)

] ∼ mkF |E|L
4h̄3vF

. (D3)

The imaginary part of F
†(0)
E (r1,r1) has a similar contribution due to the poles of the integrand in Eq. (C12). In addition, there

is generally a larger contribution originating from the exponent in the numerator of the integrand. Applying the Taylor expansion
to this exponent, we obtain

Im
[
F

†(0)
E (r1,r1)

] ≈ −mkF E(L2 − L1)

4πh̄3vF

{∫ 1

|E|L/h̄vF

sin−1
(
−γ (E) − ϕ

2

)dnz

nz

+
∫ |E|L/h̄vF

−1
sin−1

(
−γ (E) + ϕ

2

)dnz

nz

}

= mkF E(L2 − L1)

4πh̄3vF

ln

(
h̄vF

|E|L
)[

1

sin
(
γ (E) + ϕ

2

) − 1

sin
(
γ (E) − ϕ

2

)
]
, (D4)

assuming that Eq. (21) holds, and L2 − L1 ∼ L. Thus

Im
[
F

†(0)
E (r1,r1)

] ∼ mkF |E|L
4πh̄3vF

ln

(
h̄vF

|E|L
)

. (D5)

Now we will estimate the width of the impurity resonance,
E′

A. First, we note that at real energies the imaginary part of
the determinant D↑ [Eq. (15)] equals

Im[D↑] = −2 Im
[
G

(0)
ER(r1,r1)

]
Re
[
G

(0)
ER(r1,r1)

]
− Re

[
F

†(0)
E (r1,r1)

]
Im
[
F

†(0)
−E (r1,r1)

]
+ Re

[
F

†(0)
−E (r1,r1)

]
Im
[
F

†(0)
E (r1,r1)

]
. (D6)

According to Eqs. (D3) and (D5), the first line of Eq. (D6)
is generally much smaller than the second and third lines;
however, the latter two lines almost cancel each other out, as
follows from Eqs. (19) and (D5). Hence

Im[D↑] ∼ 2 Im
[
G

(0)
ER(r1,r1)

]
Re
[
G

(0)
ER(r1,r1)

]
∼ m2k2

F

h̄4

|E|L
h̄vF

, (D7)

as long as Eq. (21) holds. For a complex energy E = EA − iE′
A

with a small imaginary part we have

Im[D↑(EA − iE′
A)] ≈ Im[D↑(EA)] − E′

A

∂D↑
∂E

(EA), (D8)

where ∂D↑/∂E is determined using Eq. (22). Equating Im[D↑]
to zero, we obtain Eq. (24).

APPENDIX E: ELECTRON TRANSMISSION THROUGH A
NORMAL LAYER WITH TWO IMPURITIES

In this Appendix we calculate the eigenvalues of the matrix
T̂ = t̂ t̂† for the N layer with two impurities—see Fig. 7. First,
the transmission matrix t̂ should be determined. For this, we
define a set of propagating electron modes in the N layer. To

obtain a finite set of such modes, we apply periodic boundary
conditions in thexy plane. Then, the orthogonal wave functions
of electrons propagating from left to right through a clean N

layer are

ψ (0)
n (r) =

√
m

h̄2knzS⊥
eiknr, (E1)

where knz > 0, |kn| = kF , and S⊥ is the cross section of the N

layer. The allowed values of the wave vectors kn are determined
by the boundary conditions in the xy plane. Note that for
calculations of scattering matrices we need to normalize the
wave functions so that they carry a unit total current:

−S⊥
h̄2i

2m

(
ψ (0)∗

n

∂ψ (0)
n

∂z
− ψ (0)

n

∂ψ (0)∗
n

∂z

)
= 1. (E2)

In the presence of impurities electrons are scattered, so that
their wave functions become

ψn(r) =
√

m

h̄2knzS⊥

(
eiknr + A1e

ikF r

kF r
+ A2e

ikF |r−r2|

kF |r − r2|
)

.

(E3)

The amplitudes A1 and A2 are determined from Eqs. (B3) and
(B5) (with the Green function replaced by the wave function)
applied to each impurity. This yields [42]

A1 = D−1
2 eiα1 sin α1

(
1 + eikF r2+iα2+iknr2 sin α2

kF r2

)
, (E4)

A2 = D−1
2 eiα2 sin α2

(
eiknr2 + eikF r2+iα1 sin α1

kF r2

)
, (E5)

D2 = 1 − e2ikF r2+iα1+iα2

k2
F r2

2

sin α1 sin α2. (E6)
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The transmission matrix is defined as follows:

tn′n =
∫∫

S⊥
ψn(x,y,Z)ψ (0)∗

n′ (x,y,Z)dx dy∫∫
S⊥

∣∣ψ (0)
n′ (x,y,Z)

∣∣2dx dy
, (E7)

where Z is any number larger than z2. Here, the numerator
contains two integrals of the form

I =
∫∫

S⊥

eikF |r−ri |

|r − ri | e−ikn′ r
∣∣∣∣
z=Z

dx dy, (E8)

where ri = 0 or ri = r2, and we will denote the components
of ri as (xi,yi,zi). To evaluate the integral in Eq. (E8), we first
make an inverse Fourier transform:

eikF |r−ri |

|r − ri | =
∫

eiq(r−ri )

q2 − k2
F − iε+

d3q
2π2

. (E9)

Using this, integration over x and y in Eq. (E8) becomes
straightforward, and after that integration over qx and qy can
be performed. We have then

I = 2 exp(−ikn′zZ − ikn′xxi − ikn′yyi)
∫ +∞

−∞

eiqz(Z−zi )dqz

q2
z − k2

n′z − iε+

= 4πi exp(−ikn′zZ − ikn′xxi − ikn′yyi) Res
qz=kn′z

eiqz(Z−zi )

q2
z − k2

n′z
= 2πik−1

n′ze
−ikn′ ri . (E10)

This relation allows one to obtain

tn′n = δn′n + 2πiD−1
2 S−1

⊥√
knzkn′zkF

[
eiα1 sin α1

(
1 + eikF r2+iα2+iknr2 sin α2

kF r2

)
+ eiα2−ikn′ r2 sin α2

(
eiknr2 + eikF r2+iα1 sin α1

kF r2

)]
. (E11)

The Hermitian conjugate to this matrix is defined in the usual way: t
†
n′n = t∗nn′ . It can be seen that t̂ and t̂† have a common invariant

subspace W , which is spanned by the vectors ρ and ν with components

ρn =
(

2π

knzkF S⊥

)1/2

, νn =
(

2π

knzkF S⊥

)1/2

e−iknr2 . (E12)

In the orthogonal complement of W the operators t̂ and t̂† act as identity operators. Hence the eigenvectors of T̂ corresponding
to nonunit eigenvalues lie in the subspace W . In the basis {ρ,ν} the operators t̂ and t̂† have the matrices t̂ ′ and t̂†′, respectively:

(
t̂ρ

t̂σ

)
=
(

t ′11 t ′12
t ′21 t ′22

)(
ρ

σ

)
,

(
t̂†ρ
t̂†σ

)
=
(

t
†′
11 t

†′
12

t
†′
21 t

†′
22

)(
ρ

σ

)
, (E13)

Here, we will illustrate how to calculate one of the components of these matrices. By definition, t̂ρ = t ′11ρ + t ′21σ ; hence

t ′11 = 1 +
∑

n

2πieiα1 sin α1

knzkF S⊥D2

(
1 + eikF r2+iα2+iknr2 sin α2

kF r2

)

= 1 + ieiα1 sin α1

D2

∫∫
k⊥<kF

(
1 + eikF r2+iα2+ikr2 sin α2

kF r2

)
d2k⊥

2πkzkF

, (E14)

where k⊥ is the perpendicular to the z axis component of k and kz =
√

k2
F − k2

⊥. To obtain the second line of Eq. (E14), we went
from summation to integration using the common substitution

∑
n

→ S⊥
(2π )2

∫
d2k⊥.

Introducing the unit vector n = k/kF , we can rewrite Eq. (E14) in the form

t ′11 = 1 + ieiα1 sin α1

D2

∫
nz>0

(
1 + eikF r2+iα2+ikF nr2 sin α2

kF r2

)
d2n
2π

= 1 + ieiα1

D2
sin α1

[
1 + eiα2+ikF r2 sin α2

kF r2
K(kF r2)

]
. (E15)

All other components of t̂ ′ and t̂†′ can be calculated in a similar way, and the result is

t̂ ′ =

⎛
⎜⎝1 + ieiα1

D2
sin α1

[
1 + eiα2+ikF r2 sin α2

kF r2
K(kF r2)

]
ieiα1

D2
sin α1

[
K∗(kF r2) + eiα2+ikF r2 sin α2

kF r2

]
ieiα2

D2
sin α2

[
K(kF r2) + eiα1+ikF r2 sin α1

kF r2

]
1 + ieiα2

D2
sin α2

[
1 + eiα1+ikF r2 sin α1

kF r2
K∗(kF r2)

]
⎞
⎟⎠, (E16)
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t̂†′ =

⎛
⎜⎝1 − ie−iα1

D∗
2

sin α1

[
1 + e−iα2−ikF r2 sin α2

kF r2
K(kF r2)

]
− ie−iα1

D∗
2

sin α1

[
K∗(kF r2) + e−iα2−ikF r2 sin α2

kF r2

]
−ie−iα2

D∗
2

sin α2

[
K(kF r2) + e−iα1−ikF r2 sin α1

kF r2

]
1 − ie−iα2

D∗
2

sin α2

[
1 + e−iα1−ikF r2 sin α1

kF r2
K∗(kF r2)

]
⎞
⎟⎠. (E17)

Note that t
†′
n′n = t ′∗nn′ , because the vectors ρ and σ are not

orthogonal.
The nonunit eigenvalues of the matrix T̂ are determined by

the equation det(t̂ ′ t̂†′ − 1̂Ti) = 0, or

T 2
i − Tr(t̂ ′ t̂†′)Ti + det(t̂ ′ t̂†′) = 0. (E18)

The solution of this equation is

T1,2 = Tr(t̂ ′ t̂†′) ±
√

[Tr(t̂ ′ t̂†′)]2 − 4 det(t̂ ′ t̂†′)
2

. (E19)

Below we will analyze the behavior of T1 and T2 in several
interesting cases. First, let the impurities be very close to each
other: kF r2 	 1. Then, they can be roughly described as one
impurity with some scattering phase α0. Indeed, for r � r2

Eq. (E3) takes the form

ψn(r) ≈ 1√
knzS⊥

(
eiknr + exp

(
ikF

∣∣r − r2
2

∣∣+ iα0
)

kF

∣∣r − r2
2

∣∣ sin α0

)
,

(E20)

with

eiα0 sin α0 = (cot α0 − i)−1 ≈ (A1 + A2) exp

(−iknr2

2

)
.

(E21)

Using the Taylor expansion of exp(ikF r2), we obtain from
Eqs. (E4)–(E6) and (E21) that

tan α0 = sin(α1 + α2) + 2 sin α1 sin α2
kF r2

cos(α1 − α2) − sin α1 sin α2

k2
F r2

2

. (E22)

It turns out that α0 is a nontrivial function of α1, α2,
and r2. When kF r2 	 | sin α1 sin α2|, Eq. (E22) yields α0 ≈
−2kF r2—the resulting scattering phase is small and does
not depend on α1 and α2. In the opposite limit, k2

F r2
2 �

| sin α1 sin α2|, we have α0 ≈ α1 + α2. On the other hand, when

|α1|,|α2| 	 1, α1α2 ≈ k2
F r2

2 , (E23)

we obtain α0 ≈ π/2, even though both α1 and α2 are small.
When Eq. (E23) is satisfied, the determinant D2 is small. This
corresponds to a resonant state, which is present even in a
system without superconductivity.

The fact that we effectively have one point defect in the limit
kF r2 	 1 means that only one mode in the N layer is affected
by disorder, which results in T1 ≈ 1 and T2 ≈ cos2 α0.

Let us now place the impurities sufficiently far apart from
each other, so that kF r2 � 1. Then, T1 and T2 are oscillating
functions of both r2 and β, as can be seen in Fig. 8. Remarkably,
the period and amplitude of the oscillations in the T1 and T2 vs
r2 dependencies may strongly depend on β, as demonstrated
in Figs. 8(c) and 8(d).

In the limit kF r2 � 1 we expect the two impurities to act
independently, so that T1 ≈ cos2 α1 and T2 ≈ cos2 α2 when
|α1| � |α2|. Indeed, from Eqs. (E16) and (E17) we obtain

det(t̂ ′ t̂†′) = cos2 α1 cos2 α2 + O

(
1

k2
F r2

2

)
, (E24)

Tr(t̂ ′ t̂†′) = cos2 α1 + cos2 α2 + O

(
1

k2
F r2

2

)
, (E25)

so that

T1 = cos2 α1 + O

(
1

k2
F r2

2

)
, T2 = cos2 α2 + O

(
1

k2
F r2

2

)
(E26)

when |α1| = |α2|, and

T1 = cos2 α1 + O

(
1

kF r2

)
, T2 = cos2 α1 + O

(
1

kF r2

)
(E27)

when |α1| = |α2|. In any case, kF r2 � 1 results in
|T1,2 − cos2 α1,2| 	 1.

Finally, we would like to point out a curious observation:
when exactly α1 = α2 = −kF r2, the two transmission values
T1 and T2 coincide and are equal to

T1,2 = 1 − sin2(kF r2)

1 − sin2(kF r2)
k2
F r2

2

[1 − |K(kF r2)|2]. (E28)
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