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Atomistic mechanism of graphene growth on a SiC substrate: Large-scale molecular dynamics
simulations based on a new charge-transfer bond-order type potential
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Thermal decomposition of silicon carbide is a promising approach for the fabrication of graphene. However,
the atomistic growth mechanism of graphene remains unclear. This paper describes the development of a new
charge-transfer interatomic potential. Carbon bonds with a wide variety of characteristics can be reproduced by
the proposed vectorized bond-order term. A large-scale thermal decomposition simulation enables us to observe
the continuous growth process of the multiring carbon structure. The annealing simulation reveals the atomistic
process by which the multiring carbon structure is transformed to flat graphene involving only six-membered
rings. Also, it is found that the surface atoms of the silicon carbide substrate enhance the homogeneous graphene
formation.
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I. INTRODUCTION

Graphene, a single-layer sheet of carbon (C) atoms, has
many interesting characteristics [1], including electronic and
mechanical properties. Graphene is thus expected to have
many applications for electronic devices [2–4]. One of
the promising methods for the fabrication of graphene is the
thermal decomposition of silicon carbide (SiC) [5–7], because
this method enables the graphene to be grown directly on a
semi-insulating substrate without the need of a transfer process,
which can induce defects in graphene. In order to obtain high
quality and well-controlled graphene sheets, understanding the
atomistic growth mechanism is essential.

The characteristics of the graphene depend on the surface
orientation of SiC. On the si-face of SiC, it is known that
homogeneous, monolayer, or multilayer graphene can be
grown by controlling the growth conditions [7–9]. In this paper,
we focus on the growth mechanics on the Si face.

On the Si face, the step of SiC plays an important role in
the graphene growth mechanics [10,11]. HRTEM observations
[12,13] indicate that the initial stage of graphene is nucleated
at the facet and grows to the terrace. Much of the experimental
data [14–18] shows that the graphene grown on the Si face
forms a honeycomb lattice consisting of 13 × 13 graphene
rings atop a 6

√
3 × 6

√
3R30 SiC supercell. DFT calculations

[19] indicate that the bottom layer of the graphene has a strong
interaction with the SiC substrate. This is called the zeroth
layer or buffer layer.

To investigate the atomistic process of graphene growth,
several studies with atomic-scale simulations have been per-
formed [20,21]. A density functional theory (DFT) study based
on geometrical optimization [22,23] showed that graphene
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is formed on the SiC surface after C atoms are sufficiently
accumulated on the surface. Another study simulated the
formation of C clusters [24], and showed that the initial
C cluster forms a penta-heptagonal structure (a multiring
structure with five- and seven-membered rings) rather than a
purely hexagonal structure. The effect of the step was also
investigated. Static energy calculations for a step model [23]
indicated that the aggregation of C atoms at the monolayer
step edges of SiC reduces the energy of the system. Finally,
a dynamics simulation in which Si atoms were removed at
the facet one-by-one [25] also suggested that the C multiring
structure connected to the step edge is created at the nucleation
stage.

To the best of our knowledge, all of the existing graphene
growth simulation methods are based on the addition of
excess C atoms or the removal of pre-selected Si atoms from
SiC crystals. However, the thermal decomposition process is
considered to be driven by the recombination of bonds at high
temperature, which induces formation of the C cluster and
desorption of Si atoms. In particular, the growing C cluster is
considered to be stabilized by connecting to Si atoms [23]. A
previous study [25] showed that the removal of Si atoms from
inappropriate positions has unexpected results. For example,
the desorption of C atoms and the formation of a 3D-shaped
C cluster were observed. Therefore valid modeling of the
desorption of Si atoms is essential in order to observe the
graphene growth process until the C cluster completely covers
the whole SiC surface.

In addition, the previous reports indicated that the penta-
heptagonal structure is created at the initial stage of the
graphene nucleation [24,25]. This structure is considered to
be transformed into an ideal graphene structure through the
annealing process. The SiC substrate is thought to strongly
affect the annealing process of graphene, since the bottom
graphene layer is connected to SiC and has a 6

√
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√
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reconstructed structure. However, these annealing processes
have not yet been investigated by means of atomic-scale
simulations. In order to see the process by which the initial
inhomogeneous structure is transformed to ideal graphene
through numerous bond recombination, long-term and large-
scale simulations are required. The DFT calculations in such
simulations would have an extremely high computational cost,
because of its scope of application. In this way, there is a large
gap between the experiments and simulations.

The classical molecular dynamics (MD) scheme is consid-
ered to be an effective approach for these large-scale simu-
lations. Indeed, several studies have simulated the structure
of the graphene on SiC [26,27] and the graphene growth
process on SiC [28,29] using MD. However, there have been
no examples dealing with the continuous growth process of the
C cluster, which takes care of the desorption of Si atoms. In
order to reproduce the formation of the C cluster from the SiC
substrate through the thermal decomposition using MD, it is
necessary for the interatomic potential to express the changes
in the nature of the bond accompanying the charge-transfer
effect. This is because Si-C bonds in the SiC substrate have an
ionic bond nature due to the difference of electronegativity,
while the C cluster has pure covalent bonds. Also, the C
atom shows various bonding nature and is stabilized in various
allotropes, e.g., diamond, amorphous carbon, and graphite. The
formation of sparse structures such as C chains has also been
reported in graphene growth simulations [25,30]. Therefore
the interatomic potential should reproduce the charge-transfer
effect and various stable structures of C atoms. Currently,
however, there are no interatomic potentials that meet both
requirements.

II. METHODS

In our previous studies [31,32], we developed a hybrid
charge-transfer-type interatomic potential, based on the Tersoff
potential, in order to reproduce the thermal oxidation of silicon.
As compared to the other charge-transfer-type interatomic po-
tential [33,34], this interatomic potential has the covalent-ionic
mixed bond nature as expressed by fq in Ref. [31]. In this paper,
we introduce a new interatomic potential that can reproduce
the growth process of graphene on SiC substrate, within the
framework of our hybrid charge-transfer interatomic potential.
In addition, we propose an extended potential function without
changing the philosophy of the Tersoff potential [35–37].
We then incorporate a vectorized environmental-dependent
function in order to reproduce various stable structures.

In the Tersoff-type potential, the bond order term b′ is
calculated as

b′ = (1 + ζ n)−1/(2σ ), (1)

where n and σ are potential parameters. ζ is a many-body
term which expresses the dependence of bond order on the
coordination number and bond angle. In the Tersoff-type
potential, ζij (ζ for bond i − j ) is calculated as the summation
of a function of atoms i, j , and k with respect to the surrounding
atoms k, as shown in Eq. (2). The form is

ζij =
∑
k �=i,j

F (rij ,rik,θijk), (2)

where F is a function, rij , rik , and θijk are the bond lengths
and angles of atoms i, j , and k. Here, we call ζ a surrounding
environment function.

In this paper, we have vectorized the surrounding environ-
ment function ζ . In other words, we have defined the bond order
b as a function of the independent terms ζ1,ζ2, . . . ,ζL. Each
ζl (1 � l � L) is expected to express the respective bonding
nature. For example, ζ1 corresponds to the structure with a
high-coordination number, while ζ2 corresponds to that with a
low-coordination number.

In this paper, the bond order b is defined by the following
forms:

b = G(ζ̂total)
−1/(2σ ), (3)

ζ̂total =
(

L∑
l=1

ζ̂l
−p

)−1/p

, (4)

ζ̂l = gl + ζ
nl

l , (5)

where σ , p, gl , and nl are potential parameters which take
positive values. G is a normalization constant so that b is equal
to 1 in the case that there are no surrounding atoms (which
means ζl = 0 for all l). Equation (4) means ζ̂−1

total is calculated
as the Lp norm of ζ1

−1,ζ2
−1, . . . ,ζL

−1. In the extreme case of
p → ∞, ζ̂total is equal to the minimum value among ζ̂l and
other ζ̂l are ignored. In this case, b is rewritten as

b = G
(

min
l

ζ̂l

)−1/(2σ ) = max
l

[
Gζ̂l

−1/(2σ )]
= max

l

[
G

(
gl + ζ

nl

l

)−1/(2σ )]
. (6)

Then, we obtained the original Tersoff-type bond order form
in the max [. . . ] braket. That means the interatomic potential
can select the most stable bonding nature among various ζl .
In the case of p = 1, on the other hand, ζ̂total becomes the
geometric mean, which means that the interatomic potential
shows a mixed bond nature.

The entire potential function form is shown in our previous
paper [31]. In this paper, the bond order bij is calculated by the
newly introduced function [Eq. (3)]. We fix L to 2. We show
the function in the expanded form below:

bij = G{[g1 + (ζ1ij )n1 ]−p + [g2 + (ζ2ij )n2 ]−p}1/2σp, (7)

where g1, g2, n1, n2, δ, and p are the potential parameters. G

is a normalization constant so that the maximum of bij will be
1. In this work, we fix p to 2. The surrounding environment
function ζl ij is calculated in the same way as ζij of the previous
paper [31].

The atomic charge qi varies in response to its environment
so as to minimize the total energy Etot. The conjugate gra-
dient method is used to minimize the energy. The charge is
minimized in every time step. In addition, the constant energy
term is added to the self-energy term USelf

i to improve the
energy representations of various structures. This interatomic
potential is implemented in the LAMMPS molecular dynamics
simulator [38,39]. The potential parameter set is provided in
Ref. [40].

We fit the potential parameters by our potential-making
scheme [31,41]. We use various snapshots obtained by MD
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FIG. 1. Comparison of the energy representation.

as a training data set for fitting. DFT calculations were
performed using the first-principles electronic structure cal-
culation program “PHASE/0” [42,43]. We used the local
density approximation (LDA). We typically used 3 × 3 × 3
Monkhorst-Pack k-point grids. The cutoff of plane-wave basis
set is 980 eV/atom. The number of fitted properties is about
260 000. The properties used for the fitting are energies, atomic
forces, and atomic charges.

For C cluster fitting, snapshots of diamond, amorphous,
liquid, graphene, graphite, and multirings with six-membered
rings, single rings with various numbers of atoms, and chain
structures are sampled. The mixed structures consisting of
diamond, six-membered rings, and chains are also sampled.
The same structures are used for Si fitting. For Si-C system
fitting, the following structures were prepared: various SiC
crystals, diamondlike structures in which the Si and C atoms are
assigned to each site of the diamond lattice in various patterns,
diamondlike structures with vacancies, diamondlike structures
with surfaces, C clusters on the surface of SiC crystals, flat
graphenelike SiC structures, and chain structures. DFT-MD
calculations were also performed to sample the structures of C
clusters on the SiC crystals.

III. REPRESENTATION OF THE INTERATOMIC
POTENTIAL

Figure 1 plots the comparison of energies between DFT
calculation and the fitted interatomic potential for snapshots of
typical structures (diamond, amorphous, graphene, multi-ring,
single ring, chain) used for the fitting process. The fitted
interatomic potential well reproduces the structures with a
wide-range of coordination numbers.

Next, we verify the effect of the vectorized surrounding
environment function ζl . We created interatomic potentials in
which one of ζ1,ζ2 is doubled in order to suppress the corre-
sponding bond nature artificially. The energy comparisons are
shown in Fig. 2.

The interatomic potential in which ζ2 is suppressed well
reproduces the structures with low coordination numbers (e.g.,
ring and chain), while it has poor energy reproducibility for
the structures with high coordination numbers (e.g., diamond
and graphene). On the other hand, the interatomic potential in
which ζ1 is suppressed shows the opposite tendency. Also, the
minimum bond angle of ζ1 is 180◦ and that of ζ2 is 127◦.

FIG. 2. Energy representation with single bond order. (a) Inter-
atomic potential with ζ1 and suppressed ζ2. (b) Interatomic potential
with ζ2 and suppressed ζ1.

Next, we verified the reproducibility of sparse structures.
We created a 16-membered single C ring structure and an-
nealed it at 2500 K. Although the structure of our interatomic
potential kept its ring network, that of the Tersoff-type potential
[44] was transformed into a cagelike high density structure.
The DFT study showed that the ring structure with 16 carbon
atoms was more stable than the cagelike structure [45].

To validate the applicability of the interatomic potential for
the interaction between graphene and SiC, we created a large
structure with graphene on the surface of SiC and compared
with the previous studies. As described in Introduction, the
graphene on the Si-face of SiC is considered to form a
6
√

3 × 6
√

3R30 structure. We overlaid a 26 × 26 graphene

FIG. 3. Relaxed structure of 6
√

3 × 6
√

3R30 model. (a) Top
view. The color of each atom corresponds to the height (length from
bottom of the MD cell). The black box corresponds to the MD cell. (b)
Side view. The color of each atom corresponds to the atomic charge.
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hexagon structure onto a 12
√

3 × 12
√

3 4H-SiC supercell. It
is noted that this structure is not used for the fitting process.

The structure after energy minimization is shown in Fig. 3
[(a) top view; (b) side view]. The color of Fig. 3(a) shows the
vertical position of the C atoms from the bottom of the MD
cell.

From Fig. 3(b), there are two types of C atoms. One is
connected to Si atoms of SiC and the other is not. This
result is consistent with the previous experiment [14] and DFT
[19] studies. The difference in height between the lowest and
highest C atoms is about 1.0 Å. This value is also close to the
DFT result [19] (1.2 Å). From Fig. 3(a), we clearly see the
long-range hexagonal pattern, which is also seen in the STM
image and DFT calculation [19]. As seen by the white dashed
line in Fig. 3(a), there were two types of hexagonal patterns
(isotropic ones and triangle ones), which were pointed out in
the previous study [26]. Therefore our interatomic potential
reproduces the interactions between SiC and graphene.

IV. GRAPHENE GROWTH SIMULATION

In order to simulate the dynamics of graphene growth
process caused by thermal desorption of Si atoms, we carried
out an MD simulation. We have prepared a periodic step
structure as shown in Fig. 4. Two MD cells are displayed along
the Y and Z directions. The substrate is 4H-SiC. The surface
orientations of the terrace and facet are (0001) and (1122),

FIG. 4. Initial model of graphene growth simulation. Two MD
cells are displayed in the Y -axis and the Z-axis direction. The yellow
region shows the original MD cell.

respectively. The terrace and facet faces are shown in blue and
green planes. The height of the facet is one layer of the 4H-SiC
lattice (four bilayer). As indicated by the yellow box in Fig. 4,
the MD cell is tilted so that the upper and lower terraces are
smoothly connected without any steps through the periodic
boundary. The total number of atoms in the single MD cell is
about 12 000.

FIG. 5. Process of the graphene growth simulation. Six-membered rings are colored according to their orientation. Left: top view. C ring
structures, C chains and bonds are shown. Right: side view. Si atoms (larger spheres) and C atoms (smaller spheres) are also shown.
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FIG. 6. The final structure obtained by the annealing process. After 3.2 ns of thermal decomposition simulation, the structure was annealed
for 12.8 ns, and cooled to 0 K. Left: top view. Right: side view.

In this simulation, the desorption of Si atoms is modeled by
gradually removing unstable Si atoms on the surface during
MD. The stability of Si atoms is measured by the total energy
change following the elimination of that atom at every 1 ps.
The threshold of removing Si atoms is set to be 6.5 eV. In
this simulation, the energy to remove a typical Si atom on the
terrace is about 10 eV. Therefore the Si atoms whose energy is
3.5 eV higher than that of Si atoms on the terrace are removed.
In this manner, the order and timing of Si atoms to be removed
are not set in advance.

We carried out MD with an NVT ensemble at 2500 K while
fixing the bottom of SiC. It is noted that the experimental
temperature for growth process is typically between 1473 K
and 1933 K [20], and the growth time scale is the order of
minutes.

The results are shown in Fig. 5. The movie is provided
in Ref. [46]. Here, we illustrate C rings as films. Seven- or
eight-membered rings are shown in (semitransparent) gray and
three-, four-, or five-membered rings are shown in white. The
hue of the six-membered ring expresses its in-plane orientation.
The hue makes one lap at 60◦ rotation. The orientation is zero
in the case that one pair of the diagonal vertex is directed to
[1120]. We also illustrate C chains as white lines. The left
figures are top views of the rings, chains, and bonds. The right
figures are side views in which atoms are shown in addition to
the rings, chains, and bonds. The dashed white lines show the
initial position of the surface.

The graphene growth proceeded as follows. In Fig. 5(a),
desorption of Si atoms from the facet is observed. As the
number of C atoms on the facet increases, a striped multi-ring
structure is formed. The bottom of the C cluster is vertically
bonded to the SiC. While the total number of the rings is
less than 20, the numbers of five-membered rings and six-
membered rings are increased in the same way as in the
previous study [25].

In Fig. 5(b), after the formation of the C cluster on the
facet face, the desorption of Si atoms at the edge of the upper
terrace starts and creates one-bilayer steps. The excess C atoms
move on the terrace actively and connect to the C cluster. As
a result, the C multiring structure is formed on the terrace. C
chains connected to the C cluster are also seen on the terrace.
The C multiring structure on the terrace is connected to the
edge of the step of the SiC bilayer. It is noted that the top
bilayer also consists of 6-membered rings and it can smoothly
connect to the C multiring structure. Also, the aggregation of
C atoms forms a C-rich area and Si-rich area. In Fig. 5(b),
the shape of the C cluster is wavy. This shape is similar

to the fingerlike structures of graphene observed by AFM
[47]. However, caution should be taken when making a direct
comparison, because this structure has a ten-nanometer scale,
while the observed fingerlike structures have a micrometer
scale.

In Fig. 5(c), the desorption of Si atoms continues and
reaches to the other side of the C cluster. C chains are wound
up by the multiring structure. As a result, a sheet composed of
C multiring structures covers the entire surface.

V. DISCUSSION

The obtained structure involves the roughness due to many
five- and seven-membered rings, which is similar to the
previous DFT results [24]. In addition, the structure is inhomo-
geneous and contains thick areas and holes. It is considered that
the structure is transformed into a perfect graphene structure
by the additional annealing process. Therefore, the structure
is annealed at 3000 K NVT ensemble for 12.8 ns. After the
annealing simulation, we relaxed the structure. The annealed
structure is shown in Fig. 6. The movie of the annealing process
is provided in Ref. [48]. The time histories for the numbers of
five-, six-, and seven-membered rings are shown in Fig. 7. The
annealing starts at 3.2 ns (vertical line in the figure).

During the annealing, the number of six-membered rings
is increased and those of five- and seven-membered rings are
decreased. The diffusion of C atoms makes the density of C
atoms uniform. As a result, a flat, graphenelike structure was
obtained on the terrace, while a double layer structure was
created on the facet due to excess C atoms. In particular, a

FIG. 7. Time histories of the number of rings.
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FIG. 8. Histogram of the orientations of six-membered rings on
the terrace.

perfect and flat graphene structure composed of six-membered
rings was formed on the terrace.

Histograms of the orientations of six-membered rings on
the terrace after 3.2, 4.5, and 16.0 ns are shown in Fig. 8. The
zero degrees orientation corresponds to the 6

√
3 × 6

√
3R30

structure. At the initial stage (4.5 ns), the largest graphene
piece orients at 35◦. However, further annealing gradually
shrinks this orientation region. The surface atoms of the SiC
substrate are likely to affect this process since 35◦ deviates from
the stable orientation. The peak of 10◦ after 16 ns would be
caused by the artificial periodic boundary conditions because
it limits the possible orientation and prevents the rotation of
the structure.

In order to investigate the effect of the SiC substrate on the
formation of graphene, we created a “free-standing C cluster
film” model by eliminating SiC from the 3.2 ns structure
[Fig. 5(c)]. After the same-condition annealing, the structure
shown in Fig. 9 was obtained. The time histories for the
numbers of five-, six-, and seven-membered rings are also
shown in Fig. 7 (the lines labeled “w/o SiC”). It can be
seen that the region of six-membered rings is divided into
small pieces and its orientation is not uniform. During the
annealing, the number of five and seven-membered rings is
decreased by 20 %, while it is decreased by 80% in the
case of graphene with SiC. Therefore it is considered that the
SiC substrate enhances the recombination of C-C bonds and
resulting homogeneous formation. This would be similar to the
graphene growth on metals. The calculated reaction barrier to
healing a Stone-Wales defect on a Ni (111) [49] is 2.88 eV,
which is lower than that for free-standing graphene (4.10 eV).

FIG. 9. C cluster annealed without SiC.

FIG. 10. The active movement of Si atoms at the surface and the
interface.

It is noted that Si atoms frequently move as readily as
C atoms. During the annealing simulation, we observed that
several Si atoms were ejected to the surface side of the C cluster
film through a hole, and were diffused along the SiC-graphene
interface. The snapshots of these events are shown in Fig. 10.
These results indicate that the thermal decomposition of SiC
continues even after the surface is covered by the graphene.

The graphene growth model suggested from these results is
shown in Fig. 11. After the formation of the C cluster at the
facet, the desorption of Si atoms starts at the upper terrace. The
excess C atoms move actively on the SiC and form multiring
structures. These processes are consistent with the model in-
ferred by the earlier experimental work [12]. The initial C clus-
ter is not uniform and contains many five- and seven-membered
rings. The SiC surface enhances the bond recombinations of the

FIG. 11. Graphene growth model.
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C cluster and the formation of the perfect graphene. It should
be noted that the graphene growth mode may depend on the
direction and height of the step and crystal polymorphism [50].
These effects will be investigated in a future work.

VI. CONCLUSION

A new charge-transfer interatomic potential is developed
in order to reproduce the formation and homogenization of
graphene on the SiC by thermal decomposition. A new bond
order function based on a vectorized surrounding environment
parameter is proposed to reproduce various bonds of C atoms.

The large-scale thermal decomposition simulation repro-
duces the continuous growth process of the C multiring

structure on the terrace. The annealing simulation reveals the
atomistic process of the transformation of the C multiring
structure to flat graphene involving only six-membered rings.
Also, it is found that the surface atoms of the SiC substrate
enhance the homogeneous graphene formation.
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