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Dynamical Jahn-Teller effect of fullerene anions
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The dynamical Jahn-Teller effect of Cg; anions (n = 1-5) is studied using the numerical diagonalization of
the linear p” ® 8d Jahn-Teller Hamiltonian with the currently established coupling parameters. It is found that
in all anions the Jahn-Teller effect stabilizes the low-spin states, resulting in the violation of Hund’s rule. The
energy gain due to the Jahn-Teller dynamics is found to be comparable to the static Jahn-Teller stabilization.
The Jahn-Teller dynamics influences the thermodynamic properties via strong variation of the density of vibronic
states with energy. Thus the large vibronic entropy in the low-spin states enhances the effective spin gap of Cga
quenching the spin crossover. From the calculations of the effective spin gap as a function of the Hund’s rule
coupling, we found that the latter should amount 40 & 5 meV in order to cope with the violation of Hund’s rule

and to reproduce the large spin gap. With the obtained numerical solutions, the matrix elements of electronic
operators for the low-lying vibronic levels and the vibronic reduction factors are calculated for all anions.

DOI: 10.1103/PhysRevB.97.115412

I. INTRODUCTION

Fullerene based compounds show diverse phenomena such
as superconductivity and metal-insulator transition in alkali-
doped fullerides [1-21], and ferro- and antiferromagnetism in
intercalated fullerides [22-24] and various organic-fullerene
compounds [25-31]. One of the peculiarities of the fullerene
materials is that the molecular properties of Cgg ion persist in
crystals, for example, the Jahn-Teller (JT) dynamics of Cgy
ions [32-35] is not quenched. Nonetheless, the dynamical
JT effect in crystalline materials has not been thoroughly
understood in the past due to the lack of precise knowledge
of vibronic coupling parameters characterizing the JT effect,
the complexity of the JT dynamics itself, and the interplay of
the vibronic coupling and the other interactions in crystals such
as bielectronic and electron transfer interactions.

The orbital vibronic coupling constants of Cgy have been
intensively studied via their extraction from spectroscopy
[36-38] and with various theoretical methods [39-47]. The-
oretically derived parameters depended on the applied method
and gave for the static JT stabilization energy of monoanion
E;}) values ranging range from 30 to 90 meV. In particular,
it has been a long standing problem that all the theoretical
calculations predict at most a half of E;}) derived from pho-
toelectron spectrum available at the time [36]. The latter was
recorded at high temperature (approximately 200 K) and with
low resolution. A decade later, a new photoelectron spectrum
of Cg, became available [48], recorded at low temperature
(70-90 K) with sufficiently high resolution to show a clear
vibronic structure. From this spectrum, the vibronic coupling
parameters were derived [49] via the simulations involving a
large spectrum of vibronic states of the linear 11, ® (2a, ®
8h,) Jahn-Teller Hamiltonian. In this derivation, the effect
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of thermal excitations, ignored in the treatment of Ref. [36],
was also taken into account. The derived coupling parameters
were found to be in good agreement [49] with those extracted
from the density functional theory (DFT) calculations with
the hybrid functional B3LYP [45,47,49]. The accuracy of the
coupling parameters with the B3LYP functional was supported
by the GW approximation [50]. With this advancement, it is
now possible to address the actual situation of the JT dynamics
of Cgp anions.

In this work, we study the low-energy vibronic states of
isolated Cg, ions (n = 1-5) with the established coupling
parameters. To this end, the low-lying vibronic states of
Cg, were obtained by numerical diagonalization of the JT
Hamiltonian including all the JT active modes and the bielec-
tronic interaction. With the obtained vibronic states, the matrix
elements of the electronic irreducible tensor operators and
spin gaps were calculated. Present results on the low-energy
vibronic structure of Cg anions give us solid ground to access
the real situation of fullerene based materials.

II. VIBRONIC AND ELECTRONIC INTERACTIONS IN Cgr

The threefold degenerate f;, lowest unoccupied molecular
orbital (LUMO) level of Cgo (I, symmetry) is highly elec-
tronegative and upon electron doping (in fullerides) the LU-
MOs become partially filled. The (¢;,,)" electron configurations
split into electronic terms due to the bielectronic interaction.
Forn = 1-5, the t;,, orbitals couple to the molecular vibrations
of the C¢ cage (vibronic coupling). According to the selection
rule,

(1. ® t1u] =ag®hga (D

where the square bracket in Eq. (1) stands for the symmetrized
product, the f;, orbital linearly couples to totally symmetric
a, vibrations and fivefold degenerate h, vibrational modes
[35,51,52]. Since the a, modes are irrelevant to the JT effect,
we will not consider them in this work. The model Hamiltonian
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describing the low-energy states of Cy is given by
H = Ry + Hy + Hir, @)

where I:Ibi is the bielectronic part, ﬁo is the Hamiltonian of the
harmonic oscillators of all JT active &, modes, and Hir is the
linear vibronic coupling term [32-35]. The analysis including
the quadratic vibronic coupling [53,54] with the coupling
parameters for C¢; anions will be presented elsewhere. H,
is written as

N 1
where p distinguish the vibrational frequency w,, of the A,
modes, m (= —2,—1,0,+1,+2) is the z component of the i,
mode in the spherical form (m stands for vibrational angular
momentum [32,55]), and i, is the vibrational quantum
number operator. The eigenstate of Hj is described by the
set of vibrational quantum numbers n = {...,n,;,, ...}. The
forms of Hy; and Hy depend on the number of electrons n and,
therefore, we will discuss them separately. The JT Hamiltonian
matrices forn = 1, 5 and for n = 2, 3, 4 are, respectively, the
same as those in Refs. [32-35,56] and Refs. [34,35]. Their
derivation is given in Appendix A.

Further, we make use of the following notations. Within 7,
symmetry, the ag, 11,, and h, irreducible representations trans-
form as the ones of SO(3) group with angular momenta [ =
0,1,2, respectively [57]. Thus the electronic states are specified
by atomic LS terms [58]. The orbital part of the LS term is
written as |[LM.) (M, = —L,—L+1,...,L), and the pro-
jection operator into the term is f; = Z;L:_L |[LMp)Y(LMy|.
The only bielectronic parameter, the Hund’s rule coupling
parameter, is denoted Jy. The dimensionless vibronic coupling
constant to the p mode is g, and the dimensionless nor-

mal coordinate is g, = [l;Lm + (— l)"’l;,t,,m] / /2, where l;Lm
(l;u,_m) is the creation (annihilation) operator corresponding
to the vibrational um mode [32].

A.n=1,5

Since there is only one electron (hole), I:Ibi = (0. We use the
zero-point energy of Hj as the origin of energy. The vibronic
coupling for the p! system is given by [32-35,56]

8
Hyr =) hougu(IP,—1),|P,0),|P,+1))

p=1
5910 JquMA-l \/gf?uerz (P,—1]
x| =L ~duo —Laus || (PO
S Lo g ) MDA

“4)

The JT Hamiltonian for the p> system is of the same form as
Eq. (4) except for the opposite sign of entering g, a usual

situation for the single-electron operator under electron-hole
transformation. In the presence of the vibronic coupling,
neither vibrational nor electronic angular momenta for the
JT active d modes and the p orbitals, respectively, commute
with the Hamiltonian. However, the square of the projections
of the total angular momentum, fq (g = —1,0,41), which
is the sum of the vibrational and the electronic angular mo-
menta (Appendix B), and any projection fq commute [55,59].
Thus the eigenstate of Eq. (2) is characterized by the total
angular momentum J (=0,1,2,...), the z component M;
(=-J,—J+1,...,J), and the other quantum numbers «.
The general form of the vibronic state is

(Wars,) = Y I PMLYXpst, s, ) )
My

where |PM;) indicates the orbital part of the 2P term and
| XPM,wsm,) 1S the nuclear part.! Equation (5) expresses the
entangled state of orbital and nuclear degrees of freedom.
According to the general rule for the ground vibronic states of
linear dynamical JT systems, the irreducible representations
of the ground vibronic state is the same with the electronic
state [52,60]. Thus J =1 is expected for any vibronic cou-
pling parameters, and indeed various analyses and numerical
calculations support the conclusion [32-34,49,55,56].

B.n=2,4

The p? (p*) configurations split into one spin triplet term
and two spin singlet terms, 3P 'S @ 'D, which is described
by [58]

Hyi = —2Julp + 3Juls. (6)

The sum of the ' D term energy and the zero-point energy is
used as the origin of energy.

The JT coupling for the triplet term (P) with n = 2 (4)
is of the same form as Eq. (4) for n = 5 (1). As in p1
and p5 systems, the vibronic states are specified by «,J, M,
Eq. (5), and the spin projection Mg (S = 1,Mg = —1,0,1).
The vibronic level corresponds to that for p> (p!) with the
Hund’s shift (—2Jy). Despite the even number of electrons,
the form of the Hamiltonian indicates that the lowest vibronic
states possess odd vibronic angular momenta, which looks
contradictory to the selection rule on the angular momentum
established earlier (Eq. (36) in Ref. [32]). This issue will be
resolved elsewhere [61].

In the case of singlet states (n = 2), the 'D term linearly
couples to the JT modes, and the 'S and 'D couples in the

'Note that the nuclear part |x) is not normalized, and thus the
weights of LS terms in the vibronic state are not equal [see also
Eq. (14)].
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manner of pseudo JT effect [34,35]:
8

ﬁJT = Zha)ﬂgu(l*g)’|D’_2)7|D7_1>a|D70)7|Ds+1)7|D7+2>)

pn=l1

0 V202 V24,
V24,2 4u0 \/gq;;_,l
_\/qul.,l _\/ng.,—l _%Qp.,o

X A A A
\/qu,O qu,-2 _%q;/,,fl
_\/ECAI/L,—] O \/gé\]u,—2

V24,2 0 0

The Hamiltonian for n = 4 electrons is of the same form except
for the sign change of the entire right-hand side of Eq. (7).
Since the total angular momenta [Eq. (B1)] commute with the
bielectronic part, the vibronic state is characterized by o, J, M ;.
Therefore the vibronic states have the form

(WL 0,) = 1) Xswasst,) + D \DML) X000, )
My

(3)
where the superscript of W stands for the low-spin state, |S)
and |[DM) are the 'S and ' D term states, and | Xs:wsm,) and
| XDM,:«sm,) are the corresponding nuclear parts.1 Because of
the existence of two LS terms, the general rule on the ground
states discussed above does not apply. The ground state can
be either J = 0 or 2 as shown by the numerical simulation of
p* ® d JT system with a single effective JT mode in Ref. [34]
(see Fig. 1 in the reference).

8
Hir =) hougu(IP,—1),|P,0),|P,+1)

n=1
_\/;414,71 _%qM.O _%C}M,l
X \/gflu,—Z éflu,—l 0
0 \/quuﬁZ %@/L,*l

Despite the fact that both spin doublet terms are orbitally
degenerate, the vibronic coupling within these terms does not
exist, which is explained by the seniority selection rule for
the matrix elements of half-filled system [62,63] (see also
Appendix A). The simultaneously commuting operators with
the Hamiltonian are the total angular momentum J 2, one
of the components, for example, fo (B1) and the “inversion
operator” [13],

P =(Ip — Ip)explin N), (11)

V240 V241 V24 s
QII.,Z O O <D _2|
Yau \/équ.z 0 (D,—1] -
_C?;L,O _%gu,l f],u,Z (D70|
%Qu,—l _%QM,O _\/§‘?u,l (D, +1]
R 3. R (D,+2]
qu,-2 \/;‘]ufl qp.0
[
C.n=3

The p? configurations split into one spin quartet term and
two doublet terms: 4S @ 2P @ 2D [58]. Thus the bielectronic
interaction is

Hy = —3Juls + 2Julp. 9

The sum of the 2D term energy and the zero-point energy is
used as the origin of energy.

Since the quartet term is orbitally nondegenerate, it does
not couple to the JT active 7, modes. The eigenstates are
specified by the set of vibrational quantum numbers n and the
spin quantum numbers, and the corresponding energy levels
are the sum of the term energy (—3Jy) and the vibrational
energy.

The spin doublet terms couple to the vibrational modes in
the manner of pseudo JT coupling [34,35]:

(D,—2]

- %@M,z 0 (D,—1|
_\/75%,1 —V342 (D,0] | +H.c. (10)

%qAI/-,O \/§qu <D’+1|

(D,+2]

where N = > um i,um- The eigenvalues of P are +1, and the
parity is inherited from the seniority of the electronic terms.
The vibronic state is characterized by the quantum numbers
of angular momentum J, its z component M, parity P, spin
quantum numbers S = 1/2 and My, and another quantum
number «. The vibronic states are represented as

|W5M,P> = Z |PMp) | Xpm,.aim, P)
My

+ ZlDML>|XDML;aJMJP>a
My

12)
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where |PM;) and |[DM;) are the 2P and 2D term states,
and |xpm,.wsm,p) and |Xpm,.wsm,p) are the corresponding
nuclear parts.! As in the case of Cé{)4_, the irreducible
representation of the ground state can be J = 1 or 2 depending
on the balance of the strengths of the vibronic coupling
and bielectronic interactions (see Fig. 2 in Ref. [34] for the
numerical simulation of p? ® d JT model).

III. COMPUTATIONAL METHOD

The vibronic coupling parameters and the Hund’s rule
coupling parameter obtained by DFT calculations with the
hybrid (B3LYP) functional were used: g,’s were taken from
Ref. [49] [Table I (6)] and Jy = 44 meV [13]. The frequencies
w, were taken from the Raman scattering data of pristine
Ceo crystal [64]. The validity of g, and Jy is discussed in
Sec. IVD.

The theoretical description of single mode p" ® d JT
model has been developed within the weak or the strong limit
of the vibronic couplings (e.g., Refs. [32-35,65,66]). However,
the static JT stabilization energies of Cg, are comparable
to the vibrational frequencies of JT active modes and far
from these limits, which requires accurate numerical treatment
to access the actual situation of low-energy states of Cg; .
The vibronic states of the single mode model have also been
numerically investigated (e.g., Refs. [32,34]), whereas the
multimode effect is essential for the correct distribution of
the low-energy vibronic levels [13] (for further discussion,
see Appendix C). Thus, to derive precise low-energy vibronic
states of C, anions, numerical diagonalization of the p" ® 84
JT Hamiltonian with multiplet splitting is carried out.

The JT Hamiltonian matrix is calculated using the product
of the electronic term and the eigenstates of harmonic oscillator
H, as the basis:

8 2
ILML)Im)0 <D D> mun <7 ¢ (13)

pn=1lm==2

We stress that all eight 4, modes (40 vibrational coordinates)
are included in the basis (13). With this basis, the nuclear part
of the vibronic state is expanded as

| XLMparmypy) = Z ) XLmnas Py, (14)
n
where xim,nasm, Py = (RIXLM, :wsm,P)). The Hamiltonian
matrix was numerically diagonalized using the Lanczos algo-
rithm. The Lanczos iteration was continued until the changes
in energy of all the target states become less than 10~ in units
of the lowest &, frequency.

IV. RESULTS AND DISCUSSIONS

A. Low-energy vibronic states

The obtained low-energy vibronic states of Cg;, (n = 1-5)
are presented below. The ground-state energy is decomposed
into the bielectronic, static JT, and dynamic JT contributions.
The first one is defined by the expectation value of Hy; in the
ground vibronic state, (Hy;). The static JT energy is calculated
by subtracting the bielectronic energy in the adiabatic state
from the energy at the minima of the adiabatic potential

TABLE I. Contributions to the ground vibronic energy (Total) of
Cgo (meV). (I:Ibi), Static, and Dynamic indicate the bielectronic en-
ergy, static JT, and dynamical JT stabilization energies, respectively,
as contributions to the total energy.

n Total (ﬁbi) Static Dynamic
1,5 —96.5 — -50.3 —46.2
2,4 —244 .4 39.3 —195.6 —88.1
3 —196.2 41.0 —147.6 —89.6

energy surface (APES). The remaining part is the dynamical
JT contribution.?

The vibronic states are further analyzed in terms of the
weight of the vibronic basis with N vibrational excitations,

!
wy (@ My(P) =YY |xemmasmp s (15)

LM; n

where the sum over n is taken under the constraint
5 Mm = N.

l.n=1,5

The ground vibronic state is characterized by J = 1 and
the energy level is —96.5 meV. The contributions from the
static (E§]T) == u ha)ﬂgi /2) and the dynamic JT effect to
the ground energy is almost the same (see Table I). The static JT
energy is of the order of vibrational frequencies of the JT active
modes, thus the vibronic coupling is classified as intermediate.
This particularly implies that the coupling is not weak enough
to allow the description of the total stabilization within second-
order perturbation theory: the ground-state energy within the
perturbation theory, %E }}) [33], is larger by a half of EJ(? than
the present one. The deviation is also seen in the contributions
to the vibronic state. Within the second order of perturbation
theory, the ratio of the weights (15) for N = 0 and 1, wy/wy,
is about 1. On the other hand, the weights (15) for the vibronic
bases with N = 0, 1, 2, 3, 4 vibrational excitations are 0.524,
0.364, 0.094, 0.016, 0.002, respectively. The weight for N =
1, wy is reduced and those for N > 2 become finite in the
numerical ground state.

The low-energy vibronic levels are shown in Fig. 1 (see also
Table S1 [67]). The low-lying excited levels characterized by
J =3, 2, 1 appear at around 30 meV. The energy gap between
the ground and the 75, level has been estimated to be about
30 meV from the energy difference between the zero-phonon
and side bands of near infrared absorption spectra [68].> The
experimental and the present excitation energies agree well
with each other.

ZNote that due to bielectronic interaction the static JT energy for
n = 2, 4, and 3 is slightly smaller than the expected respective values
4E }}) and 3E }?, where E }? is the static JT energy for n = 1 (Table I).

3The vibronic level with J =3 splits into 7, and G, levels
[57] due to weak higher-order vibronic coupling. Although the side
band is attributed to the ground Tj, to the 75, excitations, all the
quasidegenerate levels (J = 3,2,1) including the 75, vibronic level
are populated and contribute to the side band.
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FIG. 1. Low-lying vibronic levels with respect to the ground
vibronic level of each Cg, anion (n = 1,2,3) and the zero-vibrational
level of neutral Cgp (meV). The numbers next to the energy levels are J
for Cyy and CZ, and (J, P) for C;; and the numbers in the parenthesis
are the degeneracy. The horizontal red dashed lines indicate the ground
high-spin levels.

2.n=2,4

Although the spin triplet term is lower than the singlet terms,
Eq. (6), the order is inverted by the vibronic coupling. The
ground vibronic state is spin-singlet characterized by J =0
and the corresponding energy level is —244.4 meV. The energy
contains contributions from the bielectronic coupling, static
and dynamic JT effects (Table I). The bielectronic energy (Hy;)
amounts to 30 % of the energy gap between 'S and ! D terms
because of their mixing by the pseudo JT coupling. To derive
the static JT contribution, the potential energy in H, Eq. (2), is
minimized with respect to all the g,,9 (=g,.,0) coordinates (the
other JT active coordinates are kept to zero). The lowest energy
of the APES is —163.1 meV at g,y = 0.986 x 2g,, (forn = 2)
and the expectation value of the bielectronic interaction in the
ground adiabatic electronic state is 32.5 meV.* Subtracting the
latter from the minima of the APES, we obtain the static JT
contribution of —195.6 meV. The effect of the bielectronic
energy on the APES is small, and the magnitude of the JT
distortion and the static JT energy are close to the case of the
absence of the bielectronic interaction (gg = 2¢, Eyr = 4E}1T))
[32,34]. The remaining part of the ground energy corresponds
to the dynamical contribution, which is about 40% of the
static one. The vibronic coupling becomes approximately two
times larger in Cz; than in Cg;, and thus, many vibronic basis
functions (13) with higher vibronic excitations contribute to

“The bielectronic energy for the ground adiabatic state is smaller
than for the vibronic ground state (Table I) because the JT dynamics
contributes to a stronger mixing of the electronic terms of a given spin
multiplicity.

the ground vibronic states. The weights of the vibronic basis
with N = 0—4 vibrational excitations to the ground state (15)
are 0.150, 0.368, 0.255, 0.145, 0.058, respectively.

Figure 1 shows the low-energy vibronic levels of Céa (see
also Table S2 [67]). The first exited vibronic level (J = 2)
appears at about 15 meV above the ground one (Fig. 1). The
lowest excited level is estimated to be 22 meV from near
infrared absorption spectra of Céa [69], which agrees well
with the present energy gap. The gap is about a half of the
first vibrational excitation due to the moderate JT effect of
Cég . The red dotted line in Fig. 1 indicates the lowest vibronic
level with S = 1. The breakdown of the Hund’s rule also occurs
within the static JT effect: the lowest high-spin and low-spin
energy levels are —138.2 and —163.1 meV, respectively. This
breakdown is caused by the weak Jy due to the delocalization
of the molecular orbitals over the relatively large Cgo cage
and the enhanced vibronic coupling in Cg, . The situation here
is similar to that of alkali metal clusters (static JT system)
[70] and impurities in semiconductor (dynamical JT system)
[71], where the violation of the Hund rule via the JT effect is
observed as well.

3.n=3

As in the previous case with n = 2,4, the low-spin states
(S = 1/2) are more stabilized than the high-spin ones (S =
3/2) by the JT effect in ng . The ground state of ng is
characterized by J = 1 and P = +1 and the energy level is
—196.2 meV [13]. The expectation value of the bielectronic
energy in the ground vibronic state is 41.0 meV, which is
about a half of the splitting of >P and D terms. The static
JT contribution is calculated from the minima of the APES.
Minimizing the sum of the Hund and the potential terms
with respect to g, [=(q,, -2 —i—q,mq)/\/i] distortions, the
minimum of the potential was obtained to be —110.1 meV
at g, = 0.989 x +/3g,,. Subtracting the expectation value of
coupling in the ground adiabatic state (37.6 meV)* from the
energy of the potential minima, we obtain the static JT contri-
bution of —147.6 meV. Both the static JT energy and the JT
distortion are close to those without the bielectronic interaction
(ge = ~/3g. Exr = 3E) [32,34]. The stabilization by the JT
dynamics is —89.6 meV, which amounts to as much as about
60% of the static JT energy. Compared to Cg,, the vibronic
coupling is enhanced by a factor of /3 times larger in C;,
the vibronic state becomes more involved. Thus the weights
of the vibronic basis with N = 0—4 vibrational excitations
(15) in the ground state are 0.204, 0.390, 0.221, 0.132, 0.038,
respectively.

The low-lying vibronic levels are shown in Fig. 1 (see
also Table S3 [67]). The lowest excitation lies at only about
8 meV, and the higher excited states appear above 35 meV.
The distribution of the vibronic energy levels is significantly
different from that of vibrational levels. Contrary to C%g , the
Hund’s rule still holds for static JT stabilization. Compared
to the energy of *S term (the red dotted line in Fig. 1), the
minimum energy of APES is higher by 20 meV. Therefore
the Hund’s rule is violated in ng due to the existence of
the JT dynamics, pretty similar to the case of the double
acceptor in semiconductors [71]. The different behavior of Céa
is explained by a stronger vibronic coupling.
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B. Matrix elements of electronic operators and the vibronic
reduction factors

Any electronic operator acting on the orbital part of LS
terms can be expressed by the linear combinations of irre-
ducible tensor operators [72,73]:

0=y > aoLr. (16)
LL Im
T (LML|L'M},Im)

Oim W|LML)(L M|, (A7)

MM,

where/istherank (|JL — L'| <I< L+ L),m(m = —1,—-1 +
1,...,l) is the component, aj-L" is a coefficient for the ex-
pansion, Mg =min(L,L’) and (jm|jim, jom;) is a Clebsch-
Gordan coefficient with the Condon-Shortley phase conven-
tion [58,73]. Therefore it is sufficient to consider the matrix
elements of irreducible tensor operators (17). Moreover, it is
sufficient to calculate several matrix elements of O%:-" with
specific m, e.g., m =0, whereas the rest of them can be
calculated by using the relation

(W, e | OLE 19 yar 1))

ALL
<\IJJM3(P)|OIO |‘I’J/M9(P/))

(JM;|J' M), Im)
= 1
(7M9] 07 MY.10)° (18)

where M(J) = min(J,J’), and the denominators of both sides
are nonzero.

For the ground vibronic term, the irreducible representa-
tions of the vibronic states W (W') are coinciding with the
irreducible representations of the electronic states ¥ (¥),
and the ratio of the corresponding matrix elements is called
vibronic reduction factor [52,60,74]:

x = Yoy (19)
W10y

where (| 0 |¥) # 0is assumed. The denominator of Eq. (17)
is introduced for the normalization of the tensor operator,
(LM?|OE¥|L'M?) = 1. Therefore, when J=L,J =
L/,M(J) = M(L) = M, (\IJ]MO(p)|Oll(’)L,|\IJJ/MO(P/)> reduces to
vibronic reduction factor K (19). In the calculations below,
the phase factors of the vibronic states are fixed so that the
coefficient for the vibronic basis with no vibrational excitation
become positive.

Ln=1,5

Any electronic operators acting on the 2P term can be
expressed by the tensor operators (17) of ranks [ = 0,1,2.
The tensor operator of rank 0 is simply the identity operator,
and the nonzero matrix element is 1. The matrix elements of
the other tensor operators are listed in Table II. The matrix
elements for the operators of rank 1 and 2 are 0.353 and 0.602,
respectively; they correspond to the vibronic reduction factors.
The reduction factor for the first rank operator was recently
calculated to be approximately 0.3 [75] with the sets of vibronic
coupling parameters extracted from the photoelectron spectra
[49]. Since these vibronic coupling parameters are slightly

TABLE II. Matrix elements of irreducible tensor electronic op-
erator, (0)) = (\I/_,Mg(P)KA),%L’ |W /419(pr))- The case where the matrix
element corresponds to the vibronic reduction factor K is marked by
v in the last column.

n L L M [ J@P) J(®) MYy (O) K
| A U S B 1 1 1 0353 v
1 1 1 0.602 Vv
2 0 0 0 0 0 0 0 0298 v
2 2 2 0.257
0o 2 0 2 0 2 0 0.251
2 2 2 0.123
2 2 2 0 0 0 0 0.702
2 2 2 0.743
1 2 2 2 0.170
2 0 2 0 0.322
2 2 2 0.246
3 2 2 2 0.075
4 2 2 2 0.265
31 1 1 0 1L+ 1+ 1 0465 Vv
2,— 2,— 2 0.438
I L+ L+ 1 0228 Vv
2,— 2,— 2 0.097
2 L+ L+ 1 0319 v
2,— 2,— 2 —0367
12 11 1L+ 2, 1 0.215
2, — L+ 1 0.129
2 L+ 2- 1 —0347
2, — 1, + 1 —0.283
3 L+ 2,- 1 0.254
2, — 1+ 1 -0.108
2 2 2 0 L+ 1,4+ 1 0.535
2,—  2,— 2 0.562
I L+ L+ 1 0.098
2,— 2,— 2 0.177
2 L+ L+ 1 —0.163
2,—  2,— 2 0.300
3002,— 2,- 2 0.192
4 2,— 2,— 2 0.267

larger than the DFT values used in this work,? the reduction
factor is slightly smaller than the present one.

2.n=2,4

Because the low-spin electronic terms are 'S and 'D,
the irreducible tensor operators (17) of ranks / = 0—4 are
considered. The matrix elements of the tensor operators for the
two lowest vibronic states of Cég are calculated in Table II.
Using the selection rule on the angular momenta, only the
nonzero matrix elements are shown.

3The vibronic coupling parameters derived from the photoelectron
spectra [49] could be slightly overestimated because the dependence
of intensities on the absorbed photon energy (fiw,,) was neglected
since w, /wpy <« 1. Within the second-order perturbation theory, the
intensity is proportional to the product of gi and wp,. Using this
relation, the vibronic coupling parameters for high frequency modes
are estimated to be reduced by about 3%—4%.
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3.n=3

The electronic operators acting on the low-spin electronic
terms (P and 2D) are expressed by the irreducible tensor
operators (17) of ranks / = 0—4. The matrix elements were
calculated within the ground and the first excited vibronic states
(Table II). The matrix elements that become zero due to the
selection rule are not shown.

Since the parity (11) characterizes the vibronic states in
Cga , there is a selection rule related to P: suppose the parity

of the LS termAwith orbital angular momentum ~L~(L’) is P
(P, (W%%JHOZ%LW\III],SM}P,) # 0 when PP’ = PP’. This is
proved by using POEE' P = PP’ OFL', where the latter can be
checked by substituting Eq. (17) into both sides. Calculating
the matrix elements of both sides between |lllhswj p) and

|\IJ§,SM, p)» and then simplifying the expression, we obtain
J

(20)

m

(PP — PP p|OfF W5, ) =0.

| OLL’|\I,LS

Thus the matrix element (WIS im Y, p) 1s only

IM, P
nonzero when PP’ = PP’.

C. Thermodynamic properties

The dense vibronic spectrum influences thermodynamic
quantities such as the effective spin gap which has often been
addressed with magnetic resonance techniques. The spin gap
AF defines the overall thermal population of high-spin states
phs:

HS _ ZHS
- AR + ZHS
o~ AF/ksT o

T 1 4 e AF/kT @n
where, ZS and ZMS are the partition functions for the low-
and high-spin states, respectively, kg is Boltzmann’s constant,
T is temperature. A F is defined as a difference of Helmholtz
free energies of high- and low-spin states:

AF = —kgT(In Z% — 1n Z"9)

= AE — T(S"S — §15), (22)

where, AE is the energy gap between the ground high-spin
and low-spin vibronic levels and SHS, S5 are the entropies
corresponding to high-spin and low-spin states. In the
simulations, the highest temperature of 7 =175 K is
determined so that the highest calculated vibronic levels are
not populated more than a few percent [67].

1.n=2,4

The energy gap AE for Cég i 59.9 meV. Figure 2(a) shows
the entropy part of the spin gap, — T (SHS — S9), as a function
of temperature. With the rise of temperature, the spin gap
decreases, which is explained by the large difference between
the degeneracies of the low- and high-spin states. The low-spin
ground state is nondegenerate, whereas the lowest high-spin
state is ninefold degenerate due to the triple spin degeneracy
and vibronic states.

The spin gap of Céa anion has been investigated in so-
lutions and crystals with various experimental methods (see

(@ o (b) P
o 20
S -3 S
> >
10
2 10 £
K i
T T 0
& —15 iz
< <
-10
0 50 100 150 0 50 100 150
T (K) T K)

FIG. 2. The spin gaps AF — AE of (a) C% and (b) C3; (meV).
The solid, dashed, and dot-dashed lines indicate AF — AE, and the
contributions from spin multiplicity and vibronic states, respectively.

Table I11).° The population of the triplet state of Céa can be
detected as a sharp peak in electron paramagnetic resonance
(EPR) spectra [86], and the spin gap in frozen dimethyl
sulfoxide (DMSO) has been derived approximately 74 meV
from the temperature dependence of the intensity [76]. The
same technique has been used for the studies of various
Ceo based organic salts, and their singlet-triplet gaps were
estimated to be 58-90 meV [31,83,84]. The spin gaps of
various alkali-doped fullerides have also been evaluated from
the spin-lattice relaxation time 1/7) and line shift of nuclear
magnetic resonance (NMR) measurements [7,9,77-80,82] and
the bulk magnetic susceptibility [81]. In Na,Cgp, the gaps were
estimated 100-140 meV for Na,Cgg [9,77,78], 50-70 meV
for K4Cgp [78,79], 50-90 meV for RbsCe [7,77,80,81], and
70 meV for nonmagnetic insulator (NH3),NaK;,Cg [82].

Overall, the experimental spin gaps tend to be larger
than calculated here [Fig. 2(a)]. The discrepancy could be
explained by the effect of the low-symmetric environment,
which could (partially) quench the JT dynamics and also induce
symmetry lowering of Cgy. Understanding of the detailed
interplay between the JT effect and the low-lying crystal field
in the di- and tetravalent fullerene materials requires further
analysis.

2.n=3

The energy gap AE of Cga is calculated as 64.2 meV. The
entropy part of the spin gap AF(T) is shown in Fig. 2(b).
Contrary to the case of Céa [Fig. 2(a)], the spin gap con-
tinuously increases as temperature rises. At T =175 K,
the gap is enhanced by 25% of AE, and keeps rising for
higher temperatures. This different behavior comes from the
partial cancellation of different contributions to the entropy.
The reduction of the effective spin gap due to the spin

The activation energy of ng in the gas phase has been estimated to

be 120 4 20 meV by analyzing the decay rate from C%; to Cg, + €™,
where e~ is an electron [69]. However, the singlet-triplet excitation is
relatively small value in their analysis and many approximations are
employed for the treatment of the complicated process, and hence,
the error bar of the gap would be large.
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TABLE III. Experimental and theoretical spin gaps of Cg; (in meV).

AF Method Ref.
n=24
Isolated C%; and C¢y 59.9-41.1 Theory (dynamic JT)at 7 =0and 175 K Present
Céa in DMSO 74 £ 12 EPR signal under the melting point of DMSO [76]
Na,Cyo 140 £ 20 BCNMR 1/T; [9]
125 Data of Ref. [9] with different fitting function [77]
100 23Na NMR line shift [78]
K4Ceo 50 BCNMR 1/T; [79]
70 BCNMR 1/T, [78]
Rb,4Cgo 57,51 13C NMR line shift and 1/ T} [80]
65 BCNMR 1/T; [7]
90 Data of Ref. [7] with different fitting function [77]
52+4 SQUID [81]
(NH3),NaK,Cg 65 +£3,76 £ 3° BCNMR 1/T, [82]
(Cp3Co™),C%; (CsH,Cly, CgH5CN), 91+£1 EPR signal [83]
(TMP™),-(CZ%))-(CsH4Cly), 63+ 1 EPR signal [31]
{DB-18-crown-6 - [Na*] - (C4HsCN),}»-
(ng) - C¢H5CN - C¢HyCl, 60 £ 1 EPR signal [31]
{Cryptand[2,2,2](Na+)}2~(Cég ) 67 +2 EPR signal [31]
(PPN+)2~(C25 )-(CsH4Cl,), 66 EPR signal [31]
(Me4N+)2(C§g )-(TPC), - 2C¢H,Cl, 58£1 EPR signal [84]
n=3
Isolated Cy 64.2-80.5 Theory (dynamic JT) at 7 =0and 175 K Present
Na,CsCq 110 BCNMR 1/T, [9]
85 Data of Ref. [9] with different fitting function [77]
Rb;Cgo 75 BCNMR 1/T; [77]
A15 Cs;C¢ ~100 BCNMR 1/T, [85]

#This material is a charge density wave insulator, and the two spin gaps presumably correspond to differently charged fullerene sites, Céo

(3-)-5
and Cg; " °.

multiplicity (dashed line) is canceled by the contribution from
the dense vibronic spectrum of the low-spin states (dot-dashed
line).

The value of spin gap of about 80 meV at 7 =175 K
is in line with the experimental estimates: 85—-110 meV for
Na,CsCqo [9,77], 75 meV for Rb3Cgg [77], and 0.1 eV for
A15 Cs3Cgo [85]. The derivation of AF of Al15 Cs3Cg
was also attempted by other groups from the NMR measure-
ments, however, clear features were not observed owing to
the large spin gap [87]. The existence of the excited spin
quartet were detected by EPR measurements at 7 2 130
K in a series of organic fullerene compounds, nonetheless,
the spin gaps were not estimated [88]. The good agreement
between the theoretical and the experimental data could
be explained by the presence of the JT dynamics in cu-
bic alkali-doped fullerides [13,15], which makes the present
treatment more adequate to the experimental situation in the
fullerides.

The increase of effective spin gap with temperature makes
the system difficult to exhibit spin crossover. In the study of
spin crossover, the role of vibrational degrees of freedom is
often discussed via the enhanced entropic effect in excited
high-spin terms, resulting from the softening of vibrations [89].
The present study shows that in JT systems the situation can be
opposite, i.e., the spin crossover can be suppressed by vibronic
entropy contribution.

3-)+8

D. Coupling parameters

So far, we have studied the vibronic spectrum by using the
coupling parameters derived from DFT calculations with a
hybrid functional [13,49]. The DFT values of g, [45,47,49]
are close to the coupling constants extracted from the experi-
mental data [49] and also to the parameters derived from GW
calculations [50]. As discussed in Sec. IV A 1, the energy gap
between the ground and the first excited states (Fig. 1) agrees
well with the experimental estimate [69], which supports the
reliability of g, used in this work.

On the other hand, the value of Jy is still under debate. By
employing the same DFT approach to a Cs3Cg cluster, we
derived the Hund’s rule coupling (Jy = 44 meV) [13], which
is in line with the expected value of about 50 meV for fullerides
[90]. The present Hund’s coupling parameter is slightly larger
than that calculated for Cgy anions within the local density
approximation (32 meV) [91] and those for A3Cgy (A = K,
Rb, Cs) within the generalized gradient approximation (30-
37 meV) [92]. The slightly larger value is obtained because
of the presence of a fraction of exact exchange in the hybrid
functional. As discussed in the previous sections, with the use
of the Jy and g,,, we found that the excitation energy of CZ;
agrees well with the experimental one (Sec. IV A 2) and the spin
gap of ng is close to the experimental values (Sec. IV C2).
On the other hand, large Jy = 0.1 eV has been proposed based
on post-Hartree-Fock calculations [93]. The range of Jy can
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FIG. 3. Lowest energy levels for the low- and high-spin states of (a) Cz, and (b) C;; as a function of Hund’s rule coupling parameter Jg.
The black solid lines show the high-spin energy level, the red dashed, and the blue dot-dashed lines are the ground and the first excited vibronic
levels of low-spin multiplicity, and the grey vertical dashed line indicates the Hund’s rule coupling parameter used in this work (Jy = 44 meV).

be now narrowed down by comparing the present theoretical
and experimental data.

With the increase of Jy, the high-spin state is stabilized and
the effect of pseudo-JT coupling between the low-spin terms
becomes weaker. As a result, for Jy 2 60 meV, the high-spin
state becomes more stable than the low-spin state (Fig. 3).
Therefore Jgq ~ 0.1 eV should be ruled out. Furthermore, in
order to reproduce the spin gap of about 50-100 meV, Jy
should be about 40 £+ 5 meV.

V. CONCLUSIONS

In this work, we studied the low-energy vibronic states and
spin gaps of fullerene anions. The vibronic states have been
derived by the numerical diagonalization of the linear p” &® 8d
Jahn-Teller Hamiltonian with the realistic vibronic and Hund
coupling parameters. Analyzing the ground vibronic states, the
contribution of the JT dynamics to the total stabilization was
found to be comparable to the static one, which enables the JT
dynamics to be unquenched in fullerene materials. In the case
of n =2, 3, 4, it was confirmed that the ground state turns
out to be the low-spin one violating the Hund’s rule due to the
strong JT effect. Particularly, in the case of n = 3, the violation
occurs due to the dynamical JT stabilization. The density of
vibronic states becomes higher at lower energy in comparison
with that of the harmonic oscillator (Fig. 1), leading to the
large entropic effect. We demonstrate that the latter makes the
spin gap of ng larger as the temperature rises, which is a new
mechanism controlling the spin crossover. Finally, in order to
narrow down the range of the Hund’s rule coupling Jy, the
low- and high-spin states as a function of Jy were simulated.
It was shown that Jy has to be about 40 meV to reproduce
the low-spin ground state and the large spin gap. The current
research gives the fundamental information on the dynamical
Jahn-Teller effect in Cg, , which is indispensable to understand
the spectroscopic and electronic properties of Cy, molecules
and the extended systems containing Cg anions.

ACKNOWLEDGMENT

We thank Isaac Bersuker for inspiration. D.L. gratefully
acknowledges funding by the China Scholarship Council. N.I.

is supported by Japan Society for the Promotion of Science
(JSPS) Overseas Research Fellowship.

APPENDIX A: DERIVATION OF THE VIBRONIC
HAMILTONIAN

The matrix form of the vibronic Hamiltonian of Cg; has
been given in Refs. [34,35], whereas the derivation was not
shown. Therefore, for completeness, we give a derivation of
the vibronic Hamiltonian.

In the second quantization form, the linear vibronic inter-
action is written as [32,33]

. 5 A A
Ar=>>" ha)ug,i\/;(—l)m {Lpnllyn 1y — m)el EwoGum,

nn'c pum

(A)

where éjw (Cny) is the electron creation (annihilation) op-
erator, G m = [EL,,, + (—l)mlsﬂ,fm]/ /2 is the normal coor-
dinate, (jm|jimy,jomy) is the Clebsch-Gordan coefficient
of SO(3) group [58,73], [, =1 and [; =2 are the orbital
angular momenta, n,m are the projections, and o = £1/2 is
the projection of the electron spin s = 1/2. The coefficient
4/5/2 is introduced to reproduce the Hamiltonian given in
Ref. [56]. In order to obtain the matrix form in the basis of
electronic terms, we derive the tensor form of the Hamiltonian.
Then, applying Wigner-Eckart theorem, we obtain the JT
Hamiltonian matrices.

Since the electron annihilation operator is not an irreducible

tensor, we transform it into [94]
~ 1,+s—n'—0 A
Cnog = (_1) ! Cp'—o-

(A2)

The product of tensor operators &' is reduced as

} :A A } : lp+s+n'+o AT ~
C:ggcn’a = (=1 Cigcfn’fa
o o

_ Z(_l)lp+s+n’+a Z Z(éTE)EJk;)
o kq «km

x (kq|l,n,l, —n')(km|so,s — o). (A3)

At o (KK . .
Here, (¢! c);; ) is an irreducible double tensor operator of ranks
k and « and components g and & for orbital and spin parts,
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respectively. Since (00|so,s — o) = (—=1)""7/[s],

D (1) kwlsos — o) = VIs1808r0,  (A4)
and thus
D el e =D (=1 IO kgl L, —n'),
o kq
(AS5)
where 0‘5") = —/Is1/ [k](éTE)%) ' is Racah’s U® oper-

ator [63,94], and [k] =2k + 1. Substituting this equa-
tion into Hamiltonian (A1), and using (jm|jim,jam,) =

(=1 STT/LR1(amal jm, ji — my) [73], we obtain the
tensor form of Hjr:

HJT = ZZECD# 8u

nn'c pm

ol _pyn 02 Gum.  (A6)

To derive the matrix form of Hjr using the electronic terms
{|2S+1}LM 1 Mg)} as the basis, we use Wigner-Eckart theorem

[73] for the calculation of the matrix elements of UEZ,,),:

(ST LM M |08, [P L My M)

(25-&-1} L ” 0(2) ”25;}—,1 L/)

VIL]

= 855 0m5m; (LML|L'M},2 —m).

(AT)

Here, v is the seniority of L S term. The reduced matrix element
for p!is 1 and those for p”" (n = 2,3) are shown in Tables V
and VIin Ref. [63]. The reduced matrix elements of more than
half-filled systems are obtained by multiplying (—1)2®=)+!
with the element of the corresponding less than half-filled sys-
tem (see Eq. (46) in Ref. [94]). As a result, the reduced matrix
elements for N = 5 and N = 4 are obtained by changing the
signs of those for N = 1 and N = 2, respectively. Combining
the tensor form (A6), Wigner-Eckart theorem (A7), and the
reduced matrix elements, we obtain Eqs @), (7), and (10).
The reduced matrix elements of @ connectmg the same
LS term are zero in the case of the half-filled p> system due
to the selection rule on seniority. When the LS term with a
half-filled shell is characterized by seniority v, its conjugate

state is obtained by multiplying the phase factor (— l)% (see
Eq. (65) in Ref. [63]). Thus there are two classes of LS terms:
one is invariant and the other changes sign under conjugation.
Consider irreducible double tensor operator 7*<) acting on
orbital (rank k) and spin (rank «). The reduced matrix elements
of T™*9 between the terms of the same class are zero when
k + « is even, and those between the terms belonging to
different classes are zero when k + « is odd (see Eq. (76) and
the following description in Ref. [62]). In the present case,
the 2P and °D terms are characterized by seniorities v = 1
and v = 3, respectively, and thus, the former is invariant and
the latter changes the sign. Since the electronic part of the
vibronic interaction (A6) is a rank-2 operator (k = l; = 2,k =
0), the matrix elements connecting the same terms become
zero and those between the different terms are nonzero. The
classification of the vibronic states of p* system by parity (11)
is also understood as a generalization of the two classes of LS
terms.

—
80 — 3+
_60f — 3(D i
% 1) D -7
g 4,+(9)
>
240
(=]
m
20
— 20
— 2,-(5)
0 — 13 — 0 — L+3 — D
p'ed p*ed peod vibration

FIG. 4. Low-lying vibronic levels of the effective p" ® d JT
model with respect to the ground vibronic level of each n and
the zero-vibrational level (meV). The numbers next to the vibronic
levels are J for n = 1,2 and (J,P) for n = 3 and the numbers in
the parenthesis are the degeneracy. The horizontal red dashed lines
indicate the ground high-spin levels.

APPENDIX B: ANGULAR MOMENTUM

The total angular momentum fq (g = —1,0,1) is defined as
[52]

=> Z {Lam |8 (Lgm )b, By

womm'=—

+y Z Lon|l\,n"el ¢ (B1)

o nn'=—

Here, l:;ib and f;l are the vibrational and electronic angular
momentum operators. By the similar transformation as in
Appendix A, the electronic contribution reduces to L¢' acting
on electronic terms. The angular momentum [and also Eq. (11)
for n = 3] is conserved within the linear vibronic model. With
higher-order vibronic coupling, they no longer commute with
the Hamiltonian.

APPENDIX C: VIBRONIC STATES OF THE EFFECTIVE
SINGLE-MODE JAHN-TELLER MODEL

In order to reveal the difference between the effective single-
mode and multimode JT models, the low-energy vibronic
levels of the single mode p" ® d JT models were calculated
(Fig. 4). The effective mode is defined so that the static
JT energy EJ(%) and the lowest vibronic excitation energy
of Cga are reproduced. The vibronic coupling parameter
and frequency for the effective mode are g = 1.07 and w =
87.8 meV, respectively [13]. The vibronic basis includes up to
20 vibrational excitations in total.
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The obtained ground vibronic energies are
—91.2, —232.9, —185.5 meV for n = 1, 2, 3, respectively,
which are in good agreement with the energies of C; (TableI).
The energy gap between the ground and first excited levels
of p?> ® d model is also close to the gap for Cég (Fig. 1). On
the other hand, the description of the excited states becomes
worse in the single mode model. Apparently, the number of
the vibronic levels of the single mode model is significantly
reduced compared with that of the multimode model because
of the much smaller vibrational degrees of freedom. Besides,
the order of the excited levels can be interchanged. For
instance, the second and the third excited vibronic levels

are inverted compared with p* ® 84 JT system as discussed
before [13].

In the case of strong coupling, the vibronic levels of the
effective model are described as the sum of the energies of a fast
radial harmonic oscillation and a slow pseudorotation in the
trough. However, in reality, the effective modes, particularly,
the pseudorotational modes, accompany the cloud of the
noneffective vibrations [95,96]. The reconstructed vibrational
and pseudorotational energies will be superimposed on the
vibronic levels of the single mode p” ® d JT system, which
should, to some extent, reproduce the dense vibronic levels of
Cygo With correct order.
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