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In this paper, the magnetic properties of LiMn2O4 nanorods with an average diameter of ∼100 nm and
length of ∼1 μm are investigated. The temperature dependences of dc and ac susceptibility measurements
show that LiMn2O4 nanorods experience multiple magnetic phase transitions upon cooling, i.e., paramagnetic
(PM), antiferromagnetic (AFM), canted antiferromagnetic (CAFM), and cluster spin glass (SG). The coexistence
between a long-range ordered AFM phase due to a Mn4+-Mn4+ interaction and a cluster SG phase originating
from frozen AFM clusters at low temperature in LiMn2O4 nanorods is elucidated. Field-cooled hysteresis loops
(FC loops) and magnetic training effect (TE) measurements confirm the presence of an exchange-bias (EB) effect
in LiMn2O4 nanorods below the Néel temperature (TN ∼ 60 K). Furthermore, by analyzing the TE, we conclude
that the observed EB effect originates completely from an exchange coupling interaction at the interface between
the AFM and cluster SG states. A phenomenological model based on phase coexistence is proposed to interpret
the origin of the EB effect below 60 K in the present compound. In turn, the appearance of the EB effect further
supports the coexistence of AFM order along with a cluster SG state in LiMn2O4 nanorods.
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I. INTRODUCTION

Lithium manganese oxide, LiMn2O4, as a promising can-
didate for a cathode material for application in rechargeable
lithium-ion batteries (LIBs), has been extensively investigated
due to its high operating voltage, high-energy density, low
cost, and nontoxicity [1–7]. Apart from the technological
importance, LiMn2O4 has also drawn considerable attention
owing to its intriguing charge, orbital, and magnetic order
[8–14]. However, up to now, there has been much controversy
surrounding the magnetic structure of the ground state in
LiMn2O4. For example, Tomeno et al. have shown the presence
of antiferromagnetic (AFM) long-range order in LiMn2O4

below the Néel temperature, TN = 65 K, according to the
observation of magnetic Bragg peaks [13]; Sugiyama et al.
have also found a signature of AFM order below TN = 40 K
based on the Li nuclear magnetic resonance (7Li-NMR) tech-
nique [15]. On the other hand, the absence of long-range
magnetic order in LiMn2O4 at low temperature has also been
reported by different research groups via neutron scattering
measurements or electron spin resonance (ESR) spectroscopy
[16,17]. Furthermore, a spin-glass (SG) behavior below 25 K
was proved in LiMn2O4 through measurements of ac sus-
ceptibility and time-dependent remanent magnetization [11].
Interestingly, the coexistence of long-range order along with
short-range order in LiMn2O4 has also been reported [9,12].
These discrepancies in the magnetic properties of LiMn2O4

probably come from chemical disorder (defects) and/or site
disorder (Li/Mn) [9,17]. Therefore, in order to understand the
nature of the magnetic properties of LiMn2O4, a systematic
characterization of stoichiometric samples is very crucial.
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As we known, the magnetic properties of nanoparticles
are usually dominated by the spins of the disordered surface
shell due to an increase of the surface-to-volume ratio. Many
experimental studies on AFM nanostructures have revealed
various scenarios for the behaviors of surface spins, e.g., SG
or cluster SG behavior, weak ferromagnetism, and diluted
AFM in a field (DAFF) [18–22]. However, to the best of our
knowledge, there are few reports on the magnetic properties
of nanostructured LiMn2O4 especially in the one-dimensional
(1D) case. In the present paper, we report the synthesis of
1D LiMn2O4 nanorods by a simple solid-state reaction and
an investigation of their magnetic properties in detail. The dc
and ac susceptibility measurements confirm the coexistence of
an AFM ordered phase and a cluster SG phase in LiMn2O4

nanorods below ∼60 K. Moreover, the exchange-bias (EB)
effect in LiMn2O4 nanorods is verified by measurements of
field-cooled hysteresis loops (FC loops) and the training effect
(TE). By analyzing TE data, we can get to the conclusion
that the observed EB effect originates from interface exchange
coupling between the AFM and cluster SG states. In turn, the
appearance of the EB effect also provides direct evidence of the
phase coexistence of cluster SG and AFM long-range order at
low temperature in LiMn2O4 nanorods. In addition, it should be
noted that a shift in the FC loop has also been found in LiMn2O4

particles, and spatial segregation of AFM clusters and SG re-
gions is suggested to explain the conflict between SG and long-
range AFM order [11]. So, LiMn2O4 nanorods present similar
magnetic behaviors with their corresponding bulk materials,
which means that the nanodimensional effect or surface effect
does not play a determinant role in the present compound.

II. EXPERIMENT

Single-crystalline LiMn2O4 nanorods were synthesized
via a self-sacrifice template process. In brief, the precursor
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FIG. 1. (a) XRD pattern and (b) SEM image of as-synthesized
LiMn2O4 nanorods. (c) TEM image of an individual LiMn2O4

nanorod and its SAED pattern (inset). (d) 2D HRTEM image.

β-MnO2 nanorod templates were first prepared by a hy-
drothermal reaction as reported in a previous work [23]; then,
LiMn2O4 nanorods were obtained through a simple solid-state
reaction between β-MnO2 nanorods and LiOH at 600 °C in air
for 12 h. The as-synthesized sample was characterized using an
x-ray diffractometer (XRD, Rigaku, D/Max-RA) with Cu Kα

radiation (λ = 1.54 Å). The morphology and microstructures
were investigated on a field emission scanning electron mi-
croscope (FE-SEM, JEOL JXA-8200) and a high-resolution
transmission electron microscope (HRTEM, JEM-4000EX).
The magnetic properties of the sample were measured using
a commercial superconducting quantum interference device
(SQUID) magnetometer [magnetic property measurement sys-
tem (MPMS), Quantum Design]. For M-H measurements, the
sample was cooled from 300 K to the required temperature
under a cooling magnetic field (Hcool) and a zero field, and
hysteresis curves were recorded thereafter under ±50 kOe
magnetic field. Furthermore, in order to minimize the trapped
flux, the superconducting coils of MPMS were discharged from
a high field (50 kOe) in the oscillation mode and the sample
itself was also demagnetized in an oscillating field of decaying
amplitude. The amount of remnant flux in the superconducting
magnet was typically less than 10 Oe.

III. RESULTS AND DISCUSSION

Figure 1(a) shows a typical powder XRD pattern of the final
product, which can be clearly indexed to a spinel structure
of LiMn2O4 with the Fd3m space group (JCPS card No.
35-0782). No impurity peaks were detected. A SEM image
revealing the morphology of LiMn2O4 is presented in Fig. 1(b).
It is evident that a large quantity of LiMn2O4 nanorods with
an average diameter of ∼100 nm and length of ∼1 μm has
been obtained. A more detailed view of the morphology and
microstructure of LiMn2O4 nanorods has been observed by

FIG. 2. (a) Temperature-dependent zero-field-cooled (ZFC) and
field-cooled (FC) magnetization under an applied field of 50 Oe.
The inset presents the temperature dependence of the magnetization
measured in fields up to 2 kOe after ZFC (solid symbols) and FC
(open symbols). (b) The peak temperature Tf as a function of H 2/3.
The solid line represents a linear fit to Eq. (1). The upper inset shows
the shift of Tf with the applied magnetic fields. The lower inset shows
the inverse ZFC magnetic susceptibility. The solid line is a linear fit
to Curie-Weiss law above 80 K.

means of a transmission electron microscope (TEM) combined
with selected area electron diffraction (SAED). Figure 1(c)
shows a TEM image of an individual LiMn2O4 nanorod. The
SAED pattern along the [11̄0] zone axis recorded from a single
nanorod exhibits some bright spots [see the inset of Fig. 1(c)],
indicating that the nanorod is single crystalline in nature. The
diffraction spots can be indexed to the (220), (002), and (111)
crystal planes of LiMn2O4. Figure 1(d) is a two-dimensional
(2D) HRTEM image, which further demonstrates the highly
crystalline feature of the nanorod. The lattice spacings of 0.47
and 0.41 nm correspond to the (111) and (002) interplanar
distances, respectively. On the basis of SAED and HRTEM,
the growth direction of LiMn2O4 nanorods is determined to be
their [110] crystallographic orientation.

The magnetization susceptibility versus temperature curves
χ (T ) were taken in both zero-field-cooled (ZFC) and field-
cooled (FC) modes. In Fig. 2(a) we show ZFC and FC data
measured in a dc field of 50 Oe for LiMn2O4 nanorods,
which presents three features, i.e., an irreversibility point at
∼56 K, a sharp peak centered at ∼45 K, and a flat peak
at ∼15 K. The splitting between the FC and ZFC curves
below the irreversibility temperature (Tirr ∼ 56 K) shows that
the magnetic ordering temperature of LiMn2O4 nanorods is
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higher than 56 K, which is in good agreement with previous
reports [9,13,14,24]. In general, the AFM transition could be
distinguished by a weak peak at the Néel point. While the weak
peak is hardly observed on the present scale for LiMn2O4

nanorods, the nearly overlapped ZFC and FC curves over
60–300 K may indicate the existence of a long-range AFM
order below 60 K. Interestingly, the ZFC curve shows a sharp
peak at around 45 K, and the magnetization of the FC case is
obviously larger than that of the ZFC case for T < 45 K, which
may reveal the presence of a canted AFM order. Furthermore,
it is also found that the proportion of the canted spin phase
decreases and the transition at ∼45 K is suppressed when
applying a large magnetic field, as demonstrated in the inset of
Fig. 2(a). It is obvious that the temperature-dependent behavior
of the ZFC curve for 50 Oe is different from that for ZFC 100 Oe
and for larger fields. Especially, the sharp peak observed at 45 K
for 50 Oe data has decreased to be a weak anomaly with the
increase of applied magnetic fields. These characteristics are
consistent with a previous report [24]. So, the peak centered
at T = 45 K in the ZFC curve and the steep increase of the
FC curve suggest the appearance of a weak ferromagnetic
state due to spin canting of the antiferromagnetically cou-
pled manganese ions. Canted antiferromagnetism is usually
caused by an antisymmetrical component of the superexchange
interaction, i.e., the Dzyaloshinsky-Moriya (DM) interaction
[25,26]. The transformation from a cubic to orthorhombic
structure in LiMn2O4 at the Verwey temperature (TV = 290 K)
provides the necessary condition for the appearance of the
DM interaction, since it vanishes by symmetry in a cubic
Fd3m model. Based on the suggestion that the AFM order in
LiMn2O4 originates from eightfold rings consisting of Mn4+
ions [14], we argue that Mn4+ ion spins do not lie exactly in the
eightfold ring planes for T � 45 K, but are canted out of the
planes by a small angle. This canting is driven by the rotation
of MnO6 octahedra in the orthorhombic phase which allows
an antisymmetric superexchange term in the spin Hamiltonian.
Therefore, the weak ferromagnetism in LiMn2O4 nanorods can
be explained quite naturally as being due to the DM interaction.

Upon further cooling, the ZFC curve shows a flat peak at
around 15 K where the peak position can be referred to as the
freezing temperature (Tf ), which indicates a SG or cluster SG
behavior in LiMn2O4 nanorods. This behavior is consistent
with previous reports [9,11]. For canonical SG systems, the
irreversibility of magnetization occurs at a temperature close
to but slightly below Tf [27]. Considering Tf is much lower
than Tirr in the M(T ) curves, we think that LiMn2O4 nanorods
most likely present a cluster SG state at low temperature.
As we know, the peak Tf for a SG or cluster SG system
usually shifts to the lower-temperature zone with an increase
of the external magnetic field. The upper inset of Fig. 2(b)
presents the low-temperature zone of M(T ) curves for the
different applied fields. It can be seen that Tf shifts to a lower
temperature with increasing magnetic field. Furthermore, the
magnetic field dependence of the freezing temperature Tf (H )
can be described by the de Almeida–Thouless (AT) line [28]

H ∝ [1 − Tf (H )/Tf (0)]3/2, (1)

where Tf (0) is the freezing temperature for H = 0. The
solid line in Fig. 2(b) presents the linear fit to the data with
Tf (0) = 15.09 ± 0.06 K. The conformance to the AT line

FIG. 3. (a) Temperature dependence of real part of ac suscep-
tibility χ ′ at various frequencies. (b) Temperature dependence of
imaginary part of ac susceptibility χ ′′ at various frequencies.

can be viewed as another hint for the presence of cluster
SG behavior in LiMn2O4 nanorods. Now, turning towards
the high-temperature region, the magnetization susceptibility
of LiMn2O4 nanorods is found to follow the Curie-Weiss
behavior χ = C/(T − θW) above 80 K, which is demonstrated
by a linear fit for the temperature dependence of the in-
verse susceptibility, as shown in the lower inset of Fig. 2.
This fit yields an extrapolated Curie-Weiss temperature θW =
−285 K, revealing a dominant AFM exchange interaction
between manganese ions in LiMn2O4 nanorods. The so-called
frustration index f = −θW/TN is found to be 4.8, which
suggests that the system is moderately frustrated [29–31].
Moreover, the effective magnetic moment obtained from the
high-temperature linear fit is 4.39μB , which indicates the Mn
ions are considered to be a mixed valence state of Mn3+
(t3

2ge
1
g; S = 2; 4.90μB ) and Mn4+ (t3

2ge
0
g; S = 3/2; 3.87μB ),

apparently in equal proportion. It should be noted here that
the effective moment corresponds to the high spin state of
Mn3+, which agrees with the result reported by Chowki and
co-workers [9].

In order to confirm the appearance of cluster SG behavior,
it is necessary to investigate the magnetically dynamic proper-
ties of LiMn2O4 nanorods at low temperatures. Figure 3(a)
presents the temperature dependences of the real part (χ ′)
of ac susceptibility with a probing field of 5 Oe. One can
see that the peak position for each curve corresponding to a
freezing temperature Tf shifts toward higher temperatures with
an increase of frequency. Such a shift is not expected for usual
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long-range ordered AFM or ferromagnetic (FM) systems. So,
the behavior observed here is a typical characteristic of glassy
systems. The value of the frequency sensitivity K has been
used as a possible distinguishing factor for the presence of
glassy phases, which is defined as [32,33]

K = �Tf

Tf �log ω
. (2)

The calculated K value is 0.044 for the current compound,
which is larger than that of canonical SG systems such as
CuMn (0.005) and AuMn (0.0045) but comparable to that of
cluster SG systems [34–36]. So, the K value further verifies
our system as a so-called cluster SG. Furthermore, Fig. 3(b)
shows the imaginary part (χ ′′) of ac susceptibility as a function
of temperature at various frequencies for LiMn2O4 nanorods.
One observes that, as χ ′, the frequency and temperature
dependences of χ ′′ are similar to the behavior seen in SG
systems.

A dynamical scaling analysis is performed by the conven-
tional critical slowing down model of spin dynamics, which is
given by the following relation [32,33],

τ

τ0
=

[
Tf − TSG

TSG

]−zν

. (3)

Here, Tf is the temperature of the maximum in χ ′, and TSG

is the SG transition temperature; z is the dynamical exponent,
and ν is the critical exponent of the correlation length ξ (ξ =
[(Tf − TSG)/TSG]−ν , and τ ∝ ξz); τ0 is the characteristic time
scale for spin dynamics; τ describes the dynamical fluctuation
time scale and corresponds to the observation time at the
temperature of maximum in χ ′, and τ ∝ 1/f . Figure 4(a)
presents log10τ plotted as a function of log10[(Tf − TSG)/TSG]
with TSG = 10.45 ± 0.05 K obtained via the best fit to the
power law given by Eq. (3), which shows a linear dependence
as observed in most SG systems. The values of log10τ0 =
−6.72 ± 0.03 s (τ0 ∼ 1.9 × 10−7 s) and zν = 5.50 ± 0.04 are
then obtained from the intercept and the slope yielded through
a linear fit, respectively. For a typical SG system, zν ranges
from 4 to 12, and τ0 lies between 10−11 and 10−13 s [33]. The
value of zν obtained from the present analysis is larger than the
theoretically predicted value zν = 4 for the three-dimensional
(3D) Ising model [37]. A similar low value of the critical expo-
nent was reported in interacting magnetic nanoparticles with
a dipole-dipole interaction [38] and interacting spin clusters
[39]. However, the value of τ0 (1.9 × 10−7 s) is somewhat
larger than the typical single spin-flip times of conventional
SG systems, which strongly implies that the SG state in the
present LiMn2O4 nanorods is not atomic in origin but related
to interacting atomic clusters. Further, the larger τ0 value is
normally observed in some FM or AFM cluster SG systems
(τ0 ∼ 10−7–10−10 s) [35,40–42].

In addition, we also analyzed the transition near Tf in
LiMn2O4 nanorods by means of the dynamic blocking of
interacting clusters of spins. In this case, the phenomenolog-
ical Vogel-Fulcher (VF) law can be used to investigate the
frequency dependence of Tf , namely [43],

τ = τ0 exp

[
Ea

kB(Tf − TVF)

]
, (4)

FIG. 4. (a) log10τ is plotted as a function of
log10[(Tf − TSG)/TSG]; the solid line is the fit to Eq. (3). (b) ln τ

is plotted as a function of 1/(Tf − TVF); the solid line is the fit to
Eq. (4).

where Ea is the average thermal activation energy, kB is the
Boltzmann constant, Tf is the temperature of the maximum
in χ ′, and TVF is the Vogel-Fulcher temperature, indicating a
qualitative measure of the intercluster interaction strength. In
Fig. 4(b), a plot of ln τ vs 1/(Tf − TVF) is shown, which can
be fitted well with the above VF model with TVF = 9.3 K. A
nonzero value of TVF arises from the interaction between the
spins and indicates the formation of spin clusters. The value
of TVF is smaller than TSG from the power law [Eq. (3)] only
by a few percent, in accordance with the general trend found
in the cluster SG systems [41]. Having TVF fixed, it is possible
to obtain directly τ0 and Ea/kB from a linear fit to these data
in the plot. The best fit, shown as the solid line in Fig. 4(b),
yields the reasonable fitting parameters τ0 = 3.7 × 10−7 s and
Ea/kB = 26.8 K. The characteristic relaxation time obtained
here is of the order of 10−7 s and is evidently larger than 10−13 s
expected for the single atomic spins, which is consistent
with the existence of magnetic spin clusters. In the frame
of the VF model, TVF � Ea/kB indicates a weak coupling
regime and TVF � Ea/kB means a strong one. TVF is about
0.35 Ea/kB , which lies in the intermediate regime and confirms
the presence of the interactions between magnetic entities in the
present system. Moreover, the value of the parameter δTTh =
(Tf − TVF)/Tf is proposed as a criterion for distinguishing
between different universality classes [35,44]. The mean value
of δTTh is 0.21 for our compound, which is comparable
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to values obtained for systems, described in terms of the
progressive freezing of clusters, for example, La0.5Sr0.5CoO3

[45]. Evidently, the VF law provides an excellent description
of the experimental data, which suggests the SG behavior
in LiMn2O4 nanorods can be attributed to the freezing of
interacting magnetic spin clusters. A cluster SG is similar to a
classical SG with the only difference being that the frozen
entities in the cluster SG are not the individual spins but
the magnetic moments (superspins) of collectives of atoms
(nanoparticles).

Therefore, it is clear that both the power law and the VF law
give an equally good fit for the real part data of ac susceptibility.
Moreover, the difference in TVF and TSG is very small, and
the τ0 obtained using the power law has the same order of
magnitude as that obtained using the VF law. Further, closer
to TVF (and TSG), the VF law (the power law) can be adjusted
to match the power law (the VF law) through the relation [46]

ln(40kBTf /Ea) ∼ 25

zν
. (5)

With Tf ∼ 11.9 K for f = 100 Hz, this relation gives zν =
8.7, which is larger than 5.5 obtained directly by a critical
exponent analysis using the power law. However, according
to the method used in Ref. [46], we can get another relation
between the VF law and the power law for f = 100 Hz if the
value of τ0 decreases to 10−7 s,

ln(23kBTf /Ea) ∼ 11.5

zν
. (6)

A value of zν ∼ 5.0 can be attained with Tf ∼ 11.9 K and
Ea/kB = 26.8 K via Eq. (6), which is close to 5.5 obtained
using the power law. Thus, this further means the characteristic
relaxation time in our compound is much larger than that of
some typical SG systems.

The frequency dispersion exhibited byχ ′(f,T ) andχ ′′(f,T )
for LiMn2O4 nanorods indicates a distribution of relaxation
times associated with the dynamic characteristics of this mag-
netic system. To describe the relaxation of magnetic clusters in
Mn-intercalated Ti1+yS2, Shand et al. obtained a linear model
by assuming an exponential cluster sizes (volumes) distribution
and ωτc � 1 [47],

χ ′′ = −
[
tan

(nπ

2

)][
χ ′ − �χ

]
. (7)

Here, n = kBT /E0, E0 = KV0, K is the anisotropy constant,
and V0 describes the width of the exponential size distribution.
Note that �χ is the difference between the isothermal and
adiabatic susceptibilities. A fingerprinting method probing
specifically the dynamic behavior of a system is the so-called
Cole-Cole plot, which presents a graph of χ ′′ against χ ′. A
different shape of the χ ′′(χ ′) curve has been obtained from
the specific systems. The simplest plot is a semicircle (“Debye
semicircle”) signifying the presence of just one relaxation time
in the system. However, the semicircle is flattened in SG, since
it possesses a very wide distribution of relaxation times [33].
Figure 5 shows χ ′′ vs χ ′ plots at two different temperatures,
one for T > TSG and the other for T < TSG. It is obvious that
excellent linear fits are obtained for the frequency range used,
which indicates the good agreement between the experimental
data and the model. This suggests that the relaxation time

FIG. 5. χ ′′ vs χ ′ (Cole-Cole plot) for LiMn2O4 nanorods at
(a) T = 10 K and (b) T = 11 K. Each data point corresponds to a
specific frequency 1 Hz � f � 1000 Hz. The linearity of the graphs
is consistent with an exponential cluster-size distribution (see text).

behavior can be described well by an exponential distribution
of magnetic cluster sizes in LiMn2O4 nanorods, which is
similar to that of Mn-intercalated Ti1+yS2 with cluster spin-
glass behavior [47]. Considering the differences in behavior
between LiMn2O4 nanorods and more typical SG materials,
we think that the exponential distribution of magnetic clusters
seems to be the driving force for this departure from more
conventional SG systems.

To further demonstrate the cluster SG behavior in the
LiMn2O4 nanorods, we studied the magnetic relaxation. The
following procedure was adopted to obtain thermal remanent
magnetization (TRM) data. The sample was cooled under
FC conditions with a 1 kOe field from the paramagnetic
state (for example, 200 K) to a target temperature, and after
stabilizing the temperature for a certain waiting time tW =
300 s, the magnetic field was turned off. Subsequently, the
magnetization (M) was recorded as a function of elapsed time
(t). The relaxation of TRM was measured at four different
temperatures: 2 K, where the spins are frozen, 10 K, which
is just below the spin-glass freezing temperature Tf , and 20
and 40 K, which are above Tf . In Fig. 6, the normalized
magnetization m(t) = M(t)/M(0) is plotted as a function of
time. In fact, a slow time decay of the magnetization was
observed at all the temperatures below TN, thereby establishing
the glassy characteristic of magnetization. These data clearly
suggest that the magnetic relaxation and glassy behavior are
most prominent near the spin freezing temperature Tf . The
decay curves can be well fitted by a stretched-exponential
equation [9,29],

m(t) = m0 − mg exp

[
−

(
t

τ

)1−n
]
, (8)

where m0 and mg relate to the canted antiferromagnetism
(weak ferromagnetism) and a glassy component mainly

104405-5



ZHANG, YUAN, XIE, YU, KUANG, YU, ZHU, AND SHEN PHYSICAL REVIEW B 97, 104405 (2018)

FIG. 6. Relaxation of normalized magnetization m(t) =
M(t)/M(0) at 2, 10, 20, and 40 K. Solid lines represent the
stretched exponential fitting curves to Eq. (8).

contributing to the relaxation effects observed in LiMn2O4

nanorods, respectively. The time constant τ and the parameter
n are related to the relaxation rate of the SG phase. The value of
exponent n depends on the nature of energy barriers involved
in the relaxation. For a SG system, n remains in the range
0 < n < 1. The fitting parameternwas determined to be 0.47 at
20 K, 0.46 at 10 K, 0.47 at 20 K, and 0.50 at 40 K, respectively.
Furthermore, we also measured the TRM data at 80 K, and
no clear relaxation was observed. It should be noted that the
existence of magnetic relaxation above Tf indicates the onset
of frozen SG clusters below TN.

On the basis of the above discussion, we argue that the
long-range AFM order coexists with the cluster SG state
in LiMn2O4 nanorods at low temperature. Next, we will
present some explanations about the origin of the microscopic
coexistence of AFM and cluster SG states. Rodriguez-Carvajal
et al. proposed a charge-ordered pattern for LiMn2O4, in which
AFM-aligned Mn4+ ions form eightfold rings, and Mn3+ ions
are situated in between the rings and inside of the rings [8].
Figure 7(a) presents a simplified projection of the proposed
charge-ordered structure for LiMn2O4 along [001] orientation.
Neglecting the z position of the atoms, it is obvious that
the eightfold rings [black circles in Fig. 7(a)], containing
all the Mn4+, wrap two types of Mn3+ columns. One type
is located in cubes consisting of four Mn3+ ions and four
O2− ions, which is at the center of eightfold rings of Mn4+
ions, and stacked along the c direction. The other type is
situated in the spaces between neighboring eightfold rings,
thus forming Mn3+ columns in the c direction. Gaddy et al.
have indicated that the Mn4+ ions in the eightfold rings line up
below TN ∼ 66 K, and these rings likely form the backbone of
the long-range ordered AFM structure [14]. So, the observed
AFM order in LiMn2O4 nanorods can be attributed to these
eightfold rings in which the moments of Mn4+ ions become
AFM aligned below TN ∼ 60 K. However, Mn4+ ion spins
do not lie exactly in the eightfold ring planes for T � 45 K,
but are canted out of the plane by a small angle, which gives
rise to the weak ferromagnetism in LiMn2O4 nanorods.

On the other hand, if Mn vacancies or Li substitutions for
Mn change the Mn3+/Mn4+ ratio in LiMn2O4, one eightfold
ring can interact with other rings via the intervening Mn3+

FIG. 7. Simplified projection of the charge-ordered pattern for
LiMn2O4. (a) AFM-aligned Mn4+ ions form eightfold rings (black
circles), which act as the basic units of the long-range ordered AFM
structure. (b) Mn vacancies or Li substitutions for Mn lead to modified
rings and linked rings, some possibilities of which are presented. The
solid lines (magenta) delineate large AFM clusters.

ions to act as large AFM clusters (superspins) [14]. Some
possible large AFM clusters consisting of two eightfold rings
are shown in Fig. 7(b). Furthermore, even much larger clusters
can also form if the change of the Mn3+/Mn4+ ratio results
in multiple rings being linked. As we know, it is very likely
that there is a small fraction of oxygen vacancies or site
disorder (Li at Mn site) in LiMn2O4 nanorods, which would
lead to strongly couple the interaction between some octagonal
cylinders and then to form large spin clusters. Therefore,
structural defect (vacancies, substitutions) disorder resulting
in a random exchange interaction between manganese ions
should be responsible for the observed cluster SG behavior in
LiMn2O4 nanorods. Furthermore, AFM interactions between
Mn ions located on octahedrally coordinated sites in LiMn2O4

are expected to be geometrically frustrated; inelastic neutron
scattering experiments have shown that Mn4+ − Mn4+ spin
fluctuations present a critical slowing down, and freeze out
below around 25 K, while Mn3+-Mn3+ spin fluctuations persist
at least down to 4 K [48]. Thus, the cluster SG behavior
observed here should be attributed to the freezing of AFM
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superspins due to the slow dynamics of Mn4+. So, both
the long-range AFM order and the cluster SG dynamics in
LiMn2O4 nanorods are associated with the same Mn4+ entity
on the basis of eightfold rings. However, the contribution of a
small fraction of Mn3+ to AFM order and the cluster SG state
cannot be ruled out. The coexistence between AFM long-range
order and SG phase has also been observed in the dilute Ising
systems Fe0.55Mg0.45Cl2 [49] and Fe0.6Mn0.4TiO3 [50], quan-
tum Heisenberg antiferromagnets Cu2(OH)3(CmH2m+1COO)
[30], as well as multiferroic PbFe0.5Nb0.5O3 [51,52].

As we know, an exchange interaction at the interface
between a FM and an AFM spin structures is expected to
result in the EB effect, which has attracted significant interest
during the past 50 years due to its intriguing physics as well
as technological applications [53,54]. In general, the EB effect
manifests itself as a shift of the center of a magnetic hysteresis
loop from the origin when a FM/AFM system is cooled in a
static magnetic field through TN of the AFM system. Besides
FM/AFM interfaces, the EB effect has also been observed
in other types of interfaces such as ferrimagnet (FI)/AFM,
FI/FM, FM/SG, AFM/SG, and FI/SG [53,54]. Since LiMn2O4

nanorods show the coexistence of AFM and cluster SG states
at low temperature, it would be interesting to explore if the
EB effect could appear in this phase-coexisting system. In
order to check for the possibility, field-cooled hysteresis loops
(FC loops) were measured. Figure 8(a) shows the magnetic
hysteresis loops measured between ±50 kOe after cooling the
sample from room temperature to 2 K under both ZFC and
FC conditions with a magnetic field of 2 kOe. These M-H
curves keep a nearly linear slope in the field range used except
the central zone, which is usually considered from an AFM
system. An enlarged view of the central part of the M-H curves
is presented in the inset of Fig. 8(a), which shows the ZFC
hysteresis loop keeps a good central symmetry about the origin,
whereas the FC loop is strongly displaced from the origin and
broadened along the applied field direction, namely, the EB
effect.

It should be noted that the observed FC loop here is
unsaturated within a maximal field of 50 kOe, which seems
that the M-H loop may be due to a minor loop effect. However,
the minor loop is nonsymmetrical and is expected to present
significant vertical asymmetry as well. The equal magnetiza-
tion values at the highest positive and negative magnetic fields,
as shown in Fig. 8(a), may indicate that the shifted hysteresis
loop in LiMn2O4 nanorods is the conventional EB effect
[55–57]. Moreover, materials involving disordered magnetic
and/or glassy magnetic phases or canted spin configuration or
systems with large anisotropy do not show a saturating trend
[56,58]. In order to further verify the appearance of the EB
effect in our compound, we measured M-H loops between
±50 kOe at T = 2 K after cooling with ±5 kOe bias field
(Hcool = ±5 kOe). The region near the origin is blown up
to present the extent of EB clearly, as shown in Fig. 8(b).
The shape of the full loop remains the same as the shape
in the case of the ZFC loop. The EB effect observed in this
case is conventional as the measurement has been carried
out after field cooling under +5 and −5 kOe and the path
followed in tracing the loop is as follows: +50 kOe→0→−50
kOe→0→+50 kOe. It is evident that cooling under a positive
(negative) field yields a hysteresis loop shift in a negative

FIG. 8. (a) M-H loops under ZFC and FC conditions measured at
2 K. The inset is the central part of the M-H loops clearly showing a
shift of the FC loop along the field axis. (b) Central parts of M-H loops
measured at 2 K after cooling with the opposite magnetic fields of ±5
kOe, which shows the reversible shift of the hysteresis loop. (c) HEB

as a function of the maximum field of the loop (Hmax) measured at 2
K with Hcool = 10 kOe, where Hmax = 10, 30, 50, and 70 kOe. The
solid line denotes the best fit to Eq. (9), and the dotted line indicates
the asymptotic value HEB(∞) which is the intrinsic HEB.

(positive) direction along the field axis. The EB field (HEB) is
generally defined as HEB = −(H1 + H2)/2, where H1 and H2

are the left and the right coercive fields, respectively. The values
of EB for both positive and negative bias fields are 404 and
−337 Oe, respectively. Furthermore, the HEB observed here for
the positive (negative) cooling field is asymmetric, which may
be caused by the local spin texture at the interface between the
AFM and cluster SG states which generates a nonswitchable
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unidirectional anisotropy along the negative direction of the
applied field [22,55]. So, the shift of hysteresis loop in the
negative and positive directions of the field axis can be reversed
by applying an opposite cooling field, as in the case of various
EB systems. This further supports the presence of an EB effect
in the present system, which also indicates the coexistence
of ordered AFM and cluster SG states at low temperatures
[18,29,59].

Furthermore, it was suggested that the existence of a
“true” EB effect in nonsaturating systems may be verified by
“effectively saturated” hysteresis loops where the ascending
and descending branches of the loop coincide at fields higher
than the anisotropy field [60,61]. The appropriate value of the
maximum field of the loop (Hmax), at which the minor loop
effect is sufficiently small, can be estimated by measuring HEB

as a function of Hmax at constant parameters of temperature and
cooling field. As shown in Fig. 8(c), HEB vs Hmax dependence
measured at 2 K under a 10 kOe cooling magnetic field is
presented. One can find that the dependence curve can be well
fitted by an exponential equation [62],

HEB = HEB(∞) + H0exp(−αHmax). (9)

In this equation, HEB(∞) is the limit value of the EB field
when Hmax → ∞, and H0 and α are the fitting parameters.
The best fit presents HEB(∞) = 641 Oe. This procedure shows
that the HEB measured with Hmax = 50 kOe differs by ∼6%
only from the true value of HEB, i.e., the asymptotic value of
HEB (Hmax → ∞). So, we believe that, in such circumstances,
although it is hard to rule out the contribution of a minor loop
effect since complete saturation is not technically obtained,
the experimental results support the existence of the EB effect
in LiMn2O4 nanorods. Much more sensitive experimental
tools such as polarized neutron reflectometry (PNR) and x-
ray magnetic circular dichroism (XMCD) may allow us to
determine whether a shift of the magnetization curve for the
unpinned component is due to exchange anisotropy or an
artifact of the measurement (i.e., a minor loop) [58,63].

Further insight into the evolution of the EB effect in
LiMn2O4 nanorods is obtained from the dependence of hys-
teresis loops on the cooling field (Hcool). Figure 9(a) presents
the FC loops measured with different cooling fields at 2 K.
The inset of Fig. 9(a) shows an enlarged view of the central
region of the FC loops, which reveals the obvious shifts
of the hysteresis loops toward the negative magnetic fields.
Figure 9(b) shows that the magnitude of HEB increases with
increasing Hcool and then shows a tendency to saturation.
A similar cooling field dependence of HEB was observed in
core-shell-type BiFe0.8Mn0.2O3 nanoparticles [64] and poly-
crystalline Sr2LuRuO6 samples [65]. With the increase of the
cooling field, more and more frozen-in spins are created, which
leads to changes in the magnetic configuration at the AFM/SG
interface. Therefore, HEB increases with an increase of the
cooling field. In turn, the strong dependence of the cooling
field on the exchange-bias magnitude is another fingerprint for
the existence of a SG phase in the present compound.

Figure 10(a) presents the FC loops measured after cooling
in a magnetic field Hcool = 10 kOe with the maximal field
Hmax = 50 kOe across 2–80 K. The inset of Fig. 10(a) shows
an enlarged view of the central region of the FC loops measured
at different temperatures, which reveals obvious shifts of

FIG. 9. (a) FC loops measured at 2 K under different cooling fields
Hcool = 2, 5, 10, 20, 30, 40, and 50 kOe. The inset shows the central
part of these loops, which presents the clear shift of M-H curves.
(b) HEB as a function of the cooling field.

the hysteresis loops toward negative magnetic fields below
∼60 K. Figure 10(b) illustrates the temperature evolution of
HEB, which shows that HEB decreases sharply with increasing
temperature and almost vanishes at ∼60 K, in correspondence
with the Néel temperature TN, not the freezing temperature Tf .
It is important to note that hysteresis loops are observed at all
temperatures below TN, which indicates that the freezing of the
cluster SG occurs simultaneously with the onset of AFM order
and finally completes below Tf after a progressive freezing
process. The existence of spin frustration is known to result
in an exponential temperature-dependent decay of HEB(T ),
which can be expressed as [59,66–68]

HEB(T ) = HEB(0) exp

(
− T

T1

)
, (10)

where HEB(0) is the extrapolation of HEB(T ) at T = 0 K; T1 is
a constant, indicating the temperature that HEB(0) drops to 1/e

of its initial value. The best-fitting parameters are HEB(0) =
812.5 Oe and T1 = 10.4 K. The good fit to Eq. (10) gives an
obvious indication for the scenario that the EB effect is strongly
related to the cluster SG state in LiMn2O4 nanorods. Such an
exponential decay of HEB with temperature has been observed
in a range of diverse materials related to magnetically frustrated
systems in which the competing magnetic domains form a SG
state [59,68–70].
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FIG. 10. (a) FC loops measured at different temperatures after
cooling in a magnetic field Hcool = 10 kOe with the maximal field
Hmax = 50 kOe. The enlarged central part of the FC loops showing
the presence of the EB effect. (b) Temperature dependence of HEB

for LiMn2O4 nanorods. The solid line presents the fit to Eq. (10). The
arrow marks the Néel temperature (TN) of LiMn2O4 nanorods.

Another important characteristic of an EB system is the
existence of the so-called training effect (TE), which manifests
itself by the reduction of HEB with the number of consecutive
hysteresis loops (n) at a constant temperature. In order to
elucidate the origin of the EB effect in LiMn2O4 nanorods, we
continuously measured several consecutive hysteresis loops as
well. Figure 11(a) shows the portion of M-H loops near the
origin under field cooling with a 10 kOe magnetic field at 2 K,
while the actual measurements took place between −50 and
50 kOe. Usually, the shift of the consecutive hysteresis loops
is most pronounced at the left branch of a loop, while the right
branch only slightly shifts. It is very obvious that the magnetic
TE is presented in our sample, as shown in Fig. 11(b). A
significant reduction of HEB was observed between the first and
the second loops where it falls by ∼15% and then it gradually
decreases with increasing n. An empirical power law suggested
by Pacard et al. for fitting HEB as a function of n (n > 1) has
been widely used to describe TE [71],

HEB(n) − HEB(∞) = k√
n
, (11)

where k is a material-dependent constant; HEB(n) and HEB(∞)
are magnitudes of the EB field for the nth cycle and in the
limit of infinite loops, respectively. The solid line (blue color)
in Fig. 11(b) shows the best-fitting curve of experimental data

FIG. 11. (a) The enlarged view of consecutively measured hys-
teresis loops after cooling in a field of 10 kOe to reveal the shift of
the loops with increasing loop number (n). (b) The EB field (HEB)
dependence on the number of field cycles (n). The open squares
(black) are the experimental data. The solid circles (red) represent
the calculated data points using Binek’s recursive formula. The solid
line (blue) represents the best fit to Eq. (11) for n > 1. The dotted line
(black) joining the data is only a guide to eyes.

for HEB for n > 1 using Eq. (11). The resulting parameters
are HEB(∞)= 477 Oe and k = 151 Oe. The fit clearly shows
a good agreement with the data for n > 1. It should be
noted that the experimental value for n = 1 (HEB = 684 Oe)
significantly exceeds the value obtained by Eq. (11) for n = 1
(HEB = 628 Oe), which further shows this law holds only for
n > 1. The strong and significant decrease of HEB between the
first and the second hysteresis cycles may suggest some initial
nonequilibrium arrangement or metastable state of the AFM
domains [72–74].

Considering TE in the thermodynamic framework of spin
configurational relaxation at the AFM surface, Binek proposed
a recursive formula for TE [75],

HEB(n + 1) = HEB(n) − γ [HEB(n) − HEB(∞)]3. (12)

Here, HEB(n) and HEB(∞) are magnitudes of the EB field for
the nth cycle and in the limit of infinite loops, respectively;
γ is a system-dependent constant. The best-fit curve of the
experimental data with Eq. (12) yields the fitting parameters
HEB(∞)= 447 Oe and γ = 7.5 × 10−6 Oe−2. Taking the
respective initial value (n = 1) of HEB as obtained from
the experiment, the theoretical data [n � 2, solid circles in
Fig. 11(b)] are calculated from the recursive formula in Eq. (12)
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FIG. 12. A phenomenological model revealing the origin of the
EB effect in LiMn2O4 nanorods. (a) SG clusters (blue) are embedded
in an AFM matrix for Tf < T < TN . (b) AFM clusters (green) are
embedded in a SG matrix for T < Tf .

by using the obtained fitting parameters [59,64,74,76]. It is
remarkable that the theoretical results are consistent with the
experimental results not only for n > 1 but also for n = 1.
Clearly, Eq. (12) describes the TE of the EB effect fairly well,
not only for n > 1 but also for n = 1. Therefore, the TE in
LiMn2O4 nanorods can be described successfully by Binek’s
model. This model has been used successfully to fit the TE
data of a wide variety of systems such as FM/AFM bilayers,
FM hard/FM soft bilayers, spontaneously phase-separated
systems, FM nanodomains embedded in an AFM matrix, and
core-shell nanoparticles, where interface exchange coupling
was the only origin of the EB phenomenon [64]. On the basis
of the above discussion, we conclude that the observed EB
effect in LiMn2O4 nanorods can be attributed to the coupling
interaction at the interface between the AFM and cluster SG
state.

In order to interpret figuratively the origin of the EB effect
observed in LiMn2O4 nanorods, we propose a phenomenolog-
ical model to illustrate the configurations of the coexistence

between the cluster SG state and AFM long-range order in this
interesting EB system. When LiMn2O4 nanorods are cooled
through TN ∼ 60 K with an applied magnetic field, the cluster
SG-type freezing occurs simultaneously with the onset of
AFM order. In this case, a configuration where SG clusters
are embedded in an AFM matrix appears, which results in
natural AFM/SG interfaces, as demonstrated in Fig. 12(a). The
coupling interaction at the interfaces exerts an additional torque
on the SG spins, which an extra magnetic field will be required
to overcome. Thus, the hysteresis loop is shifted along the
magnetic field axis, i.e., the EB effect arises. On the other hand,
with decreasing temperature, more and more AFM superspins
are frozen, and then a complete cluster SG phase forms when
cooling to below Tf . However, not all eightfold ring clusters are
in the frozen state, as was shown by Greedan et al., that about
half the spins of manganese ions are involves in long-range
order and the other half are in a SG-like configuration at the
ground state [12]. This spin configuration can be extended to
the LiMn2O4 nanorods, which means that the long-range AFM
order is not destroyed by the appearance of a cluster SG state. In
this circumstance, the AFM clusters (eightfold ring clusters of
Mn4+) are embedded in the SG matrix, as shown in Fig. 12(b).
Likewise, the EB effect could be attributed to the coupling
effect at the interface between the AFM and cluster SG states.

IV. CONCLUSIONS

In summary, single-crystalline LiMn2O4 nanorods have
been synthesized via a simple solid-state reaction and charac-
terized by various techniques. Magnetic measurements show
that there exists a phase coexistence of the AFM long-range
ordered phase due to eightfold rings of the Mn4+-Mn4+
interaction along with the cluster SG state originating from
the freezing of large AFM clusters at low temperature in
LiMn2O4 nanorods. The analysis of dynamical behavior of
spins by means of the Vogel-Fulcher law and power law verifies
the formation of the cluster SG state in LiMn2O4 nanorods.
Furthermore, FC loops and TE measurements confirm the
existence of an EB effect in the LiMn2O4 nanorods. By
analyzing the TE data using Binek’s model, we argue that
the exchange coupling interaction at the interface between the
AFM and cluster SG states leads to the observed EB effect
in LiMn2O4 nanorods. A phenomenological model based on
phase coexistence is proposed to interpret the origin of the EB
effect in the present compound.
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