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Spin friction in two-dimensional antiferromagnetic crystals
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The spin-state-dominated frictional force and stick-slip behaviors are shown through first-principles calcu-
lations using Mn2C, a two-dimensional antiferromagnetic crystal, as a prototype. While the frictional force
in the spin-unpolarized state is isotropic and independent with forward and backward moving directions, the
antiferromagnetic ordering not only reduces the rotational symmetries of potential energy surfaces, but also
dramatically changes the shapes of energy landscapes on the energetically preferred sliding paths, leading to
anisotropic and even direction-dependent frictional force. Besides, a novel stick-slip behavior with the slips
occurring across a fractional number of lattice sites is observed and the transition conditions of the stick-slip
behavior can be predicted by the Tomlinson model.
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I. INTRODUCTION

The classic friction law loses its dominance at nanoscale
where the contributions from phononic and electronic
interactions become significant, even quantum fluctuations
may play a significant role [1–5]. Experimentally, atomic
force microscopes are widely employed to study atomic-scale
friction, which can scan a nanoscale tip over atomically flat
surfaces and measure the lateral force by a cantilever spring
holding the tip [6]. By scanning the graphite surface with a
tungsten tip, Mate et al. observed an atomic-scale stick-slip
behavior, where the lateral force shows a sawtoothlike
modulation due to the sticking and subsequent rapid slip of the
tip [7]. When the load is sufficiently low, the stick-slip behavior
can translate into continuous sliding [8], otherwise the slips
have periodicities of a single or an integer number of lattice
sites, identified as “single slip” or “multiple slip” and revealed
in the framework of the Tomnlinson model [9–12]. Based on
spin exchange interactions, a magnetic tip can be employed
to resolve the spin structures of magnetic surfaces [13]. The
friction caused by the relative motion between the magnetic tip
and the magnetic surface is affected by spin degrees of freedom,
and so has been denoted as spin or magnetic friction [14,15].
Using a spin-polarized scanning tunneling microscope in com-
bination with Monte Carlo simulations, Wolter et al. studied the
friction of a single Co atom moving over a Mn/W(110) surface
and showed the stick-slip behaviors of spin friction, indicating
that the spin degree of freedom must be taken into account in
the friction of magnetic systems [16]. Recently, Ouazi et al.
found that the signal of surface spin textures can be amplified
by the spin frictions between a magnetic adatom and a
magnetic surface [17]. However, the origin of spin friction
and the transition conditions of the spin frictional behaviors
are still elusive. Besides, as antiferromagnetic spin ordering
can break the lattice symmetry, the frictional behaviors in
antiferromagnetic crystals must change.
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Due to the natural surfaces, two-dimensional (2D) crystals
have been used as ideal platforms to reveal unusual electronic,
optical, and mechanical properties [18–20]. But few researches
focused on the interlayer magnetic interaction due to the
rareness of 2D crystals with long range magnetic ordering.
Recently, 2D antiferromagnetism and ferromagnetism have
been revealed at low temperature by Raman and magneto-
optic Kerr microscopy, respectively [21–23]. Different from
nonmagnetic 2D crystals where the van der Waals (vdW) force
dominates the interlayer interaction, the interlayer spin ex-
change interaction is proved significant for these 2D magnetic
crystals [21–23]. Theoretically, several room-temperature 2D
magnetic crystals have been predicted [24–26]. Among them,
2D antiferromagnetic Mn2C has large magnetic moments, high
Néel temperature, and an h-MoS2-like structure [24], which
could induce large interlayer spin friction.

In the present work, we find that the spin degree of
freedom dominates the interlayer frictional force and stick-
slip behaviors of 2D antiferromagnetic Mn2C. Employing
first-principles calculation together with the Ising model, it
is shown that the antiferromagnetic ordering reduces the
rotational symmetries of the potential energy surfaces (PESs)
and induces anisotropic, nonsinusoidal, and even asymmet-
rical energy landscapes on minimum energy paths (MEPs).
The corresponding frictional forces and stick-slip behaviors
derived from the Tomlinson model [9] are also anisotropic and
even different in forward and backward moving directions.
On the MEPs with nonsinusoidal energy landscapes, a novel
stick-slip behavior with slips across a fractional number of
lattice sites is observed in a certain range of spring stiffness
and the transitions conditions from this “fractional slip” to
multiple slip are predicted.

II. METHODS

The first-principles calculations are performed within the
framework of density functional theory (DFT) as imple-
mented in the VASP code [27,28]. The generalized gradient
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FIG. 1. The 2 × 2 supercell cell and spin ordering of bilayer
Mn2C with (a) and (c) 0◦ and (b) and (d) 180◦ stacking angles. (a) and
(b) Top views and (c) and (d) side views. The gray ball represents the
C atom and the red and blue balls represent Mn atoms with spin-up
and spin-down directions, respectively. S1 and S2 mark the two initial
spin states.

approximation in the form of the Perdew-Burke-Ernzerhof
exchange correlation functional and projector augmented wave
potentials are employed [29–31]. The DFT-D2 method is used
for the corrections of vdW interactions [32]. The GGA + U

method is adopted for strong-correlated correction of Mn’s 3d

electrons, with U and J set to be 4.0 and 1.0 eV, respectively
[24]. The kinetic energy cutoff is adopted to be 450 eV and
the reciprocal space is meshed at 21 × 21 × 1. The energy and
force convergence criteria are set to be 10−6 eV and 0.01 eV/Å,
respectively.

A 2D Mn2C monolayer has an h-MoS2-like structure and
the antiferromagnetism is attributed to the surface Mn atoms.
So a 2 × 2 supercell is employed in all calculations with the
optimized lattice constant a0 of 5.12 Å. When two Mn2C
layers are stacked, the in-plane antiferromagnetic ordering
does not change no matter what type of interlayer spin ordering.
To investigate how the interlayer interaction changed with
different stacking angles and positions, we considered the
stackings with the upper layer rotated by 0◦ and 180◦, and
defined two initial spin states S1 and S2 for the initial stackings
AA (eclipsed with Mn over Mn and C over C) and AA′
(eclipsed with Mn over C) as shown in Fig. 1. The difference
between S1 and S2 is the spin directions in the upper layer,
and after translating 1/2 × �a1 or 1/2 × �a2, S1 is identical with
S2. Then the upper layer is moved step by step along the
lattice vectors �a1 and �a2. The interlayer distance was fully
optimized after each movement to keep the external normal
force always equal to zero. So the friction is induced by the
interlayer interaction. The resulting interlayer distance varies
from 0.23 to 0.26 nm as shown in Figs. S1(b) and S1(d) in the
Supplemental Material [38]. The fractional coordinate of �a1

and �a2 was used to mark the movement of the upper layer.

III. RESULTS AND DISCUSSION

Before considering the interlayer spin couplings, spin-
unpolarized calculations were carried out. At 0◦ stacking, the
PES of nonmagnetic state has a sixfold rotational symmetry.
AA and AB (staggered with Mn over C) stackings have the
highest and lowest total energies, respectively, as shown in

FIG. 2. Potential energy surfaces of nonmagnetic (a), S1 (b), and
Sf (d) states at 0◦ stacking, and the corresponding interlayer exchange
energy surface of S1 state (c). The black dashed lines represent
the frustration states. The white dash-dotted lines represent the two
minimum energy paths along I and II directions and the details
are shown in (e) and (f), respectively. The unit of the scalar bar is
eV/supercell.

Fig. 2(a). When the upper Mn2C layer is rotated by 180◦,
AB ′ stacking (staggered with C over C) is nonequivalent with
AA′ stacking and the rotational symmetry of PES reduces to
threefold [see Fig. 3(a)]. A′B stacking (staggered with Mn
over Mn) has the highest energy, while AA′ stacking has the
lowest energy. For both 0◦ and 180◦, except with a larger
energy corrugation attributed to the strong chemical potential,
the shapes of PESs are similar to other hexagonal crystals
such as graphene, BN, and MoS2 [33–36], so similar frictional
behaviors can be expected. But the PESs remarkably changed
when considered the spin polarization.

First, we consider the S1 state at 0◦ stacking. The symmetry
of the PES reduces to twofold and the length of potential peri-
ods doubles due to the in-plane antiferromagnetic ordering [see
Fig. 2(b)]. For example, (0,0) and (0,0.5) are both AA stackings
but the interlayer spin couplings of them are antiferromagnetic
and ferromagnetic, respectively. And (0, 0) has an obviously
lower energy.

To identify the role of the spin degree of freedom, we
employed the Ising model for a two-dimensional hexagonal
lattice with pairwise exchange constant J0 < 0 [16,37]. Here
we only consider the two contacted Mn atom layers with an
estimated interlayer distance of 2.4 Å based on the results of
DFT. The Hamiltonian can be written as

Hex = −
∑

i∈up

∑

j∈bott
rij <rcut

J (rij )SiSj , (1)

where i and j denote the Mn atoms in upper and bottom
layers, respectively, and the exchange constant is assumed

104302-2



SPIN FRICTION IN TWO-DIMENSIONAL … PHYSICAL REVIEW B 97, 104302 (2018)

FIG. 3. Potential energy surfaces of nonmagnetic (a), S1 (b),
and Sf (d) states at 180◦ stacking, and the corresponding interlayer
exchange energy surface of S1 state (c). The black dashed lines
represent the frustration states. The white dash-dotted lines represent
the two minimum energy paths along I and II directions and the details
are shown in (e) and (f), respectively. The unit of the scalar bar is
eV/supercell.

with exponential decay J (rij ) = J0e
γ0(rij −r0) (rij is the distance

between atoms i and j while γ0 and r0 are constants as listed in
Table SI [38]). The interlayer exchange energy surface of S1 is
shown in Fig. 2(c) and it has the same rotational symmetry and
period length as the PES. The exchange energy can be positive
or negative depending on the directions of the interacting spins.
So, while the stacking structure determines interlayer chem-
ical and vdW interactions, the magnetic structure modifies
the shapes of PESs by interlayer exchange interaction. The
estimated energy corrugation of interlayer exchange energy
is larger than that of vdW energy (see Fig. S1 [38]) but only
accounts for 21% of the total energy corrugation.

The PES of spin state S2 has a phase difference of 1/2×�a1

(see Fig. S2 [38]). To obtain the ground state energy at each
position, we define the energy minimum of S1 and S2 in
each step as Sf , representing the spin flip in moving [see
Fig. 2(d)]. The black dashed lines in the PES of Sf separate
the regions of S1 and S2. The points on the black dashed lines
are magnetic frustration states where the energies of S1 and S2

are equal. The white dot-dashed lines in Fig. 2(d) represent the
MEPs along I and II directions, respectively. Both of the paths
pass through the lowest-energy stacking, but the frequency of
passing through the magnetic frustration states in I direction is
two times as that in II direction as shown in Figs. 2(e) and 2(f).
In 2D vdW crystals, the energy landscapes on MEPs at 0◦
usually can be fitted well by sinusoid. Here, except for the Sf

state on path I, the energy landscapes are all nonsinusodial
attributed to the interlayer exchange interaction. We employed
the Fourier series f (x) = ∑n

k=0 Ek/2 cos(2kπx/a + φk) with
2 � n � 4 to fit the energy landscapes, where Ek and φk are

FIG. 4. (a) The periodic potential and interlayer interaction force
at 0◦ path I. The inset shows the system configuration and, except
for one spin-up Mn atom, the other atoms in the upper layer are not
shown. (b) The relation between the displacements of the upper layer
x and the support X at different spring stiffnesses k. The relations
between the frictional force F and the movement of support X at 0◦

path I (c) and 180◦ path II (d). The arrow represents moving direction.

the component of energy corrugation and phase difference,
respectively. a = a0/2

√
3 is the in-plane component of the

distance between two nearest lattice sites. The number of terms
used and the R-square of each fitting are listed in Table SII in
the Supplemental Materials [38].

The PESs of spin-polarized states at 180◦ stacking are
similar but have only onefold rotational symmetries as shown
in Fig. 3. It is interesting that on the PES of Sf , AB ′ stacking
becomes the lowest-energy stacking. On path I [Fig. 3(e)], the
energy corrugation of S1 is lower than that of Sf . Besides, the
energy landscape on path II [see Fig. 3(f)] are all asymmetrical:
f (x + c) �= f (−x + c), where c is an arbitrary constant. The
energy landscape are also fitted by the Fourier series, but with
3 � n � 5 due to the decrease of symmetry.

From the above analyses, we conclude that: (i) the energy
landscapes on MEPs are anisotropic and have lower energy cor-
rugations in I direction; and (ii) the weak interlayer exchange
interaction can dramatically change the energy landscapes by
introducing high order energy terms, reducing symmetry and
changing the lowest-energy stacking, and finally affect the
frictional behavior.

To study the stick-slip behaviors, we employed the Tom-
linson model with the energy landscapes fitted above [see
Fig. 4(a)], and the effective potential is written as

V = f (x) + 1

2
k(x − X)2, (2)
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where k and X are the effective spring constant and the
displacement of the moving support, respectively [9,39].
The equation of force equilibrium for the upper layer is
∂V/∂(x) = 0, thus

F = −k(x − X) = ∂f (x)

∂x
, (3)

where F is the interlayer interaction force.
The stick-slip behaviors on the MEPs with nonsinusoidal

energy landscapes are totally different. Taking the 0◦ path I of
S1 state as an example, the derivative of the potential function
has three local maximums at x1, x2, and x3 in one period
with ∂f (x1)/∂x > ∂f (x2)/∂x > ∂f (x3)/∂x [see Fig. 4(a)].
The tangent lines represent the spring forces and the absolute
values of the slops kc1 and kc2 are critical spring stiffnesses.

As the periodicity of the potential equals to 2a, the upper
layer only sticks near x1 and slips across two lattice sites
when the spring stiffness k is small. When kc1 � k � kc2,
the force in the spring decreases faster and the upper layer
sticks not only near x1 but also near x2. So the slip across
two lattice sites splits into two slips with different lengths and
the other local maximum frictional force equals to ∂f (x2)/∂x.
Different from the “double slip” or “multiple slip” which
refers to a slip through two or an integer number of lattice
sites [8,11,12], the slip here occurs across a fractional number
of lattice sites and we name this behavior by “i/j slip” or
“2/2 slip,” representing j “fractional slips” across i lattice
sites, where i and j are integers. When k � kc2, a new stick
position x3 occurs and there are three fractional slips across
two lattice sites, called “2/3 slip.” The critical spring stiffness
kc1 of the transition from double slip to 2/2 slip can be
estimated: kc1 = [∂f (x1)/∂x − ∂f (x2)/∂x]/(x2 − x1). kc2 for
2/3 slip can be derived analogously. Figure 4(b) shows the
relation between the displacements of the upper layer x and the
support X of double, 2/2, and 2/3 slips, where the platforms on
the curves represent the slips of the upper layer. The relations
between the frictional force F and X for 2/2 and 2/3 slips are
shown in Fig. 4(c). The initial negative force of S2 state occurs
because it starts from a high energy position. The frictional
forces on other paths are shown in Fig. S3 [38].

When k further increases, one slip first translates into
continuous sliding while other slips are kept. Using the strategy
proposed by Socoliuc et al. for single slip [8], the critical
stiffness value of a transition from each fractional slip to
continuous sliding can be obtained, ki = [∂2f (x)/∂x2]max,
where ki is the ith local maximum values. Finally, all of
the slips will completely translate into continuous sliding.
From Eq. (3), we can find that the maximum value of fric-
tional force Fmax is proportional to the maximum value of
∂f (x)/∂x, so under different spin states, the frictional forces
are dramatically different. On the paths with sinusoidal energy
landscape f (x) = E1/2 cos(2πx/a), it can be derived that

(∂f (x)/∂x)max = E1, so the amount of Fmax is proportional to
the energy corrugation E1. But for the energy landscapes fitted
by the Fourier series with n � 2, the value of [∂f (x)/∂x]max

must be considered. For example, at 0◦ path I, the energy
corrugation of S1 is much larger than that of Sf state, but
the frictional force of S1 is smaller, as shown in Fig. 4(c).
For symmetrical energy landscape f (x + c) = f (−x + c), the
frictional forces are the same in both x and −x directions.
But for asymmetrical energy landscape on 180◦ path II,
∂f (x)/∂x �= ∂f (−x)/∂(−x), so both the values of Fmax and
the stick-slip behaviors are different [see Fig. 4(d)], showing
the direction-dependent friction.

Considering the dynamic details of spin flip and the thermal
effects would be useful but still challenging in the framework
of DFT. The spin flip time ts in Mn compounds ranges from
10−12 to 10−1 s [40,41]. The scanning speed of atomic force
microscopy can be 100 to 105 nm/s [42], so the time of scanning
over one lattice site tl can be estimated as 10−6 to 101 s.
When ts � tl , spin would fully relax and the frictional force
should equal the force in Sf state. When ts 	 tl , the frictional
force should be estimated as the force in S1 or S2 state. But
when ts ≈ tl , the dynamics of spin coupled with vdW and
chemical interactions must be taken into account. Beside, high
magnetic fields can change the in-plane antiferromagnetism to
ferromagnetism, then the frictional behaviors here will totally
change.

IV. CONCLUSION

In conclusion, we revealed the spin dominated friction
between layers of 2D antiferromagnetic Mn2C based on
first-principles calculations and the Tomlinson model. The
interlayer exchange interactions between the in-plane anti-
ferromagnetic orderings dramatically change the shapes of
energy landscapes, leading to direction-dependent frictions
and a novel stick-slip behavior with slips across a fractional
number of lattice sites. This deepened understanding of spin
frictional behavior should shed light on developing spin-related
devices and techniques such as the high-performance magnetic
disk and noncontact motion control technique.
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