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Nematic fluctuations in iron arsenides NaFeAs and LiFeAs probed by 75As NMR
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75As NMR measurements have been made on single crystals to study the nematic state in the iron arsenides
NaFeAs, which undergoes a structural transition from a high-temperature (high-T ) tetragonal phase to a low-
T orthorhombic phase at Ts = 57 K and an antiferromagnetic transition at TN = 42 K, and LiFeAs having a
superconducting transition at Tc = 18 K. We observe the in-plane anisotropy of the electric field gradient η even
in the tetragonal phase of NaFeAs and LiFeAs, showing the local breaking of tetragonal C4 symmetry. Then,
η is found to obey the Curie-Weiss (CW) law as well as in Ba(Fe1−xCox)2As2. The good agreement between
η and the nematic susceptibility obtained by electronic Raman spectroscopy indicates that η is governed by the
nematic susceptibility. From comparing η in NaFeAs and LiFeAs with η in Ba(Fe1−xCox)2As2, we discuss the
carrier-doping dependence of the nematic susceptibility. The spin contribution to nematic susceptibility is also
discussed from comparing the CW terms in η with the nuclear spin-lattice relaxation rate divided by temperature
1/T1T . Finally, we discuss the nematic transition in the paramagnetic orthorhombic phase of NaFeAs from the
in-plane anisotropy of 1/T1T .
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I. INTRODUCTION

Understanding an exotic electronic state is one of the
central issues in condensed matter physics. Recently, one of
these exotic electronic states, a nematic electronic state, where
rotational symmetry is broken but translational symmetry is
preserved, has attracted much attention in Fe-based supercon-
ductors [1–4]. The nematic state appears with C4 symmetry
breaking even in the tetragonal phase of Fe-based supercon-
ductors. The origin of the nematic state is also considered to
be closely related to the superconducting (SC) mechanism, the
magnetic or orbital fluctuations.

The presence of a nematic state was first detected in resis-
tivity measurements on Ba(Fe1−xCox)2As2 under a uniaxial
stress where C4 symmetry within the FeAs plane is broken
even in the tetragonal phase [5]. Furthermore, angle-resolved
photoemission spectroscopy (ARPES) showed the degeneracy
of the Fe 3dxz and 3dyz orbitals is lifted even in its tetragonal
phase [6]. In addition to those studies, the nematic state has
been investigated by several techniques such as shear modulus
C66 [7–10], strain-dependent resistivity [11], electronic Raman
response function [12], and stress-dependent optical reflec-
tivity [13] measurements. Therefore, nematic susceptibility
governed by nematic fluctuations is a crucial measure to study
nematic phenomena [14]. Based on the results of the nematic
susceptibility obtained by experimental methods such as C66

and electron Raman measurements, the nematic transition is
discussed as an important issue, with regards as to whether
or not the nematic transition drives the structural transition.
From a theoretical point of view, spin-nematic [7,15–19] and
orbital-nematic [20–26] scenarios are proposed as an origin
of the nematic order and the nematic transition. The former
is based on the primary instability in the spin fluctuation
with the wave vectors QX = (π,0) and QY = (0,π ), among

which the stripe-type magnetic order appears with QX in the
antiferromagnetic (AFM) phase, whereas the nematic order
parameter in the latter scenario is the difference in orbital
occupancy. Nematic susceptibility is calculated on the basis
of both scenarios to reproduce the Raman and C66 results. In
spite of such extensive studies, nematic phenomena remain
insufficiently understood and various experimental methods
are required to clarify their characteristics.

Nuclear magnetic resonance (NMR) is a powerful tool to
study the local magnetic and electric properties of Fe-based
superconductors [27,28]. There are also reports on nematic
phenomena observed via magnetic hyperfine and electrical
quadrupole interactions. From measurements of the 77Se
Knight shift, nematic phenomena were discussed to appear
in FeSe [29–31]. Based on NMR spectra at high pressure,
static and local nematic ordering was also reported to exist well
above the bulk nematic ordering temperature in FeSe [32,33].
On the other hand, from the observation of anisotropy in the
electric field gradient (EFG), in-plane anisotropy was reported
to appear even in the tetragonal phase of Ba(Fe1−xCox)2As2

[34–36] and NaFe1−xCoxAs [37]. Also, the in-plane anisotropy
observed in BaFe2(As1−xPx)2 was concluded to provide evi-
dence of a population imbalance between As 4px and 4py

orbitals, which is a natural consequence of the orbital ordering
of Fe 3dxz and dyz electrons [38]. Recently, the local nematic
susceptibility was measured from electric quadrupole split-
ting under a strain field in BaFe2As2 [39]. Also, based on
nuclear spin-lattice relaxation, glassy nematic fluctuations in
Ba(Fe1−xCox)2As2 [40,41] and BaFe2(As1−xPx)2 [42] were
discussed. Thus, measurements of the EFG parameters which
can directly monitor the charge degrees of freedom allow us to
access the nematic susceptibility. To systematically investigate
nematic susceptibility via the NMR technique, careful EFG
measurements using single crystals are desired on various
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Fe-based superconductors, such as the 111-type compounds
NaFeAs and LiFeAs, in addition to the 122-type system
BaFe2As2.

NaFeAs and LiFeAs crystallize in a tetragonal structure
(space group P 4/nmm) at room temperature [43,44]. NaFeAs
undergoes a structural transition from a high-temperature
(high-T ) tetragonal phase to a low-T orthorhombic phase
(space group Cmma) at Ts ∼ 54 K and an AFM transition
at TN ∼ 40 K [45]. On the other hand, LiFeAs has neither
a structural or magnetic transition and undergoes an SC
transition at Tc ∼ 18 K [46]. Thus a comparison between both
arsenides is useful to study the effect of the structural transition
on the nematic state. Up to now, results of the Knight shift and
the nuclear spin-lattice relaxation rate 1/T1 were reported for
NaFeAs [28,47–49], Co-doped or pressure-applied NaFeAs
[37,50,51], LiFeAs [28,52–56], and LiFe1−xCoxAs [57] from
several NMR and nuclear quadrupole resonance (NQR) stud-
ies. The structural transition associated with the nematic order
in NaFeAs was also monitored by EFG measurements [28,47–
49].

In this paper, we have performed 75As NMR measurements
on single crystals to study the nematic state via the in-plane
anisotropy of the EFG tensor η in the iron arsenides NaFeAs
and LiFeAs. We observe nonzero η even in the tetragonal
phase of both NaFeAs and LiFeAs. This clearly shows that
in-plane anisotropy locally breaks tetragonal C4 symmetry.
Furthermore, we observe that η obeys the Curie-Weiss (CW)
law in the tetragonal phase of NaFeAs and LiFeAs as well
as in Ba(Fe1−xCox)2As2. A comparison between η and the
electronic Raman data indicates that η monitors the nematic
susceptibility. The spin contribution to nematic susceptibility
is also discussed from comparing the CW terms in η and
the nuclear spin-lattice relaxation rate divided by temperature
1/T1T . We also discuss the nematic order via the anisotropy
of 1/T1T in the paramagnetic orthorhombic phase of NaFeAs.

II. EXPERIMENTAL PROCEDURE

NaFeAs and LiFeAs single crystals used in the present
NMR experiments were prepared by the self-flux method [58].
Fe powders, As powders, and A (=Na and Li) lumps were
mixed in a molar ratio of A : Fe : As = 3 : 2 : 3. The mixture
was put in a boron nitride crucible and sealed in an evacuated
quartz tube. It was heated up to 900 ◦C for NaFeAs and 1100 ◦C
for LiFeAs at a rate of 30 ◦C/h, kept for 15 h, and cooled down
to 600 ◦C at a rate of 4.5 ◦C/h. After cooling it in a furnace, a
single crystal of NaFeAs was obtained. For LiFeAs, the quartz
tube was turned over to remove the liquid flux at 600 ◦C, and
it was left in the furnace for 6 h. Finally, we obtained single
crystals of LiFeAs. For the present NMR experiments, a single
crystal of NaFeAs or LiFeAs of a size 2 × 2 × 0.1 mm3 was
put in an NMR coil and sealed in high-purity Ar gas with stycast
1266 to avoid damaging it due to air and moisture. Since the
sample is not fixed in the NMR coil by any grease, there is only
external stress coming from the NMR coil which attaches the
sample.

Magnetic susceptibility was measured using a supercon-
ducting interference device magnetometer (SQUID, Quantum
Design, MPMS). 75As NMR measurements were made us-
ing a conventional pulsed spectrometer. Fourier-transformed

spectra were obtained for spin-echo signals in a magnetic
field of H0 = 7.7028 or 7.7023 T. An 75As nucleus has a
nuclear spin I = 3/2 and a nuclear gyromagnetic ratio of γn =
2π × 7.2919 MHz/T. A two-axis goniometer was utilized to
precisely rotate the single crystal in the magnetic field. The
75As nuclear spin-lattice relaxation rate 1/T1 was measured
by the inversion-recovery method.

III. EXPERIMENTAL RESULTS

A. NaFeAs

Figure 1 shows the T dependence of the 75As NMR
spectrum with H0 = 7.7028 T parallel to the Fe-Fe direction
(the a or b direction in the orthorhombic axis) in NaFeAs. In
the tetragonal phase above Ts = 57.0 K, it has one center and
two satellite lines split by the electric quadrupole effect. Each
of the center and satellite lines is clearly split into two lines
due to the orthorhombic twin structure in the paramagnetic
orthorhombic phase in the T range from Ts to TN = 42.0 K.
In the AFM phase, the two center lines become broad and
overlapped, whereas each of the two lines in the upper and
lower satellites becomes slightly broadened. These spectra are
well explained by stripe-type magnetic order [47]. These NMR
results are consistent with previous reports [37,47].

We concentrate our attention on the satellite lines which
provide information of the EFG tensor. For I = 3/2, in the
first-order perturbation of the electric quadrupole interaction,
electric quadrupole splitting δν is expressed as

δν = 1
2νQ(3 cos2 θ − 1 + η sin2 θ cos 2φ), (1)

where θ is the polar angle from the principal z axis, φ is the
azimuth angle from the principal x axis in the xyz principal co-
ordinate system of the EFG tensor, and νQ (=|νz| = |νx + νy |)
is the nuclear electric quadrupole frequency with the maximum
principal value of the EFG tensor Vαα (α = x, y, and z)
[59]. Here, we define να as να = 3eQVαα/[2I (2I − 1)h] with
the elementary charge e, the nuclear quadrupole moment Q,
and the Planck’s constant h. Also, the asymmetry parameter
of EFG is defined as η = |νx − νy |/|νz|.

In the orthorhombic phase below Ts, the splitting of the
satellite line with H0 rotated in the c plane is clearly observed,
as seen in Fig. 1(b), where the angle φ dependence of the
satellite line at 50 K is displayed. Here, φ is measured from
the Fe-Fe direction parallel to the a or b axis in the c plane
(θ = π/2). As presented in the inset of Fig. 1(b), the two
lines coming from the twin structure with the a or b axis
normal to each other in the orthorhombic phase show the φ

dependence governed by (|νx |,|νy |) = (4.438,5.412) MHz =
(|νa|,|νb|) or (|νb|,|νa|), νz = νc, and η = 0.0990, which agree
with the reported values [37,48]. The a and b axes are not
identified in the present experiment. On the other hand, in the
tetragonal phase, the space group P 4/nmm requires η = 0 and
νQ = |νc|. However, each satellite line is almost composed
of two Gaussians, A and B, with the same intensity and the
same full width at half maximum (FWHM) of 0.086 MHz, as
presented in Fig. 1(c), which shows the φ dependence of the
lower and upper satellite lines in the c plane at 180 K. The
presence of A and B spectra is ascribed to two regions with
local symmetry axes perpendicular to each other, namely, the
local orthorhombic a or b axes parallel to the Fe-Fe direction.
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FIG. 1. (a) Temperature dependence of the 75As NMR spec-
trum with H0 = 7.7028 T parallel to the Fe-Fe direction in single-
crystalline NaFeAs. Angle φ dependence of the 75As NMR spectrum
(b) at 50 K in the orthorhombic phase and (c) at 180 K in the tetragonal
phase with H0 rotated in the c plane. The NMR spectrum is composed
of A (red) and B (blue) spectra in (b), whereas it can be reproduced by
the summation (green) of two Gaussians A (red) and B (blue) in (c).
The insets show the φ dependence of the electric quadrupole splitting
|δν| with H0 rotated in the c plane. The angle φ is measured from the
Fe-Fe direction corresponding to the orthorhombic a or b axis. The
Fe-As direction is defined as the direction of the Fe-As bond projected
on the c plane.

FIG. 2. Temperature dependences of (a) the 75As nuclear
quadrupole frequency |να| (α = a and b), and (b) |νa + νb| (=|νc|)
and the asymmetry parameter of the electric field gradient tensor
η in single-crystalline NaFeAs. Ts (=57.0 K) and TN (=42.0 K)
are the structural-transition temperature and the Néel temperature,
respectively.

This angular dependence provides |νx | = 4.968 MHz, |νy | =
5.033 MHz, and η = 0.0065, where the x (y) axis is the a (b)
or b (a) axis. Thus these results clearly show that tetragonal
C4 symmetry is locally broken even in the tetragonal phase of
NaFeAs.

Figure 2(a) shows the T dependences of |νa| and |νb| in
single-crystalline NaFeAs. The difference between |νa| and
|νb| increases with decreasing T from 300 K to Ts in the
tetragonal phase and increases more rapidly below Ts. The
characteristics of the anisotropic behavior of EFG are more
clearly seen in Fig. 2(b), which shows the T dependences
of |νa + νb| (=νQ) and η (=|νa − νb|/|νa + νb|). Note that
η remains nonzero even at 240 K above Ts. Below Ts, νQ

slightly changes, whereas η rapidly increases with decreasing
T , obeying the T dependence of the order parameter in the
structural transition as seen in Fig. 2(b).

In the orthorhombic phase, the nematic transition was ob-
served to provide the in-plane anisotropy in 1/T1T . In Fig. 3(a),
we present the T dependences of magnetic susceptibility χ

and its T derivative dχ (T )/dT to confirm Ts and TN in the
present NaFeAs sample. Here, Ts = 57.0 K is defined as
the temperature below which dχ (T )/dT approximately starts
to change with η due to the structural transition, whereas
TN = 42.0 K is defined from the maximum of 1/T1T due
to the critical slowing down toward TN. The Ts value is
consistent with the reported values determined by 23Na NMR
measurements [28,47,49]. We obtained the T1 values by fitting
the experimental data of the nuclear magnetization decay after
the inversion pulse P (t) = [M(∞) − M(t)]/[2M(∞)], where
M(t) is the 75As nuclear magnetization at a time t after an
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FIG. 3. Temperature dependences of (a) magnetic susceptibility
χ and its T derivative dχ (T )/dT measured for H0(=1.0 T)‖c,
(b) the 75As nuclear spin-lattice relaxation rate divided by T , 1/(T1T ),
for the A and B satellites with H0 = 7.7028 T parallel to the Fe-Fe
direction, and (c) (1/T1T )b/(1/T1T )a in single-crystalline NaFeAs.
In (c), the experimental data of η are well traced by the dashed green
curve η∝√

1 − T/Ts below Ts = 57.0 K, whereas the T dependence
of η with the result (solid green curve) of fitting the data above 60 K to
the Curie-Weiss law (see Fig. 6) is presented for comparison. Ts and
TN (=42.0 K) are the structural-transition temperature and the Néel
temperature, respectively.

inversion pulse, to the theoretical equation,

P (t) = 0.1 exp

(
− t

T1

)
+ 0.5 exp

(
− 3t

T1

)

+ 0.4 exp

(
− 6t

T1

)
, (2)

which is applicable to the satellite line well split by the electric
quadrupole effect for I = 3/2 [60]. Figure 3(b) shows the T

dependence of 1/T1T for the A and B lines with H0 = 7.7028
T parallel to the Fe-Fe direction in single-crystalline NaFeAs.
Above Ts, 1/T1T shows a slight difference for the A and
B lines. With cooling below Ts, after 1/T1T increases and
becomes almost T independent down to ∼48 K, it shows an
increase due to the critical slowing down of spin fluctuations
toward TN. The anisotropy of 1/T1T for the a and b axes in the
orthorhombic phase is more clearly seen in Fig. 3(c), where

FIG. 4. (a) 75As NMR spectrum at 180 K with H0 = 7.7023 T
parallel to the Fe-Fe direction in single-crystalline LiFeAs. (b) Angle
φ dependence of the lower and upper satellite lines in the NMR
spectrum at 180 K with H0 rotated in the c plane. The NMR spectrum
can be reproduced by the summation (green) of two Gaussians A (red)
and B (blue) in (b). The inset shows the φ dependence of the electric
quadrupole splitting |δν| with H0 rotated in the c plane. The angle φ is
measured from the Fe-Fe direction corresponding to the orthorhombic
a or b axis. The Fe-As direction is defined as the direction of the Fe-As
bond projected on the c plane.

the T dependence of (1/T1T )b/(1/T1T )a is presented. After
the ratio (1/T1T )b/(1/T1T )a shows a maximum at ∼49 K, it
reduces toward unity. This means the anisotropy in the FeAs
plane vanishes around TN.

B. LiFeAs

Figure 4(a) shows the 75As NMR spectrum at 180 K
with H0 = 7.7023 T parallel to the Fe-Fe direction in single-
crystalline LiFeAs. The spectrum has one center and two
satellite lines split by the electric quadrupole interaction as
well as in the tetragonal phase of NaFeAs. Each satellite
line is composed of two Gaussians A and B with the same
intensity and the same FWHM of 0.049 MHz, as presented
in Fig. 4(b), where the angle φ dependence of the satellite
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FIG. 5. Temperature dependences of (a) the nuclear quadrupole
frequency |νa| and |νb|, and (b) |νa + νb| (=νQ) and the nuclear
asymmetry parameter of the electric field gradient tensor η in single-
crystalline LiFeAs. Tc (=18 K) is the superconducting transition
temperature.

lines in the c plane at 180 K is shown and the inset presents
the φ dependence of the nuclear quadrupole splitting of the
two Gaussians |δν|. This angular dependence clearly shows
the local breaking of C4 symmetry in the c plane as well as in
the tetragonal phase of NaFeAs. From this angular dependence,
we obtain (|νx |,|νy |) = (10.468,10.517) MHz = (|νa|,|νb|) or
(|νb|,|νa|), νz = νc, and η = 0.0023, much smaller than the η

value in NaFeAs. The a and b axes are not identified in the
present experiment. Figure 5(a) presents the T dependences of
|νa| and |νb| in LiFeAs. The difference between |νa| and |νb|
increases with decreasing T from 300 K to Tc = 18 K. On the
other hand, Fig. 5(b) displays the T dependences of |νa + νb|
(=νQ) and the asymmetry parameter η in LiFeAs. The νQ data
agree with the reported result [55]. In particular, note that η is
not zero even at 270 K as well as in NaFeAs. Also, η slightly
increases with decreasingT in theT range ofTc < T < 300 K.

IV. DISCUSSION

A. Asymmetry parameter of electric field gradient η

Based on the present NMR results, we discuss η which
can monitor the in-plane anisotropy of the electronic state in
the tetragonal phase of NaFeAs and LiFeAs. The observed
satellite line of the NMR spectrum reproduced with two
Gaussians clearly shows the presence of local orthorhombic
regions with symmetry axes perpendicular to each other in
the tetragonal phase. This local breaking of C4 symmetry in
the NMR spectrum is observed in Ba(Fe1−xCox)2As2 [34–36],
BaFe2(As1−xPx)2 [38], and NaFe1−xCoxAs [37]. The analysis
based on the two Gaussians may be consistent with a model

TABLE I. Weiss temperature Tη and constants Cη and η0, obtained
by fitting the data of the asymmetry parameter of the electric field
gradient η to the Curie-Weiss law η = Cη/(T − Tη) + η0 in the
tetragonal phase of NaFeAs, LiFeAs, and Ba(Fe1−xCox)2As2. The
data of Ba(Fe1−xCox)2As2 [36] are utilized for the present analysis.

Material Cη (K) Tη (K) η0

NaFeAs 0.68 ± 0.17 32 ± 8 0.0048 ± 0.0009
LiFeAs 0.60 ± 0.08 −142 ± 19 0.0002 ± 0.0002
BaFe2As2 0.98 ± 0.18 97 ± 8 0.0096 ± 0.0020
Ba(Fe0.98Co0.02)2As2 2.4 ± 0.8 69 ± 14 0.016 ± 0.004
Ba(Fe0.95Co0.05)2As2 7.6 ± 1.0 −3.6 ± 4.0 0.013 ± 0.006
Ba(Fe0.92Co0.08)2As2 12 ± 4 −72 ± 33 0.017 ± 0.009

of fluctuating local orbital order with C2 symmetry induced
by an impurity, which was proposed by Inoue et al. [61].
They numerically obtained a fluctuating local orbital pattern,
which forms two types of local orbital-order regions with the
orthogonal Fe-Fe directions, in about 7a×15a lattice space.
However, η is governed not by the orbital fluctuation but by
the static orbital order. Therefore, η has to be zero in the
tetragonal phase, which conflicts with the present observation
of nonzero η in a no external stress condition. This conflict
may be removed if a static nematic polarization proportional to
the nematic susceptibility could be induced by internal stress
due to a lattice imperfection, sample edge, etc., even in the
absence of an external stress. This may be ascribed to the
large nematic fluctuation in the tetragonal phase. The presence
of nematic polarization is supported by a 77Se NMR study,
where spectrum broadening on short-range ordered nematicity
in the tetragonal phase of FeSe [30,33] is discussed. The orbital
ordering of Fe 3dxz and dyz electrons in the tetragonal phase
of BaFe2(As1−xPx)2 from an 75As NMR measurement [38] is
discussed. The local nematic susceptibility is measured from
the 75As quadrupole splitting under a strain field in BaFe2As2

[39]. The presence of electronic nematicity is directly observed
even at high temperatures in the tetragonal phase of NaFeAs
by scanning tunneling microscopy [62].

If η could monitor the nematic susceptibility in the tetrag-
onal phase, η has to obey the the CW law as observed
in the electron Raman response and the shear modulus.
Figure 6(a) shows the T dependence of η obtained by the
present NMR experiments on NaFeAs and LiFeAs with the
result of BaFe2As2 [36]. The η data can be well fitted by
the CW law η = Cη/(T − Tη) + η0 with constants Cη and
η0 and Weiss temperature Tη. The obtained Cη, Tη, and η0

values are listed in Table I. This CW behavior is more clearly
seen in Fig. 6(b), where 1/(η − η0) vs T plots for NaFeAs,
LiFeAs, and BaFe2As2 are displayed. It is also seen from
the data of the tetragonal phase in the Co-doped BaFe2As2

system, Ba(Fe1−xCox)2As2 [36], as presented in Figs. 6(c)
and 6(d), which show the T dependences of η and 1/(η − η0),
respectively, for x = 0, 0.02, 0.05, and 0.08. The Tη, Cη, and
η0 values are also listed in Table I for Ba(Fe1−xCox)2As2. In
general, η has an on-site contribution ηon and a contribution
coming from the surrounding ions ηlattice as η = ηon + ηlattice.
The hybridization between Fe 3d and As 4p orbitals provides
ηon, which may be governed by the CW term of the nematic
susceptibility, whereas ηlattice due to local lowering from the
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FIG. 6. (a) Asymmetry parameter of the electric field gradient
η and (b) 1/(η − η0) at the As site vs temperature in NaFeAs,
LiFeAs, and BaFe2As2. (c) η and (d) 1/(η − η0) vs temperature in
Ba(Fe1−xCox)2As2. The curves and straight lines are the results of
fitting the data to the Curie-Weiss law η = Cη/(T − Tη) + η0 with
constants Cη and η0, and the Weiss temperature Tη. The data of
Ba(Fe1−xCox)2As2 for the present analysis are from Ref. [36].

tetragonal symmetry may mainly contribute to η0. On the
other hand, below Ts, η shows T dependence obeying the
order parameter of the nematic order in the paramagnetic
orthorhombic phase of NaFeAs, as seen in Figs. 2(b) and 3(c).
However, this T dependence of η above Ts is different from the
previous report where η is zero above T ∗ = 90 K (>Ts) and
obeys the relation η ∝ √

1 − T/T ∗ below T ∗ [37]. If the lattice
imperfection, etc., is large, the nematic order might appear due

FIG. 7. Comparison between the asymmetry parameter of the
electric field gradient η − η0 and the Raman nematic susceptibility

χ
x2−y2

0 in (a) BaFe2As2 and (b) NaFeAs. The η data of BaFe2As2 are
from Ref. [36], whereas the Raman data of BaFe2As2 and NaFeAs
are quoted from Refs. [12] and [63], respectively. The solid and
dashed curves are the results of fitting the experimental data to the
Curie-Weiss law.

to an interaction between the neighboring nematic regions.
The fact that the FWHM (∼0.48 MHz) of the satellite line
in Ref. [37] is larger than 0.17 MHz at 100 K in the present
sample seems to show a large amount of lattice imperfection,
etc., in the former sample.

B. Comparison of η with Raman nematic susceptibility

The electronic Raman response can directly probe the
weighted charge correlation function, which provides nematic
susceptibility showing CW behavior [12]. Therefore, a com-

parison between η and Raman nematic susceptibility χ
x2−y2

0
is useful to confirm whether or not the CW behavior of η is
ascribed to nematic susceptibility. Figure 7 shows the η − η0

vs χ
x2−y2

0 plots for BaFe2As2 and NaFeAs where the available
Raman nematic susceptibility data are from Refs. [12] and
[63], respectively, and it is also noted that χXY

0 in Ref. [63]

corresponds to χ
x2−y2

0 in this paper. The η data almost scale
to the Raman nematic susceptibility data with a Weiss temper-
ature T0 of ∼100 K [12] and ∼33 K [63] for BaFe2As2 and
NaFeAs, respectively. Also, Tη shows the x dependence to be
in good agreement with that of T0 [14] on the phase diagram
of Ba(Fe1−xCox)2As2 [64], as seen in Fig. 8.

As seen in Table I, NaFeAs and BaFe2As2 have positive
Tη values in the CW behavior of η, whereas Tη of LiFeAs
is negative. This characteristic behavior of η is related to
the presence of a structural transition; namely, NaFeAs and
BaFe2As2 undergo a structural transition at 54 and 140 K,
respectively, whereas there is no structural transition in
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FIG. 8. Weiss temperature of the electric field gradient Tη vs x

plot on the T -x phase diagram of Ba(Fe1−xCox)2As2. Also, the Weiss
temperature of the Raman nematic susceptibility T0 [12] and that in
1/T1T , Tm [67], vs x plots in Ref. [12] are displayed for comparison.
The solid curves are guides to the eye from Refs. [12,14]. In the
phase diagram [64], Ts is the structural transition temperature from
the tetragonal to orthogonal phases, TN is the Néel temperature, and
Tc is the superconducting (SC) transition temperature. The Tη data
of NaFeAs and LiFeAs are effectively plotted on the phase diagram
(see text).

LiFeAs. This characteristic also appears in Ba(Fe1−xCox)2As2,
as seen in Fig. 8. The x = 0.08 sample with no structural
transition has a negative Tη value. Furthermore, NaFeAs
and LiFeAs can be effectively plotted on the phase dia-
gram of Ba(Fe1−xCox)2As2, as mentioned in the following.
NaFe1−xCoxAs has a SC phase with a maximum SC tem-
perature Tc = 19.5 K [65], whereas the SC phase disap-
pears above x ∼ 0.17 in LiFe1−xCoxAs [57], as presented
in Fig. 9. There is a similarity between the phase diagram
of NaFe1−xCoxAs (LiFe1−xCoxAs) and that above x ∼ 0.053
(0.095) in Ba(Fe1−xCox)2As2. The similarity between the band
structures of LiFeAs and Ba(Fe0.92Co0.08)2As2 is also pointed
out from the ARPES study [66]. Thus, comparing the Ts and TN

values in NaFeAs with those in Ba(Fe1−xCox)2As2, NaFeAs
effectively corresponds to x = 0.053–0.058 on the phase dia-
gram of Ba(Fe1−xCox)2As2. On the other hand, a comparison
between the Tc values in LiFeAs and Ba(Fe1−xCox)2As2 leads
to that LiFeAs is effectively located at x = 0.095–0.100 on the
phase diagram of the Co-doped Ba system. In Fig. 8, note that
Tη is systematically dependent on the carrier concentration
in the three systems. Also, the Tη values are lower than
the Ts values, similar to the other Weiss temperatures of
Raman susceptibility and C66 in Ba(Fe1−xCox)2As2 [12]. This
is explained by introducing a bilinear coupling between the
nematic order parameter and the elastic strain in the Landau
theory of the second-order transition [14]. Then, the difference
between the Weiss temperature and Ts provides an energy scale
characteristic of bilinear coupling. The fact that η becomes zero
at x ∼ 0.05 indicates the presence of a quantum critical point
(QCP) in Ba(Fe1−xCox)2As2 [14].

Thus we can conclude that η is able to monitor nematic
susceptibility in Fe-based superconductors as well as Raman

FIG. 9. Comparison of (a) the T -x phase diagram of
Ba(Fe1−xCox)2As2 [64] with (b) that of NaFe1−xCoxAs [65] and
(c) that of LiFe1−xCoxAs [57]. In the phase diagrams, Ts is the struc-
tural transition temperature from the tetragonal to orthogonal phases,
TN is the Néel temperature, and Tc is the superconducting (SC) transi-
tion temperature. From comparing Ts and TN (Tc) in NaFeAs (LiFeAs)
with the transition temperatures in Ba(Fe1−xCox)2As2, NaFeAs
(LiFeAs) effectively corresponds to x = 0.053–0.058 (0.095–0.010)
in Ba(Fe1−xCox)2As2.

nematic susceptibility. This is desired to be clarified from a
theoretical point of view.

C. Comparison of η with 1/T1T

The nematic susceptibility has been discussed from two
aspects of the spin-nematic and the orbital-nematic origins.
The spin-nematic origin comes from the instability of the two
AFM fluctuations with QX and QY . On the other hand, Onari
et al. showed that the Aslamazov-Larkin vertex correction
induces nematic-type orbital fluctuations leading to the en-

hancement of Raman nematic susceptibility χ
x2−y2

0 and the
shear modulus C66 [23–25]. Thus it is useful to discuss the
relation between η due to nematic fluctuations and 1/T1T

which probes the spin fluctuations. In BaFe2As2, 1/T1T of
75As shows the T dependence for H0 ⊥ c, which was reported
in Ref. [67], in Fig. 10(a). In Fe-based superconductors, the CW
term (1/T1T )CW in 1/T1T = (1/T1T )CW + (1/T1T )non-CW is
generally governed by AFM fluctuations. The non-CW term
is phenomenologically introduced by several functions. In
Refs. [63,67], (1/T1T )CW = Cm/(T − Tm) with a constant
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FIG. 10. Comparison between the T dependences of η − η0 and
1/T1T in (a) BaFe2As2, (b) NaFeAs, and (c) LiFeAs. The 1/T1T

data in BaFe2As2, NaFeAs, and LiFeAs are from Refs. [67], [49],
and [53], respectively, whereas the η data in BaFe2As2 in Ref. [36]
are utilized. The green solid curves are results of fitting the η data to
the Curie-Weiss law η = Cη/(T − Tη) + η0, whereas the red dashed
curves are the CW terms obtained after fitting the 1/T1T data to
1/T1T = Cm/(T − Tm) + α0 + β0 exp(−�/kBT ) for BaFe2As2 and
NaFeAs, and 1/T1T = A0 + B0T + Cm/(T − Tm) for LiFeAs (see
text).

Cm and a Weiss temperature Tm was proposed to come from
the interband contribution, whereas the intraband contribution
was introduced as the non-CW term (1/T1T )non-CW = α0 +
β0 exp(−�/kBT ), where α0 and β0 are constants, � is the
gap due to intraband excitations, and kB is the Boltzmann
constant. In this model, the CW term provides Tm = 78 K
for BaFe2As2 [67], whereas η shows Tη = 97 K, as pre-
sented by the curves in Fig. 10(a). In the Co-doped system
Ba(Fe1−xCox)2As2, 1/T1T also shows CW behavior [67] with
the x dependence of Tm, in agreement with that of η as
seen in Fig. 8. From an analysis of the scaling between the
nematic and the spin fluctuations, the main contribution to
nematic susceptibility was concluded to be the spin fluctua-
tions in Ba(Fe1−xCox)2As2 [14]. The 1/T1T data of 75As in
NaFeAs [49,51] and LiFeAs [53,57] are reported to show T

dependence for H0 ⊥ c, as presented in Figs. 10(b) and 10(c),
respectively. In NaFeAs, (1/T1T )CW denoted by the red dashed

curve in Fig. 10(b) provides Tm = 39 K, which is obtained
by fitting the 1/T1T data to the above relation [51]. This
CW behavior of 1/T1T almost scales to the present η data
with Tη = 32 K [63]. In LiFeAs, the 1/T1T data are fitted
by the relation 1/T1T = A0 + B0T + Cm/(T − Tm), where
the non-CW term is assumed as (1/T1T )non-CW = A0 + B0T

with constants A0 and B0 [49]. The obtained CW term with
Tm = −30 K shown as the red dashed curve in Fig. 10(c) more
largely deviates from the CW term of η with Tη = −142 K.
Thus the present NMR results on BaFe2As2, NaFeAs, and
LiFeAs seem to show the magnetic contribution to nematic
susceptibility is material dependent. Furthermore, in FeSe
which undergoes a structural transition and not a magnetic
transition, 1/T1T of 77Se nuclei shows the absence of any
measurable spin-fluctuation contribution above Ts [31]. This
may mean that the spin fluctuations cannot be the origin of
the structural transition. However, Yamakawa et al. proposed
that the spin-fluctuation-mediated orbital order described by
the Aslamazov-Larkin vertex correction takes place below Ts

in spite of very weak spin fluctuations [68]. Thus the difference
between the CW behaviors of η and 1/T1T in BaFe2As2,
NaFeAs, and LiFeAs may be explained by introducing the
vertex correction.

D. Spin dynamics in NaFeAs

Finally, we turn our attention to the nematic order from η

and the spin dynamics in the orthorhombic phase of NaFeAs.
From the static point of view, we discuss the T dependence
of η which is traced by the green dashed curve in Fig. 3(c).
This curve is the result of fitting the data to the relation in the
mean field approximation η ∝ √

1 − T/Ts with Ts = 57.0 K.
Thus η can well monitor an order parameter of the nematic
order accompanied by the structural transition. Next, we have
to take account of the local crystal structure to discuss the
spin dynamics. The As site, which is located above or below
the center of a rectangle which is formed by four neighboring
Fe sites, is governed by the transferred hyperfine field coming
from the neighboring Fe moments. The local structure provides
useful information on the spin dynamics via the anisotropy
of 1/T1, because 1/T1T is governed by the spin fluctuations
perpendicular to the applied magnetic field. This leads to
equations of 1/T1T expressed as [28,69]

(1/T1T )QX

a ∝ |Aac|2χ ′′
a (QX,ωn),

(1/T1T )QX

b ∝ |Aac|2χ ′′
a (QX,ωn) + |Aac|2χ ′′

c (QX,ωn), (3)

for the Q = QX spin fluctuation and

(1/T1T )QY

a ∝ |Abc|2χ ′′
b (QY ,ωn) + |Abc|2χ ′′

c (QY ,ωn),

(1/T1T )QY

b ∝ |Abc|2χ ′′
b (QY ,ωn), (4)

for the Q = QY spin fluctuation, where Aαβ (α,β = a,b,c)
is the transferred hyperfine coupling constant, χ ′′

α (Qj ,ωn) is
the imaginary part of dynamical susceptibility for j = X and
Y , and ωn is the nuclear Larmor frequency. Above TN, the
spin fluctuations with QX and QY contribute to (1/T1T )α as
(1/T1T )α = NQX

(1/T1T )QX
α + NQY

(1/T1T )QY
α , where NX +

NY = 1 [37]. By assuming χ ′′
α (Qj ,ωn) = χ ′′

α for j = X and
Y , and neglecting the anisotropy of the transferred hyperfine
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coupling constants (|Aac| = |Abc|), the ratio (1/T1T )b/
(1/T1T )b is expressed as

(1/T1T )b
(1/T1T )a

= χ ′′
c + χ ′′

a + f χ ′′
b

χ ′′
a + f (χ ′′

b + χ ′′
c )

, (5)

where f = NY /NX [37]. If the QX and QY contribu-
tions are even (NX = NY ), (1/T1T )b/(1/T1T )a = 1.
If the QX contribution is dominant (NX = 1 and
NY = 0), (1/T1T )b/(1/T1T )a = 2. As seen in Fig. 3(c),
(1/T1T )b/(1/T1T )a is slightly larger than unity above Ts,
consistent with the nonzero η value. It increases down to ∼48 K
with decreasing T below Ts and obeys the T dependence of
η. After (1/T1T )b/(1/T1T )a reaches near two at ∼48 K, it
decreases toward one with decreasing T . This shows that the
anisotropy of the low-energy spin dynamics in the c plane
gradually vanishes with decreasing T below ∼48 K. If the QX

contribution becomes dominant (f becomes ∼0) below ∼48
K, the ratio almost obeys 1 + χ ′′

c /χ ′′
a , as seen from Eq. (3).

Thus χ ′′
a has to become much larger than χ ′′

c with a critical
slowing down which appears toward TN. This is reasonably
expected by the AFM fluctuation leading to the stripe-type
AFM order in the c plane below TN. This characteristic spin
excitation below ∼48 K is consistent with the result of the
inelastic neutron scattering study [70]. On the other hand, the
T dependence of (1/T1T )b/(1/T1T )a above Ts in NaFeAs is
different from the reported result where it is zero above T ∗
(>Ts) and increases with decreasing T below T ∗ [37]. This
difference may depend on whether or not there is nematic
order in the tetragonal phase as discussed above.

V. CONCLUSION

We have performed 75As NMR measurements on single
crystals to study the nematic state in the iron arsenides NaFeAs
and LiFeAs. The asymmetry of the electric field gradient η

within the FeAs plane was found to exist even in the tetragonal
phase of NaFeAs and LiFeAs as well as in Ba(Fe1−xCox)2As2,
clearly showing tetragonal C4 symmetry breaking. Further-
more, η was observed to obey the Curie-Weiss law in the
tetragonal phase. From comparing the η data with Raman ne-
matic susceptibility, we concluded that η monitors the nematic
susceptibility. Also, a comparison between the η and 1/T1T

data enabled us to conclude that the contribution of the spin
fluctuation to nematic susceptibility is material dependent. We
could clearly monitor the nematic order in the orthorhombic
phase of NaFeAs from static and dynamical points of view.
Thus NMR is able to be a useful probe to study the nematic fluc-
tuation and the nematic order in Fe-based superconductors as
well as the electron Raman spectroscopy and the shear modulus
C66 measurement.
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