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We investigate the quantum dynamics of many-body systems subject to local (i.e., restricted to a limited
space region) time-dependent perturbations. If the system crosses a quantum phase transition, an off-equilibrium
behavior is observed, even for a very slow driving. We show that, close to the transition, time-dependent quantities
obey scaling laws. In first-order transitions, the scaling behavior is universal, and some scaling functions can be
computed exactly. For continuous transitions, the scaling laws are controlled by the standard critical exponents and
by the renormalization-group dimension of the perturbation at the transition. Our protocol can be implemented
in existing relatively small quantum simulators, paving the way for a quantitative probe of the universal off-
equilibrium scaling behavior, without the need to manipulate systems close to the thermodynamic limit.
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I. INTRODUCTION

Quantum phase transitions (QPTs) are one of the most strik-
ing signatures of many-body collective behavior, tantalizing
the attention of a large body of theorists and experimentalists
working in condensed-matter and statistical physics [1]. The
standard paradigm of a QPT foresees a drastic change in the
structural properties of the system at zero temperature when
a given parameter in the Hamiltonian is tuned across some
critical value. Generally, the driving parameters are global
homogeneous quantities coupled to the critical modes, such
as the magnetic field in spin systems [2–5], the chemical
potential in particle systems [6–8], etc. However, close to a
first-order transition, where equilibrium low-energy properties
are particularly sensitive to localized external fields and/or
boundary conditions, QPTs may also be driven by local
perturbations [9].

It is also tempting to study the dynamics across QPTs in-
duced by time-dependent parameters. Under these conditions,
the system is inevitably driven out of equilibrium, even when
the time dependence is very slow, because large-scale modes
are unable to equilibrate as the system changes phase. Off-
equilibrium phenomena, such as, for example, hysteresis and
coarsening, Kibble-Zurek defect production, aging, etc., have
been addressed in a variety of contexts, both experimentally
and theoretically (see, e.g., Refs. [10–20] and references
therein). These studies mostly focused on the effects of slow
changes of global parameters across classical and quantum
transitions. They have shown that time-dependent properties of
systems evolving under such dynamics obey off-equilibrium
scaling (OS) behaviors, depending on the universal static and
dynamic exponents of the equilibrium transition [21–26].

Here we overcome this paradigm and consider quantum
systems subject to a local (i.e., restricted to a limited space
region) time-dependent driving. We investigate whether and
how these perturbations bring the system out of equilibrium as
it moves across the different phases, showing the emergence of
a universal behavior, as observed in the case of a global driving.

Our analysis provides a very intuitive and simple framework
enabling us to develop a general OS theory that applies both
to first-order and continuous quantum transitions (FOQTs and
CQTs, respectively). The beauty of this approach resides in the
possibility to quantitatively test universal quantum behavior
even in a relatively small setting [27], without the need of
much larger sizes approaching the thermodynamic limit (as,
e.g., for the Kibble-Zurek framework), which would limit the
experimental control over the sample and prevent quantitative
testing. In view of the recent groundbreaking advancements in
the field of quantum simulation, these issues acquire specific
relevance as a proposal for experiments with a minimal
set of requirements: manipulating and controlling individual
quantum objects, without the need for scalability [16].

To fix the ideas, we concentrate on the quantum Ising ring, a
paradigmatic model that undergoes various FOQTs and CQTs,
when varying its parameters [1]. We present analytical and
numerical results for the off-equilibrium behaviors arising
from slow time-dependent protocols associated with local
perturbations at its quantum transitions. They support the
general OS arguments developed in the paper.

The paper is organized as follows. In Sec. II we introduce
the quantum Ising ring model, and we review its equilibrium
behavior in the presence of local (constant) perturbations
at the quantum transitions. In Sec. III we develop the OS
theory for slow time-dependent protocols associated with local
perturbations at FOQTs; the OS functions of the quantum
Ising ring along the FOQT line are computed by a two-level
approximation, which turns out to be asymptotically exact. In
Sec. IV we extend our study of the effects of time-dependent
local perturbations at the CQT of the quantum Ising ring,
showing that they give rise to OS behaviors as well. In Sec. V
we study the off-equilibrium dynamics at the magnet-to-kink
transition arising when a local bond perturbation is tuned along
the FOQT line of the quantum Ising ring. Finally, Sec. VI
presents a summary and our conclusions. In the Appendix, we
focus on the dynamic two-level reduction exploited to compute
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the OS functions of the quantum Ising ring along the FOQT
line.

II. THE QUANTUM ISING RING

The quantum Ising Hamiltonian for a ring of L sites is given
by

H = −
L−1∑
x=0

[
J σ (3)

x σ
(3)
x+1 + g σ (1)

x + h σ (3)
x

]
. (1)

The spin-1/2 variables σ ≡ (σ (1),σ (2),σ (3)) are the usual Pauli
matrices, and σL = σ 0. We assume h̄ = 1, J = 1, and g > 0.
At g = 1 and h = 0, the model undergoes a CQT belonging
to the two-dimensional Ising universality class, separating a
disordered phase (g > 1) from an ordered (g < 1) one. For any
g < 1, the field h drives FOQTs, due to the crossing of the two
lowest-energy states |+〉 and |−〉 for h = 0. Correspondingly,
the longitudinal magnetization

M = 1

L

L−1∑
x=0

Mx, Mx ≡ 〈σ (3)
x 〉 (2)

is discontinuous, i.e. [2],

lim
h→0±

lim
L→∞

M = ±m0, m0 = (1 − g2)1/8, (3)

and 〈±|σ (3)
x |±〉 = ±m0. In a finite system of size L, the

lowest states are superpositions of |+〉 and |−〉, due to tun-
neling effects. For h = 0, their energy difference � vanishes
exponentially as L increases, � ∼ gL, while the differences
�i ≡ Ei − E0 for the higher excited states (i > 1) are finite
for L → ∞. In particular, for the quantum Ising ring (corre-
sponding to a chain with periodic boundary conditions) [2,28],

� ≡ �1(L) ≈ 2

(
1 − g2

πL

)1/2

gL. (4)

The difference �i for the higher excited states (i > 1) remains
finite for L → ∞, at any value of g 	= 1. In particular

�2(L) = 4(1 − g) + O(L−2). (5)

Conversely, for g = 1, �2(L) = π/(2L) + O(L−2).
In the following, we wish to analyze the quantum dynamics

in the presence of a single-site perturbation, adding

Hs(t) = −s(t) σ
(3)
0 (6)

to the Hamiltonian (1) with h = 0. The control parameter s(t)
plays the role of a longitudinal magnetic field acting on one
site only.

Before discussing the effects of a time-dependent perturba-
tion, it is useful to summarize the equilibrium properties of the
model when s(t) is constant, s(t) = s. In the disordered phase
(g < 1), the impact of the single-site perturbation is expected
to be limited, being restricted within a region of finite size ξ .
Therefore, for large-scale bulk quantities, the perturbation only
gives rise to O(ξ/L) corrections in the large-L limit.

Approaching the CQT, i.e., for g → 1+, the system devel-
ops long-distance correlations, and ξ diverges as ξ ∼ (g−1)−ν

with ν = 1. Around g = 1, the interplay between ξ and L

originates an equilibrium finite-size scaling (EFSS) behavior

[29,30]. The effects of the local perturbation are amplified
by long-distance correlations. Although they do not alter
the leading power-law behavior, scaling functions acquire a
nontrivial s-dependence. Moreover, local quantities acquire a
nontrivial x-dependence. For instance, the local magnetization
Mx is expected to scale as [31–36]

Mx(L,g=1,s) ≈ L−β/νME(xp/L,ξ/L,sLys ), (7)

where xp = min(x,L − x) is the distance along the ring,
β = 1/8 is the magnetization exponent [1], and ys = 1/2 is the
scaling dimension associated with the single-site parameter s

[34,35]. Thus, the average magnetization behaves as

M(L,g=1,s) ≈ L−β/νQE(sLys ). (8)

Along the FOQT line (g < 1), the system is particularly
sensitive to local defects and boundary fields [9,37]. Indeed,
the single-site perturbation Hs can control the bulk phase:
as s changes sign, the bulk magnetization M switches from
−m0 to m0. An EFSS behavior can be defined at FOQTs [37],
analogously to CQTs. In the case at hand, the relevant scaling
variable is

κ = 2m0s

�
, (9)

where � is the gap for s = 0, defined in Eq. (4), so that

M(L,g,s) ≈ m0fE(κ) (10)

for any g < 1.
The EFSS functions can be obtained by performing a

two-level truncation, keeping only the lowest levels |±〉. This
approximation holds whenever the energy difference between
two such states remains much smaller than those between the
higher excited states and the ground state. This requires

�

�2
≈ 1

2

[
1 + g

(1 − g)πL

]1/2

gL 
 1 (11)

for s = 0, and

m0|s| 
 �2 ≈ 4(1 − g), (12)

where we used the asymptotic behaviors of � and �2 at s = 0;
cf. Eqs. (4) and (5). For generic values of g, Eq. (11) is already
satisfied for moderately large sizes. For example, for g = 1/2,
�/�2 ≈ 0.0068 for L = 5 and �/�2 ≈ 0.000 67 for L = 8.

The Hamiltonian restricted to this subspace has the form
[37]

He =
(

ε − β δeiϕ

δe−iϕ ε + β

)
, (13)

where β = m0s represents the perturbation induced by the
local magnetic field s, and δ = �/2 is a small parameter that
vanishes for L → ∞ and s = 0, giving rise to a degenerate
ground state. The phase ϕ is irrelevant, thus we can set ϕ = 0 (it
can be absorbed in the definition of the states). The eigenstates
of He are (0 < α � π/2)

|0〉 = sin(α/2) |−〉 + cos(α/2) |+〉, (14)

|1〉 = cos(α/2)|−〉 − sin(α/2) |+〉, (15)
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where

tan α = κ−1, κ = β

δ
= 2m0s

�
. (16)

Their energy difference is

E1 − E0 = �
√

1 + κ2. (17)

The magnetization is obtained by computing the expectation
value of σ (3) on the ground state |0〉,

fE(κ) = cos α = κ√
1 + κ2

. (18)

In the following, we discuss the quantum evolution of
the Ising model (1) with h = 0 in the presence of a local
longitudinal field (6) obeying a linear time dependence,

s(t) = c t, (19)

with time scale ts ∼ c−1. The protocol starts at ti < 0 from the
ground state at s(ti) = si < 0. Then, the quantum dynamics
evolves up to t = tf > 0, s(tf ) = sf > 0, so that s(t) crosses
the critical value s = 0. We compute observables, such as the
magnetization and correlation functions, during the quantum
evolution both along the FOQT line (Sec. III) and at its end
point g = 1, h = 1, where an Ising CQT appears (Sec. IV).
We stress that our protocol (19) is quite general, since arbitrary
time dependences can be linearized around s = 0. Below we
comment more in depth on this point.

III. OFF-EQUILIBRIUM FINITE-SIZE SCALING
ALONG THE FOQT LINE

A. Off-equilibrium finite-size scaling

In this section, we develop the off-equilibrium finite-size
scaling (OFSS) theory for the quantum evolution arising from
the time-dependent protocol associated with the local pertur-
bation (6) along the FOQT line. For this purpose, we must
identify the relevant scaling variables. Since EFSS should be
recovered in the appropriate limit (defined below), one of them
can be obtained from the equilibrium variable κ = 2m0s/�(L)
by replacing s with s(t) = c t ,

κ ≡ 2m0s(t)

�
= 2t

� ts
, (20)

where ts ≡ (m0c)−1. A natural choice for a second OS variable
is

θ ≡ t �. (21)

We also define the related OS variables

υ ≡ �2ts = 2θ/κ, (22)

τ ≡ t/
√

ts = sign(θ )
√

κθ/2. (23)

The OS limit is defined by t,ts,L → ∞, keeping the above
OS variables fixed. In this limit, the magnetization is expected
to show the OFSS behavior

M(t,ts,L) ≈ m0 fO(υ,κ) = m0 FO(υ,τ ), (24)

where τ = √
υκ/2. In the adiabatic limit (t,ts → ∞ at fixed

L and t/ts), EFSS must be recovered, so that

fO(υ → ∞,κ) = fE(κ). (25)

The OS behavior is expected to develop in a narrow range
of s(t) ≈ 0; indeed, since τ is kept fixed in the OS limit and
s(t) ∼ τ/

√
ts , the relevant interval of s(t) decreases as ts

increases. This implies that the OFSS behavior is independent
of the initial and final values of s. The OS functions are
universal, i.e., independent of g along the FOQT line. The
approach to OFSS is expected to be controlled by the ratio
between � ∼ e−cL and �2 = O(1), cf. Eqs. (4) and (5),
therefore in the case of model (1), to be exponentially fast.
We stress that the above arguments are quite general and can
be straightforwardly extended to any FOQT.

We may also consider a generic protocol characterized
by the time scale ts , i.e., s(t) = S(t/ts) with S(0) = 0 and
S ′(0) 	= 0. Since the OS limit is taken by keeping τ ≡ t/

√
ts

fixed, we can expand S(t/ts) in powers of t/ts = τ/
√

ts and
only keep the leading term in the OS limit. Higher-order terms
give O(t−1/2

s ) = O(�) contributions: they are exponentially
suppressed with the system size.

B. Two-level approximation

The OS functions at the FOQTs of the Ising ring can be
exactly computed. Remarkably, in a way similar to EFSS,
in the long-time limit and for large systems, the scaling
properties in a small interval around s = 0 [more precisely,
for m0|s(t)| 
 �2] are well captured by a two-level truncation
[37], which only takes into account the two nearly degenerate
lowest-energy states. This is demonstrated in Appendix.

The effective evolution is determined by the Schrödinger
equation

i ∂t�(t) = Hr (t)�(t), (26)

where �(t) is a combination of the states |+〉 and |−〉 only.
The time-dependent Hamiltonian Hr (t) can be determined by
assuming that its matrix elements are analytic functions of t/ts ,
and that the nonanalyticity only arises in the limit L → ∞
when the two states become degenerate. Using the symmetry
of the model, one can see that it is enough to consider

Hr = − t

ts
σ (3) + �

2
σ (1), (27)

where �/2 = δ is the same amplitude that enters the off-
diagonal terms of Eq. (13).

The dynamics is analogous to that governing a two-level
quantum-mechanical system in which the energy separation
of the two levels is a function of time, which is known as
the Landau-Zener (LZ) problem [38]. Therefore, the time-
dependent wave function for the quantum Ising ring can be
derived from the LZ corresponding solutions [39]. We obtain

�(t) = C−(υ,τ )|−〉 + C+(υ,τ )|+〉, (28)

where C± are functions of the scaling variables υ = ts�
2 and

τ = t/
√

ts . In particular, assuming �(τi) = |−〉 for τi = −∞,
the OFSS function FO of the magnetization defined in Eq. (24)
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FIG. 1. The magnetization scaling function FO (υ,τ ) reported in
Eq. (29) for several values of υ. We also plot the corresponding time
evolution of the ratio M/m0 for the Ising ring at g = 1/2 and L = 5
under the protocol (19). Differences are hardly visible. Note the os-
cillating behavior for τ > 0 around the asymptotic large-τ value [38]
(short horizontal dashed lines), FO (υ,τ → +∞) = 1 − 2 e−πυ/4; the
amplitude of the oscillations slowly decreases with increasing τ .

is given by

FO(υ,τ ) = 〈�(t)|σ (3)|�(t)〉
= |C+(υ,τ )|2 − |C−(υ,τ )|2

= υ

4
e− πυ

16 |D−1+i υ
8
(
√

2ei 3π
4 τ )|2 − 1, (29)

where Dν(z) is the parabolic cylinder function [40]. By
replacing τ with

√
υκ/2 in Eq. (29), we obtain the OS function

fO(υ,κ) defined in Eq. (24):

fO(υ,κ) = FO(υ,
√

υκ/2). (30)

Note that the initial condition �(τi = −∞) = |−〉 is con-
sistent with the choice of the initial condition for the time-
dependent protocol (6), i.e., �(si < 0) = |−〉, because, when
both L and ts are large, any finite si < 0 is in the adia-
batic region, where the ground state is given by �(si) ≈ |−〉
with exponential precision. Indeed, a finite si corresponds to
κ → −∞ in the large-L and ts limit keeping �2ts finite, and
for κ → −∞ the ground state (14) is just given by |−〉.

Plots of the function FO(υ,τ ) for some values of υ are
shown in Fig. 1. We have also numerically computed the
magnetization M(t,ts,L) for the quantum Ising ring [41]: the
results displayed in Fig. 1 are in remarkable agreement with
Eq. (29), even for small system sizes (we report data forL = 5),
reflecting the exponentially fast convergence to the asymptotic
behavior. This validates the analytic derivation based on the
two-level approximation.

Several notable limits of the solution (29) can be derived
using the known properties of the parabolic cylinder function
[39,40] Dν(z). Concerning the τ dependence at fixed υ, we
obtain

FO(υ,τ → −∞) = −1, (31)

FO(υ,τ = 0) = − e−πυ/8, (32)

FO(υ,τ → +∞) = 1 − 2 e−πυ/4. (33)

−10 0 10
κ

−1

0

1

f O
(υ

,κ
)

υ=1/2
υ=1
υ=4
υ=8
υ=inf

FIG. 2. The scaling function fO (υ,κ) associated with the mag-
netization, cf. Eq. (30), for some values of υ. In agreement with the
OS arguments, it approaches the static limit fE(κ) = κ/

√
1 + κ2 (red

curve) when υ → ∞ keeping κ fixed.

Note that the large-τ behavior is obtained by using the
well-known KZ result for the transition probability from the
ground state |0〉 to the excited state |1〉, which is given by
|C−(υ,τ → +∞)|2 = e−πυ/4. The large-υ asymptotic
behavior of FO(υ,τ ) at fixed τ is

FO(υ 
 1,τ ) ≈ 2τ√
υ + 4τ 2

, (34)

so that FO(υ,τ ) trivially vanishes for υ → ∞ and any finite
τ . The limit υ → 0 corresponds to the infinite-volume limit.
We find

FO(υ → 0,τ ) = −1. (35)

This reflects the effective decoupling of the states |±〉 of
the Hamiltonian (27), which evolve independently in the
infinite-volume limit.

In Fig. 2 we show some plots of the function fO(υ,κ),
obtained using Eq. (30). In agreement with the OS arguments,
it approaches the static limit when υ → ∞ keeping κ fixed.
This is indeed confirmed by the solution (30). Replacing τ with√

υκ/2 in Eq. (34), we find

fO(υ → ∞,κ) = fE(κ) = κ√
1 + κ2

, (36)

where fE(κ) is the EFSS function reported in Eq. (18).
The fluctuations of the magnetization can be characterized

by its variance, given by

VM (υ,τ ) = 〈�(t)|(σ (3))2|�(t)〉 − 〈�(t)|σ (3)|�(t)〉2

= 1 − FO(υ,τ )2 � 1. (37)

Note that VM is generally of the same size of FO .
These results show that the OFSS functions at the FOQTs

of the Ising ring are well reproduced by the quantum dynamics
of a two-level model, although the OS variables κ,θ are deter-
mined by the underlying many-body physics of the original
model, which gives rise to the exponential dependence of the
gap �(L). We stress that these conditions are only realized
when the many-body system is tuned to the FOQT arising
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from a two-level crossing. An analogous behavior is expected
in higher-dimensional quantum Ising systems.

Since the OFSS arguments leading to Eq. (24) apply to quite
general FOQTs, our protocol can be seen as a viable proposal
for a controlled quantum switch between the corresponding
two states |+〉 and |−〉 in the symmetry-broken phase of
a few-spin Ising-like chain, constituting an effective qubit.
This would enhance its robustness with respect to other local
codings (e.g., through the spin degree of freedom of a single
atom or molecule). Switching from one to another state can be
achieved by tuning a local longitudinal field, whose dynamical
effects can be quantitatively controlled by universal scaling
functions.

We finally mention that an analogous behavior is expected
to emerge when the external magnetic field is spatially uniform,
i.e., when one adds the magnetic term

Hh = −h(t)
L∑

x=1

σ (3)
x , h(t) = at (38)

instead of the local term (6). The protocol starts at ti < 0 from
the ground state at hi = h(ti) < 0, which is again given by |−〉
in the large-L limit. Then, the system evolves up to a time
tf > 0 corresponding to a finite hf > 0. The OS arguments
apply here as well. One should only change the definition of
κ , considering

κ = 2m0h(t)L

�
≡ 2Lt

�ts
, (39)

where we used the fact that the energy associated with the
magnetic perturbation is Eh = m0hL. The second scaling
variable is again θ = �t , so that υ = (�2/L)ts . Using the
fact that � = agL

−1/2e−cgL, we may write the scaling variable
corresponding to τ , cf. Eq. (23), as τ ≈ t t

−1/2
s ln ts . Consider-

ations based on the effective two-level model lead to the OFSS
behavior (24) for the magnetization, with the same OS function
fO(υ,κ).

IV. OFF-EQUILIBRIUM DYNAMICS
AT THE CONTINUOUS TRANSITION

It is interesting to compare the behavior along the FOQT
line with that occurring at its end point g = 1, h = 0, where a
standard Ising CQT occurs. EFSS, Eq. (7), can be extended
to the dynamic case using scaling arguments analogous to
those used at the FOQT. The scaling variables are κ =
(t/ts)Lys with ys = 1/2—this is the equilibrium scaling vari-
able sLys , in which we have simply replaced s with s(t)—and
θ = t� ∼ t/Lz with z = 1. We also define the related OS
variables

υ ≡ ts/L
ys+z, τ ≡ t/tz/(z+ys )

s . (40)

Then, the local magnetization is expected to satisfy the OFSS
equation

Mx(L,t,ts) ≈ L−β/νMO(xp/L,υ,τ ), (41)

so that its spatial average satisfies

M(L,t,ts) ≈ L−β/νQO(υ,τ ). (42)
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0.52
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FIG. 3. Time-dependent magnetization at the CQT, in the pres-
ence of the single-site perturbation. We plot L1/8M vs τ = t/t2/3

s for
υ ≡ ts/L

3/2 = 1 and several values of L, as obtained by numerical
calculations [41]. The curves clearly approach an asymptotic function
with increasing L, confirming the existence of OFSS. In the inset, we
show L1/8M for t = τ = 0 as a function of 1/L.

These OS behaviors are confirmed by numerics on mod-
erately large systems [41], as displayed in Fig. 3 for υ = 1
(analogous results are obtained for other values of υ). The
inset shows that corrections decay as 1/L.

V. OFF-EQUILIBRIUM DYNAMICS AT THE
MAGNET-TO-KINK TRANSITIONS

Other interesting examples of QPTs driven by a local
perturbation arise when adding

Hb(t) = b(t) σ
(3)
� σ

(3)
�+1, � = �(L − 1)/2� (43)

to Hamiltonian (1) with h = 0. In the static case, b(t) = b, such
a term gives rise to CQTs when g < 1, between two different
quantum phases [9]: a magnet phase for b < 2 and a kink phase
for b > 2.

In the magnet phase, the lowest states are superpositions of
states with opposite magnetization |±〉 (neglecting local effects
at the defect), and the gap is exponentially small [9,42,43]. In
particular [9],

� ≈ 8g

1 − g
w2e−wL, w = 1 − g

g
(2 − b) (44)

for b → 2−. The large-L two-point function,

G(x1,x2) ≡ 〈
σ (3)

x1
σ (3)

x2

〉
, (45)

is trivially constant, i.e.,

Gr (x1,x2) ≡ G(x1,x2)

m2
0

→ 1 (46)

for x1 	= x2, keeping Xi ≡ xi/� fixed.
The behavior changes drastically when b > 2, where the

low-energy states are one-kink states, which behave as one-
particle states with O(L−1) momenta. The ground state and
the first excited state are superpositions with definite parity of
the lowest kink | ↓↑〉 and antikink | ↑↓〉 states. The gap behaves
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as [9]

� = 8(b − 1)g2

b(b − 2)(1 − g)2

π2

L3
+ O(L−4). (47)

Moreover, the two-point function G(x,y) behaves asymptoti-
cally as

G(x1,x2)

m2
0

= 1−|X1 − X2|− | sin(πX1)−sin(πX2)|
π

, (48)

where Xi ≡ xi/�.
The parameter b turns out to drive a CQT at b = bc = 2,

separating the magnet and kink phases [9], where the relevant
scaling variable is

εs ≡ ε Lyε , ε ≡ b − 2, (49)

with yε = 1. In the scaling limit, the two-point function
behaves as

G(x1,x2) ≈ m2
0 G(X1,X2; εs), (50)

which implies

χ ≡
∑

x

G(0,x) = m2
0 Lfχ (εs). (51)

Since � ∼ L−2 at bc, this CQT has z = 2 as a dynamic
exponent [9].

We should emphasize that this transition is driven by a
local perturbation, contrary to the standard QPT paradigm,
which requires a global tuning [1]. The key point is again
associated with the underlying FOQT, which makes the system
particularly sensitive to local defects.

We now study the off-equilibrium behavior arising when
the system crosses the CQT. We consider a time-dependent
bond variable b(t) such that b(0) = bc = 2, obeying a linear
time dependence:

ε(t) ≡ b(t) − 2 = −t/ts . (52)

We assume that the evolution starts at time ti < 0, so that
ε(ti) = εi > 0 in the kink phase. Then, the system evolves up
to t = tf > 0 corresponding to ε(tf ) = εf < 0 in the magnet
phase. Again we expect an off-equilibrium behavior when ε(t)
changes sign, which we describe using OS arguments analo-
gous to those used in the case of the single-site perturbation.

Using OS arguments analogous to those of the previous
section, we define the scaling variables

εt = −L t/ts, θ = t � ∼ t L−2, (53)

and also

υ = tsL
−3, τ = t/t2/3

s . (54)

In the limit t,ts,L → ∞ at fixed scaling variables, the observ-
ables are expected to show OFSS. For example, we expect

G[x1,x2; t,ts,L] ≈ m2
0 G(X1,X2; υ,τ ) (55)

and also

χ ≡
∑

x

G(0,x; t,ts ,L) = m2
0 LFχ (υ,τ ). (56)

Again, OFSS is confirmed by numerical computations [41],
and corrections appear to decay as 1/L (see Fig. 4).

-10 -5 0 5 10
τ

-2

-1

-0.5

0

0.5

1

L1/
8  M

L = 9
L = 13
L = 17
L = 21

0 0.05 0.1 0.15 0.2
1 / L

-1

-0.8

-0.6

-0.4 τ = 0

υ = 1

FIG. 4. Plot of χ/(m2
0L) vs τ = t/t2/3

s for υ ≡ ts/L
3 = 1 at the

magnet-kink CQT for several values of L. We consider the Ising
Hamiltonian at h = 0 and g = 0.5 with the bond perturbation (43).
The curves are obtained by numerical calculations [41]. They clearly
approach an asymptotic function with increasingL, confirming OFSS.
The inset shows the same quantity at τ = 0 vs 1/L.

VI. SUMMARY AND CONCLUSIONS

Summarizing, we have studied the effects of local time-
dependent perturbations of quantum many-body systems,
focusing on phenomena induced by large time scales ts .
The off-equilibrium dynamics close to quantum transitions
obeys general scaling laws. At a FOQT, the behavior can be
parametrized by the scaling variables υ = �2ts and τ = t/

√
ts .

Some scaling functions can be predicted, for large system
sizes, using a two-level Hamiltonian truncation. For CQTs,
analogous scaling variables can be defined that are uniquely
specified by the standard critical exponents and by the scaling
dimension of the perturbation. Moreover, at FOQTs local
variations of bond defects may lead to substantial changes of
the bulk low-energy properties, leading to a dynamic behavior
that admits an OS description as well. It is also possible to
include the effect of a small finite temperature by adding the
scaling variable ρ = T/�.

The OS framework depicted here has been explicitly worked
out in the quantum Ising model (1), but it is quite general.
As a matter of fact, it can be extended to any FOQT and
CQT, providing information on the possibility of controlling
quantum phases, and their bulk low-energy properties, by local
changes. Quite remarkably, the OFSS behavior can be observed
for relatively small sizes: in some cases, a limited number of
spins already displays asymptotic behavior (see, e.g., Fig. 1).
Therefore, even systems of modest size may show definite
signatures of the OS scaling laws derived in this work. In
this respect, present-day quantum-simulation platforms have
already demonstrated their capability to reproduce and control
the dynamics of quantum Ising-like chains with ∼10 spins.
Ultracold atoms in optical lattices [4], trapped ions [5,44–48],
and Rydberg atoms [49] seem to be the most promising
candidates where the emerging universality properties of the
quantum many-body physics discussed here can be tested with
a minimal number of controllable objects. Furthermore, in
quantum computing, some algorithms (notably the adiabatic
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ones) rely on a sufficiently large gap [50–52] and thus fail at
FOQTs. The OS theory that we presented may clarify how this
occurs in finite systems.

The OS arguments we developed can be extended to
higher-dimensional systems, such as 2D and 3D quantum Ising
systems at their FOQTs and CQTs, where novel features may
arise depending on the various possible geometries of the
defects. It is also tempting to generalize our framework to
allow for dissipation, such as that induced by the coupling
with an external bath in a Markovian framework [53–55].
The emergence of novel intriguing scenarios may be tested
in near-future experiments based on cavity-QED technology
with superconducting qubits [56–58].

APPENDIX: TWO-LEVEL REDUCTION DURING THE
DYNAMICS ALONG THE FOQT LINE

Here we demonstrate that, similarly to EFSS, the dynamics
in the OFSS limit can be determined by using a two-level
truncation of the Hamiltonian. We consider a time-dependent
Hamiltonian H (t), and we assume that

∂H

∂t
= 1

ts
A, (A1)

where A is independent of t . We recall that the dynamics starts
at t = ti < 0 in one phase and ends for t = tf > 0 in the other
phase. The transition point corresponds to t = 0. For t = ti we
require the system to be in the ground state of Hamiltonian
H (ti), which we can identify with |−〉 in the large-volume
limit.

To determine the dynamics, we should solve the evolution
equation

i
∂�

∂t
= H (t)�. (A2)

Let ψn(t) and En(t) be the orthonormalized eigenfunctions and
eigenvalues of H (t). Here ψ0 is the ground state of the system
and �1(t) = E1(t) − E0(t). We expand �(t) as

�(t) =
∑

n

cn(t)ψn(t)eiθn(t) (A3)

with

θn(t) = −
∫ t

ti

En(s)ds. (A4)

For t = ti we have � = ψ0(ti) and therefore cn(ti) = δn0.
Substitution of the expansion (A3) into Eq. (A2) gives

dcn

dt
= −

∑
k

ck

〈
ψn

∣∣∣∣∂ψk

∂t

〉
ei(θk−θn), (A5)

which must be solved with the boundary condition cn(ti) = δn0.
Differentiating the eigenvalue equation H (t)ψn = Enψn with
respect to t , we obtain

〈
ψm

∣∣∣∣∂H

∂t

∣∣∣∣ψn

〉
= (En − Em)

〈
ψm

∣∣∣∣∂ψn

∂t

〉
+ δmn

∂En

∂t
. (A6)

Therefore, we obtain

dcn

dt
=

∑
k 	=n

ck

1

ts(En − Ek)
〈ψn|A|ψk〉ei(θk−θn)

− cn

〈
ψn

∣∣∣∣∂ψn

∂t

〉
. (A7)

If we just take the adiabatic limit ts → ∞, all cross terms can
be neglected. Since ψn is normalized, we can set〈

ψn

∣∣∣∣∂ψn

∂t

〉
= −iφn(t), (A8)

where φn(t) is a real function. Therefore, we have

dcn

dt
= icnφn(t), (A9)

whose solution, with the given boundary conditions, is simply
cn(t) = 0 for n � 1 and

c0(t) = exp

(
i

∫ t

ti

φ0(t ′)dt ′
)

, (A10)

which is merely the usual adiabatic theorem [59].
In our case, however, the previous approximation does not

work as we are taking the limit at fixed

ts [E1(t = 0) − E0(t = 0)] ≡ ts �. (A11)

Thus, we must proceed more carefully. First, we note that
the differences En(0) − E0(0) and En(0) − E1(0) are strictly
positive in the FSS limit for any n � 2. This implies that, in the
FSS limit, dcn/dt for n � 2 depends only on ck with k � 2.
Given that all cn with n � 2 vanish for t = ti , we can conclude
that we can set cn(t) = 0 for all n � 2. On the other hand, the
coupling between the ground state and the first-excited state
cannot be neglected. Hence, in the OFSS limit the dynamics
can be determined by only considering two states, i.e., we can
write

�(t) = c0(t)ψ0(t)eiθ0(t) + c1(t)ψ1(t)eiθ1(t), (A12)

where c0(t) and c1(t) satisfy the coupled equations

dc0

dt
= ic0φ0(t) − c1

ts�1(t)
〈ψ0|A|ψ1〉ei(θ1−θ0), (A13)

dc1

dt
= ic1φ1(t) + c0

ts�1(t)
〈ψ1|A|ψ0〉e−i(θ1−θ0). (A14)

Corrections are of order 1/ts . Since ts� is kept fixed in the
OFSS limit, corrections decrease as �, which is exponentially
in the size of the system.

To make contact with the presentation in the paper, note
that ψ0(t) and ψ1(t) are the first two lowest states of the model
in the presence of a magnetic field. In the OFSS limit, as
we have stressed at the beginning, these two states can be
written as combinations of the magnetized states |+〉 and −〉.
Therefore, we can obtain the correct dynamic scaling behavior
by simply writing �(t) = e0(t)|+〉 + e1(t)|−〉 and considering
the evolution restricted to the subspace spanned by these two
states. Corrections are again expected to be exponentially
small.
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