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Saturation and negative temperature coefficient of electrical resistivity in liquid iron-sulfur
alloys at high densities from first-principles calculations
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We report results on electronic transport properties of liquid Fe-S alloys at conditions of planetary cores,
computed using first-principle techniques in the Kubo-Greenwood formalism. We describe a combined effect of
resistivity saturation due to temperature, compression, and chemistry by comparing the electron mean free path
from the Drude response of optical conductivity to the mean interatomic distance. At high compression and high
sulfur concentration the loffe-Regel condition is satisfied, and the temperature coefficient of resistivity changes
sign from positive to negative. We show that this happens due to a decrease in the d density of states at the Fermi

level in response to thermal broadening.
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I. INTRODUCTION

An understanding of the stability of planetary magnetic
fields and the thermal evolution of terrestrial planets is closely
related to the characterization of electronic transport properties
of liquid Fe and Fe alloys that make up the dynamo-active
portions of their cores. Recent years have seen significant
progress in this direction, and both electrical (o) and thermal
(Am) conductivities have been determined at high pressure P
and high temperature T by means of ab initio simulations [1-3]
and experiments [4—8]. While a consensus has emerged that
at conditions of planetary cores is significantly higher than
previously thought [9,10], there is considerable controversy
on values of Ay [1-3,11,12] that includes a discussion of
the validity of the Wiedemann-Franz law that relates both
electronic transport quantities.

For the Earth’s core, Fe is likely alloyed with silicon
and/or oxygen [13,14], which have therefore been the focus of
previous studies [1,3-5]. By contrast, in the cores of Mercury
and Mars, sulfur is expected to be the dominant light element
alloying with iron [15,16]: It is cosmically abundant and shows
a high solubility in liquid iron due to its compatibility in
electronic structure and the similar atomic size of Fe and
S [17,18]. In the Earth’s core, sulfur is unlikely to play an
important role as the giant Moon-forming impact has probably
led to the loss of this moderately volatile element [19].

The observed decrease in conductivity (o o 1/T) of liquid
metals in experiments [20,21] and computations, also at high
P [1], is consistent with the Bloch-Griineisen law for solids
above the Debye temperature 8 that describes the shortening
of the electron mean free path x.¢ o< 1/7T. In the quasi-free-
electron model, scattering events in the liquid occur due to
the interaction of electrons with atomic potentials [22]. For
this scattering mechanism, the interatomic distance sets a
lower bound for the mean free path, which is known as the
Ioffe-Regel condition [23], leading to saturation. Resistivity

2469-9950/2018/97(9)/094307(7)

094307-1

saturation has been found to be an important factor in highly
resistive transition metals and their alloys [24], in which
Xefr 18 already short due to the following static and dynamic
effects:

(i) Experiments at ambient P reveal that a high concentra-
tion of impurities can shorten x.g sufficiently since the alloying
element introduces compositional disorder [25]. Chemically
induced saturation continues to take place at high P, as has
been shown for the Fe-Si-Ni system [6]. Gomi et al. [6]
combined diamond-anvil-cell experiments with first-principles
calculations and showed that Matthiessen’s rule [26] breaks
down close to the saturation limit.

(ii) Increasing thermal disorder also induces saturation, as
has been demonstrated by analyzing the temperature coef-
ficient of resistivity (TCR) in NiCr thin films [25]. Recent
computations [27] observe a sublinear trend of p(T) = 1/0
for hexagonal close packed (hcp) iron at P of the Earth’s inner
core.

(iii) In addition to impurities and 7', pressure can lead to
saturation. This has been shown for the Fe-Si system in the
multi-anvil press [28].

Since electrical conductivity measurements of liquid iron
and its alloys at conditions of the Earth’s core are challenging
[29], high-P studies extrapolate ambient-7 [5,8] or high-
T experiments [7] for the solid to the melting temperature
and the liquid phase, accounting for saturation by a parallel
resistor model. The extrapolation of their models supports low
values of p for the Earth’s core, consistent with computational
studies [1-3]. Here, we investigate the electronic transport
properties for liquid iron-sulfur alloys based on first-principles
simulations to complement the existing results for Fe [1,2] and
the Fe-O-Si system [1,3] and to compare to recent experiments
in the Fe-Si-S system [8]. The first-principles approach also
provides the opportunity to explore resistivity saturation in
terms of the loffe-Regel condition and the TCR by means of
the electronic structure.
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II. METHODS

We generate representative liquid configurations using
density-functional-theory-based molecular dynamics (DFT-
MD) simulations, for which we then perform electronic linear
response calculations to obtain transport properties.

A. Molecular dynamics simulations

DFT-MD simulation cells contain 128 atoms, and the
calculations are performed in the N-V-T ensemble using the
plane-wave code VASP [30-32]. Cubic cells in a volume range

between 7.09 and 11.82 A3 /atom (six equally spaced volumes,
covering the P range of the Earth) and sulfur contents of
12.5 (Fe;S) and 25 at % (FesS; ~7.6 and ~16 wt %) are set
up by randomly replacing Fe atoms in molten configurations

from previous simulations [1]. At 8.28 A3 /atom we also set up
FesS and Fe,;S5 compositions to consider the dependence of
resistivity on composition in more detail. Atomic coordinates
are updated using a time step of 1 fs, and T is controlled
by the Nosé thermostat [33], with T between 2000 and
8000 K. At each time step, the electron density is computed
using the projector augmented-wave (PAW) method [34] with
the Perdew-Burke-Ernzerhof exchange-correlation functional
[35] and a plane-wave cutoff energy of 400 eV. Electronic
states are occupied according to Fermi-Dirac statistics at T
of the thermostat. Brillouin zone sampling is restricted to the
zone center. After equilibration of P, T, and the total energy £
is achieved (typically after a few hundred femtoseconds), the
DFT-MD simulations are continued for at least 15 ps.

B. Resistivity calculations

The kinetic coefficients in linear response to an electric field
E and a thermal gradient VT build up the Onsager matrix L;;
(361,

Ja=LuE+ LpVT, (D
Jh=LyE+ Ly VT, ()

where je; and jy, are electrical and thermal current densities,
respectively. Electrical conductivity and the electronic contri-
bution to thermal conductivity are then

o =L‘11 (3)

and

. 1 L3
2l = ﬁ(gzz - £_ﬁ> @

We extract at least six uncorrelated snapshots from the MD
simulations (i.e., separated by time periods greater than that
required for the velocity autocorrelation function to decay
to zero) and compute Kohn-Sham wave functions vy, their
energy eigenvalues ¢, and the Cartesian gradients of the
Hamiltonian with respect to a shift in wave vector d7H /dk
using the ABINIT software package [37-39]. From those, the
frequency-dependent Onsager matrix elements are calculated

with the Kubo-Greenwood equations,

. he?
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as implemented in the CONDUCTI module of ABINIT [40].
In Eq. (5), /i denotes the reduced Planck constant, e is the
elementary charge, V. is the cell volume, w is the frequency
of the external field, ¥ = 1/h - 9H/dk is the velocity operator,
and . is the electronic chemical potential.

By fitting the Drude formula for optical conductivity

0o

No(w)] = m

(6)
to the Kubo-Greenwood results for each snapshot, we extract
the dc limit of conductivity oy (used without subscript else-
where) and effective relaxation time t. Thermal conductivity
is extrapolated linearly to the limit w — O over a fiw range
of 2 eV. We average o, 7, and Ay, over the snapshots and take
one standard deviation as uncertainty. Calculations with denser
grids of 2 x 2 x 2 and 3 x 3 x 3 k points show that o (w) is
sufficiently converged (to within 3%) in calculations using a
single k point (see Fig. S1 in the Supplemental Material [41]).

The resulting p(V,T) and Ay (V,T) are fit with a physi-
cally motivated closed expression (Appendix A) to interpolate
between results and extrapolate to conditions not investigated.

C. Electron density of states

We compute the site-projected and angular-momentum-
decomposed electron densities of states (DOSs) with the
tetrahedron method [42,43], using a nonshifted 2 x 2 x 2 k-
point grid with small energy increments of 1.4 x 1073 eV. The
radii of the atomic spheres, in which the angular-momentum
projections are evaluated, have been chosen to be space filling
and proportional to the radii of the respective PAW spheres
[34]. The DOS is computed for the same snapshots as those
used for the evaluation of the Kubo-Greenwood equations
and re-binned with an energy window of ~1/2kpT to resolve
T -dependent features in the vicinity of the Fermi energy Ef.
This results in a strongly varying DOS which is independent
of the smearing parameter.

III. RESULTS AND DISCUSSION

A. Electrical resistivity

For the low-impurity composition Fe;S, we find a de-
pendence of p on V and T similar to that predicted in
previous studies on pure Fe, Fe-Si, and Fe-O systems [1]
(Fig. 1 and Tables S1 and S2 in the Supplemental Material
[44,45]). Resistivity increases with V and 7 and can be
reasonably well described by a linear 7' dependence above ®
(~1000 K at low compression based on the equation-of-state
parameters; see Appendix B and Table S3 in the Supplemental
Material [46]), consistent with Bloch-Griineisen theory. With
decreasing V, ®p increases based on the thermodynamic
parameters from our DFT-MD simulation, and values for p
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FIG. 1. Electronic transport properties of liquid Fe-S alloys as a function of temperature. The temperature coefficient of electrical resistivity
of liquid (a) Fe;S and (b) Fe;S decreases with compression due to saturation. For Fe;S, the temperature coefficient of resistivity becomes
negative along the smallest V isochores. Solid lines represent the best fit of Eq. (A1) to resistivity. The electronic contribution to thermal
conductivity of liquid (c) Fe;S and (d) Fe;S. Solid lines have been calculated from the best fits to p(V,T) [Eq. (A1)] and the effective Lorenz
number L(V,T) [Eq. (AS)]. Tabulated values for p, A, and L are given in Tables S1 and S2 in the Supplemental Material [44,45].

decrease. This behavior is well captured with the resistivity
model in Appendix A.

Absolute resistivities for both compositions in the Fe-S
system are similar to those for Fe-Si with the same light-
element concentration [ 1] and higher than those for pure Fe and
in the Fe-O system [1,2]. This is in contrast to experimental
work [8] thatestimated p for the solid phase in a ternary Fe-Si-S
system and calculated the S impurity resistivity by using
Matthiessen’s rule based on previous experimental results for
Fe [7] and Fe-Si [6]. Suehiro et al. [8] find that the influence
of S on resistivity is significantly less than that of Si [6].
The experiments had to rely on this indirect determination of
resistivity reduction due to sulfur, as S is hardly soluble in
solid Fe at ambient P, and it is therefore difficult to synthesize
a homogeneous phase as a starting material in experiments
[47-50]. Further, Matthiessen’s rule, applied in the analysis of
the data, does not hold for systems with saturated resistivity [6].

For higher sulfur concentration, we find that p increases
(Fig. 1; see Fig. S2 in the Supplemental Material [51]) and that
the Bloch-Griineisen behavior breaks down. The temperature
coefficient of resistivity decreases with compression, up to the
extreme case where it changes sign and becomes negative for
Fe;S at the smallest two volumes we consider.

Negative TCRs have been observed for liquid and amor-
phous solid metals, for which the maximum momentum change
of a scattered electron 2kp falls in the region close to the
principle peak of the structure factor S(g), as in the case of
metals with two valence electrons, e.g., Eu, Yb, and Ba with
a 6s% valence configuration [52], and Cu-Zr metallic glasses
[53]. It is one of the great successes of Ziman theory for
the resistivity of liquid metals [22,54] to explain the negative
TCR in these systems. Ziman theory cannot account for the

negative TCR that we predict for Fe;S at high compression.
Because for iron and the other Fe alloys considered by de
Koker et al. [1] 2kp is near the first minimum in S(g) (Fig.
S3 in the Supplemental Material [55]), thermal broadening of
the structure factor will lead to positive TCR over the entire
compression range. This suggests that the negative TCR is
a secondary effect, driven by changes in electronic structure
(Sec. III C) that are only noticeable once resistivity saturation
is reached by compression and impurities simultaneously.

B. Mean free path

In order to understand the effect of resistivity saturation
from a semiclassical picture of electron transport, we calculate
the effective electron mean free path as x.¢f = vy T, Where vy =
(h/m)(3n2neff)1/3 is the Fermi velocity, neg = (ma)/(ezr) is
the effective number density of conduction electrons, and m is
the electron mass. Figure 2 reveals three distinctive features:

(i) For ambient P volumes (V = 11.82 /OX3/ atom), Xefr
approaches the mean interatomic distance asymptotically with
increasing 7', consistent with dynamic resistivity saturation
[25,27].

(i1) At the lowest cell V considered (V = 7.09 A3/atom),
the T dependence of x. vanishes within uncertainty. In
addition, x.¢s becomes shorter than at lower compression due
to the increased density of scattering centers. At first glance,
this observation appears to be inconsistent with the fact that p
decreases with compression but can be understood in terms of
electronic structure (Sec. II1C).

(iii) With increasing sulfur concentration, x.g decreases sig-
nificantly. This reflects the expected behavior of an increased
probability of impurity-caused scattering.
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FIG. 2. Electron mean free path for liquid Fe;S (top) and Fe;S
(bottom) for two cell volumes (near ambient P and largest compres-
sion) as a function of temperature, obtained by a Drude fit to optical
conductivity [Eq. (6)]. The mean free path approaches the interatomic
distance (solid lines, first peak position of the partial radial distribution
function) with increasing compression and impurity concentration.
For Fe;S at the smallest cell volume, the Ioffe-Regel condition is
reached.

For the highest compression the Ioffe-Regel condition is
reached for Fe;S as x.¢ becomes equal to the mean interatomic
distance within uncertainty.

C. Electronic structure

Most of the electric current in transition metals is trans-
ported by s electrons, which can scatter into d states with a
far lower Fermi velocity [56]. Partially filled d bands with a
high DOS at the Fermi level lead to a high probability of s-d
scattering events, which dominate resistivity over s-s processes
[57].

Site-projected and angular-momentum-decomposed local
densities of states (LDOSs) show similar changes in response
to compression and 7 (Figs. S4 and S5 of the Supplemental
Material [58,59]). Generally, peaks broaden, and the Fe d
LDOS at Ef decreases, resulting in fewer states available
for s electrons to scatter into. The response of the electronic
structure to compression is a dominant feature as dispersion
of electronic bands increases significantly due to stronger
interactions [60] (Fig. S4 in the Supplemental Material [58]).

For increasing T', changes in the DOS are less pronounced
(Fig. S5 in the Supplemental Material [59]) and reflect dynamic
short-range changes in the liquid structure that can lead to
smaller interatomic distances [61] that are also expressed by
thermal pressure [27]. This is a small effect, and the negative
TCR can be observed only when compression and chemical
saturation in the system have been reached.

Electronic states of iron dominate the DOS of the liquid
Fe-S alloys near Er. The densities of states for Fe and Fe;S
are quite similar at the same V and 7 (Figs. S4 and S5 in
the Supplemental Material [58,59]), and the broadenings in
the vicinity of E ¢ due to compression and 7', respectively, are
almost identical. Therefore, sulfur contributes to the overall
resistivity behavior in the Fe-S systems only by shortening x.
through impurity scattering, as discussed in Sec. III B (Fig. 2).
In comparison to silicon and oxygen, sulfur appears to be more
efficient in doing so due to its similar atomic size and the
efficient bonding with iron, resulting in high Fe-S coordination
numbers [17].

D. Thermal conductivity

Since lattice vibrations play only a minor role in heat
transport through metals, the electronic contribution to thermal
conductivity kfﬁ represents total conductivity Ay to a good
approximation [26]. Similar to the results for p, we find the
Kubo-Greenwood values for Ay, (Fig. 1) to be consistent with
the ones for liquid Fe-Si alloys and somewhat larger than
those of Fe-O liquids from previous computations with the
same light-element concentrations [1]. Contrary to electrical
resistivity, we do not see any sign of saturation in Ay, putting
the validity of the Wiedemann-Franz law with a constant
value of the Lorenz number L ~ 2.44 W2/K? from Drude-
Sommerfeld theory in question. Indeed, thermal conductivity
is significantly overestimated by using L, and the resistivity
model (Appendix A) compared to the values computed directly
with the Kubo-Greenwood equations [Eq. (5)].

Recently, electron-electron scattering has been suggested
to contribute significantly to Ay of hcp iron at high P but
not to p [12], an effect that is ignored in the independent
electron approximation of the Kubo-Greenwood approach.
However, it remains an open question to what degree this
contribution affects thermally disordered systems. Electronic
transport critically depends on the electronic structure at
the Fermi level, which is quite different for a high-density
liquid at high 7 compared to a perfect crystal. Until the
influence of electron-electron scattering on transport properties
of disordered 3d transition metals and their alloys is better
understood, values for Ay, from the Kubo-Greenwood approach
should be used with caution.

E. Application to planetary interiors

We convert resistivity values and fits in V-T space
(Appendix A and Table I) to p(P,T) by using the self-
consistently obtained equations of state for Fe;S and Fe;S
(Appendix B and Fig. S6 and Table S3 in the Supplemental
Material [46,62]). Resistivity values for Fe;S and Fe;S (Fig. 3)
are substantially larger than the corresponding ones for pure
iron. While resistivities for Fe;S along different isotherms
continue to show distinctive P trends, they become indistin-
guishable for Fe3;S at high P due to the combined saturation
effects discussed in Sec. III B. For Fe;S, resistivity saturates at
~100 €2 cm, a value which remains approximately constant
and T independent over the P range of the Earth’s outer core,
similar to the behavior of Fe;Si [1].

094307-4



SATURATION AND NEGATIVE TEMPERATURE ...

PHYSICAL REVIEW B 97, 094307 (2018)

TABLE 1. Fit parameters of the models for p(V,T) [Egs. (A2)-
(A4)] and L(V,T) [Eq. (A5)] for liquid Fe, Fe;S, and Fe;S. Uncer-
tainties of the fit parameters are large and exceed their values in most
cases.

Fe Fe,S Fe;S
por (L2 cm) 75.10 89.03 105.2
p1r (L2 cm) 21.48 12.73 12.06
a 0.792 0.389 0.124
b 1.479 1.804 2.686
¢ (u2cm) 747.2 2077 6609
d (U2 cm) 1405 2829 2910
Lz (WQ/K?) 2.005 2.105 1.991
e —0.097 —0.106 —0.228
f 0.041 —0.027 —0.022

There is a large discrepancy between our results and the
high-T' extrapolation of experimental resistivity [8] reported
along model adiabats in the cores of Mars and the Earth [49,63].
Despite the similar compositions between the work presented
here and the experiments (which fall between FesS and Fe;S,
towards the higher sulfur concentration), the experimental
profile for Earth’s core shows significantly lower values, more
consistent with the Kubo-Greenwood results for pure Fe [1,2].
Model values of Suehiro et al. [8] in the P range of the Martian
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FIG. 3. Electrical resistivity of liquid Fe-S alloys as a function of
pressure for Fe;S (top) and Fe;S (bottom). Solid lines are best fits of
a parallel-resistor model to p(V,T) [Eq. (A1)] converted from V-T to
P-T conditions using the equation-of-state fits (Appendix B). Results
from an experimental study [8] along a model areotherm (red line)
and geotherm (blue line) as well as computational results for pure Fe
[1] between 2000 and 8000 K (gray area) are included for comparison.

core are closer to our results (Fig. 3), but the slope (dp/d P)s
in the model based on experiments is significantly larger than
in our work.

A small contribution to the difference between the exper-
imental data and our results may come from the fact that
the experiments have been performed for the solid and the
simulations for the liquid, and resistivity increases discontin-
uously across the melting point for metals and their alloys
at both ambient [64] and high P [65-68]. However, based
on the Ziman approximation [22], this difference is expected
to decrease with P if the density and compressibility of the
coexisting solid and liquid phases become more similar. For
pure iron, for example, this discontinuity is likely to become
negligible at conditions of the Earth’s core [69]. Rather than
the difference decreasing with P as expected, it increases
between the experimental data [8] and our computational
results (Fig. 3).

IV. CONCLUSIONS

We presented electronic transport properties of liquid Fe-S
alloys from DFT-MD simulations at conditions relevant for
the cores of terrestrial planets. We find absolute values of
electrical resistivity and thermal conductivity to be consistent
with those of other Fe-light-element alloys reported in pre-
vious work [1,70], ranging from 75 to 125 42 cm and 30 to
220 W m~! K~!. Fe alloys with low S content exhibit a positive
TCR along isochores, which gradually decreases upon com-
pression. We show that this is due to a compression-induced
resistivity saturation by comparing the electron mean free path
to interatomic distances. For high S concentrations (Fe3S),
the mean free path is further shortened by increased impurity
scattering, sufficient to reach the Ioffe-Regel condition at the
lowest volumes, resulting in a saturation of resistivity. At
these conditions the TCR becomes negative, which is caused
by a decrease in the Fe d density of states at the Fermi
level.

For applications in planetary physics, we provide models
for p(V,T) and A,(V,T) (Appendix A), which, in combina-
tion with a self-consistent thermodynamic equation of state
(Appendix B), can be translated to the P-T conditions of
planetary cores.
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APPENDIX A: MODEL FOR ELECTRICAL
AND THERMAL CONDUCTIVITY

We describe the resistivity behavior p(V,T') with a parallel-
resistor model:

1 1 1
= + + ,
oV, T)  pec(V.T) psa(V)  pa(T)

(Y o (Y ‘T
PBG = Po Vo P1 Vo) T

is the empirical expression used by de Koker ef al. [1] based
on the Bloch-Griineisen formula.

(AD)

where

(A2)

_~
=c| — A3
Psat ( Vo ) (A3)
is a term accounting for resistivity saturation, and
Ty
per =d - (A4)

describes the effect of thermal broadening of the DOS. The
assumptions entering equations (A1)—(A4) are as follows:

(i) Sources of resistivity contributions in Eq. (Al)
are independent, and therefore, conductivities are
additive.

(i1) In the limit of high T, the Bloch-Griineisen formula is
linear in T'. Both residual resistivity [first term in Eq. (A2)] and
the material-dependent prefactor of the second term are well
described by a power law in V/ V.

(iii) Saturation resistivity [Eq. (A3)] is proportional to in-
teratomic distance and therefore increases o«(V/ Vy)!/3. This is
consistent with the saturation resistivities for pure Fe reported
by Ohta et al. [7].

(iv) Since the effect of thermal broadening on the DOS
at Er can be attributed to a resistivity contribution due
to thermal pressure (Fig. S5 in the Supplemental Material
[59]), we describe p. in Eq. (A4) as inversely proportional
toT.

Rather than fitting a model for Ay, directly, we compute an
effective Lorenz number L at each simulation and fit L(V,T)

as [1]
( ) <L )e<7 )f
1) = LR A )

Fit parameters are listed in Table I.

(A5)

APPENDIX B: EQUATION-OF-STATE MODEL

In order to describe electronic transport properties as a
function of P suitable for comparison to experiments and
for applications in planetary models, we fit a thermodynamic
model to the Fe;S and Fe;S results that is based on a separation
of the Helmholtz energy in an ideal gas, electronic and excess
term [71,72]. The volume dependence of the excess term is
represented by Eulerian finite strain f with the exponentn = 2
and a similarly reduced T term ® with the exponent m = 0.79
and expansion orders Oy = 3 and Og = 2, parameters that
describe the results for liquid iron well [1]. Figure S6 in
the Supplemental Material shows the quality of the fit for
E, P, and the electronic entropy Se; of the DFT-MD results
[62]. Thermodynamic parameters at reference conditions are
summarized in Table S3 of the Supplemental Material [46].
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