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We report that the sample miniaturization of first-order-phase-transition bulk systems causes a greater degree of
supercooling. From a theoretical perspective, the size effects can be rationalized by considering two mechanisms:
(i) the nucleation is a rare and stochastic event, and thus, its rate is correlated with the volume and/or surface
area of a given sample; (ii) when the sample size decreases, the dominant heterogeneous nucleation sites that
play a primary role for relatively large samples are annealed out. We experimentally verified the size effects on
the supercooling phenomena for two different types of strongly correlated electron systems: the transition-metal
dichalcogenide IrTe, and the organic conductor 6-(BEDT-TTF),RbZn(SCN),. The origin of the size effects
considered in this study does not depend on microscopic details of the material; therefore, they may often be
involved in the first-order-transition behavior of small-volume specimens.
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I. INTRODUCTION

Most first-order phase transitions are initiated by nucleation,
which is a critical rare event that changes the manner in which
a system subsequently develops over time [1,2]. In general,
the nucleation rate strongly depends on the temperature 7,
and its temperature evolution is often nonmonotonic, as shown
in Fig. 1(a). This nonmonotonic behavior has various conse-
quences for the macroscopic progression of a first-order phase
transition that occurs under continuous cooling at a given rate r
(>0), as schematically shown in Fig. 1(b). First, the first-order
transitions do not occur until supercooling progresses to a
certain extent. This universal propensity is traced to the fact that
the nucleation rate is minuscule at temperatures immediately
below a thermoequilibrium first-order transition temperature
T., which is defined as a temperature at which the free ener-
gies of the high- and low-temperature phases become equal.
Second, a higher cooling rate results in a greater degree of
supercooling because the time spent at each temperature point
becomes more limited. Thus, the experimental transition tem-
perature on cooling 7,2°! is cooling-rate dependent. Third, even
higher cooling rates eventually cause a persistent supercooling
to the lowest temperature because the nucleation rate again
becomes minuscule at sufficiently low temperatures. The most
extensively studied realization of this scenario is classical
liquids [Fig. 1(c)] [3-5]: although all pure and simple liquids
tend to crystalize at a cooling-rate-dependent temperature, this
first-order crystallization transition can be kinetically avoided
under sufficiently rapid cooling. As a result, a nonergodic
structural glass forms below a glass transition temperature 7,
which also depends on the cooling rate.
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Sample miniaturization has been recognized to also be help-
ful in obtaining deeply supercooled liquids [6] or metastable
crystalline solids [7,8]. Overall, the mechanism of this size
effect is twofold. First, when the sample size decreases, the
total number of involved nucleation sites decreases accord-
ingly, which results in a lower chance for nucleation. Second,
in a sufficiently small sample, the dominant heterogeneous
nucleation sites that play a primary role for relatively large
samples are annealed out. Both mechanisms inhibit nucleation
and thus facilitate a prolonged lifetime for metastable solids.

The idea of rapid cooling was recently extended and applied
to first-order transitions in electronic degrees of freedom in
quantum materials (for a review, see Ref. [9]). With the use
of optical/electronic pulses, an unconventionally high cooling
rate such as 102-10° K/s is easily achieved, which enables
certain quantum materials to kinetically avoid a first-order
phase transition in the charge [10,11] or spin [ 12—18] degrees of
freedom. As a result, a quenched electronic/magnetic state that
differs from the ground state is realized at low temperatures;
such quenched states can also be used as a nonvolatile state
variable in the design of phase-change memory functions
[11,16]. However, the possible role of the sample size in
supercooling phenomena has been examined only in limited
quantum materials, such as VO,, in which a greater degree
of supercooling is observed for a smaller sample [19,20]. In
this article we investigate the size effect for two distinct quan-
tum materials: the transition-metal dichalcogenide IrTe, and
the organic conductor 6-(BEDT-TTF),RbZn(SCN),, where
BEDT-TTF denotes bis(ethylenedithio)tetrathiafulvalene.

II. NUMERICAL SIMULATIONS

Before presenting the experimental results, we present an
overview of the correlations among supercooling phenomena,

©2018 American Physical Society
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FIG. 1. (a) Schematic of the temperature dependence of the
nucleation rate. (b) Corresponding temperature dependence of the
volume fraction of the low-temperature phase under various cooling
rates r (>0). As the cooling rate increases (r; < r, < r3), the first-
order transition occurs at a lower temperature. At the highest cooling
rate r3, the first-order transition is kinetically avoided to the lowest
temperature. (c) Corresponding enthalpy- (or volume-) temperature
profiles of classical liquids.

which include the kinetic avoidance of first-order transitions,
rapid cooling, and/or sample miniaturization.

A. Phenomenological description of the nucleation
rate in a given mass

The nucleation rate in a given mass 1(T) (s~') is generally
dictated by the sum of the homogeneous and heterogeneous nu-
cleation rates in the bulk and the nucleation rates at the surfaces.
Heterogeneous nucleation indicates nucleation at defects, such
as impurity atoms, vacancies, and dislocations. For simplicity,
we represent the nucleation rate at a certain type of defect with a
single value lgefect, j (1) (s™"), where j is an index that specifies
the type of defect. Thus, the total heterogeneous nucleation rate
in the bulk is approximately given by Zj Tgetect, j (T ) Neefect, j »
where Ngefecr,; 18 the total number of j defects contained
in the sample and should be proportional to the sample
volume V, as long as defects are uniformly distributed in the
sample. Therefore, the heterogeneous nucleation rate can be
normalized with respect to V, and the normalized value is
called the heterogeneous nucleation rate density and defined

as if},ejt'ero(T) = Idefect,j(T)pdefecl,j (Sil m73)7 where Pdefect, j is
the density of j defects, Ngefect,j/ V. Similarly, one can also
consider the homogeneous nucleation rate density i™™(7’)
(s~!' m~?). The nucleation rates at the sample surface is
proportional to the surface area S; thus, the normalized surface
nucleation rate is defined as is(T) (s~! m™2).

Thus, for example, the total nucleation rate /(7T) in a
rectangular-parallelepiped-shaped sample with x, y, and z
planes is approximated as

1<T)=V{i‘3°m°(T>+Zi3?;“°(T)}+ > Suisa(T),
j k=x,y,z
M

where Sy and i, ; represent the surface area and the normalized
surface nucleation rate, respectively, for the k plane (k =
x,y,z) [21]. Which term is dominant depends on the system
details, and the resolution of this issue is beyond the scope
of this paper. Nevertheless, Eq. (1) explicitly shows that
nucleation events become less frequent as the sample size is
decreased in terms of both V and S, a natural consequence of
the fact that nucleation is a rare event in a given system. The
purpose of the following section is to show that, in regards
to the supercooling phenomena, sample miniaturization is
qualitatively similar to the application of rapid cooling.

B. First nucleation event during continuous cooling

To simulate a first nucleation event that occurs during
continuous cooling at a given rate r (>0), we set t =0 as
the moment when the simulation temperature passes through
the thermodynamic 7;. The probability p(¢)dt that the first
nucleation event occurs at a time interval between ¢ and ¢ + dt
is extracted from the Poisson distribution:

p(t)dt = I[T(¢)]dt exp [—/ I[T(r’)]dt’}, 2)
0

where exp[---] is the probability that no nucleation event
occurs until the considered time interval is reached. Hence,
the probability P(T)dT that the first nucleation event occurs
at a temperature interval between T and T — dT is

T

P(T)dT = {I(T)/r}dT exp [—/ C[I(T’)/r]dT’i|. 3)
T

Note that the nucleation rate /(7)) and cooling rate r in
Eq. (3) always appear as a pair in the form /(7)/r, which,
regarding the probability of the first nucleation, explicitly
shows the equivalence between the suppression of /(7) and the
application of a higher cooling rate. As described in Eq. (1),
sample miniaturization in terms of both V and S is a facile
method to decrease the I(T") of a specimen.

C. Exemplary studies

To gain further insights into the impact of sample miniatur-
ization on supercooling phenomena, we address the simplest
case where nucleation occurs exclusively at a certain type of
defect in the bulk, namely, I(T) ~ Vif,‘ete“’(T). Thus, Eq. (3)
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FIG. 2. Modeled temperature dependence of the nucleation rate
density i"° for the simulation. The linear-scale representation is
shown in the Supplemental Material Fig. S1 [24]. For the details of
the functional form, see Ref. [22].

18 rewritten as

P(T)dT = i}*(T)(V/r)dT
Tc
X exp |:—(V/r) f icetem(T’)dT’}. 4)
T

In this study we modeled if,‘ete“’(T), as shown in Fig. 2 (T; =
100 K; for more details, see Refs. [22,23]), and calculated P(T)
for various V/r, as shown in Fig. 3(a). The peak temperature
Tpeax in each P(T') curve is plotted as a function of V/r in
the right axis of Fig. 3(b), where the error bars represent the
full-width of half-maximum. To determine whether nucleation
events can statistically be expected during cooling to zero
temperature, we also calculated Ppycleation = fOTC P(T)dT, as
shown in the left axis of Fig. 3(b).

As an exemplary approach, we consider the case where the
growth speed of the phase front of the post-critical nucleus is
sufficiently fast such that a single nucleation event immediately
completes a first-order phase transition in the whole sample
volume. In this case, the transition is manifested as an abrupt
jump, as schematically shown in Fig. 1(b), and supercool-
ing phenomena are well represented by the kinetics of first
nucleation, which is summarized in Fig. 3(b). Overall, the
transition behavior that varies with V /r is categorized into two
regimes: “the slow-cooling regime,” in which the first-order
transition (abruptly) occurs after certain supercooling, and “the
quenched regime,” in which the transition is kinetically avoided
to the lowest temperature [9]. In Fig. 3(b) the slow-cooling
regime encompasses a relatively large V/r (e.g., V/r > 0.33),
which corresponds to a slow-cooling experiment and/or a large
sample. In this V/r range, Pyycleation 1S greater than 0.9; thus,
the transition almost invariably occurs during cooling at a
temperature near Tpeqx . In the large V/7 limit, Tpe.x asymptoti-
cally approaches the thermodynamic 7, (= 100 K). When V /r
decreases from the large limit, Tyeqr is increasingly lowered
[Fig. 3(b)] and eventually reaches the peak temperature of
ii‘ete“’(T) (=50 K). The quenched regime then sets in (e.g.,
V/r < 1072), where the transition is statistically not expected
because of the low values of Ppycleation (less than 0.1). When
the surface nucleation is dominant [i.e., I(T) ~ Sis(T)], V in
the above discussion should be substituted with .S, but such a
modification does not affect the qualitative conclusion above,
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FIG. 3. (a) Calculated probability distribution function P(T')
regarding the occurrence of the first nucleation event. The calculation
was performed according to Eq. (4). The linear-scale representation is
shown in the Supplemental Material Fig. S2 [24]. (b) V /r dependence
of the success probability of nucleation during cooling to zero
temperature (the left axis) and the peak temperature of P(7") (the right
axis). The error bars correspond to the full-width of half-maximum
of P(T) in (a). The unit of V/r is K~! s m3.

namely, the slow-cooling and quenched regimes emerge as a
function of S/r.

However, one should note that the size effect in real systems
would not be as simple as that discussed. Below, we show two
extreme cases where the sample miniaturization does not affect
supercooling at all. The first example is when the growth speed
is zero. In this case, at a given T, the ratio of nucleated sites to
the total potential nucleation sites a(7") is given as

TI.
a(T)=1—exp |:_f Idefect(T/)/rdT,i|' ®)
T

Obviously Eq. (5) is V independent, indicating that, in the limit
of zero growth speed, no impact of the sample miniaturization
is expected. Nevertheless, a(7") depends on r (for details, see
the Supplemental Material Fig. S3 [24]).

The second example is when, although the growth speed
is sufficiently fast, the continual growth of the post-critical
nucleus is stopped at certain pinning sites of extrinsic origin.
In this case, each nucleation event is accompanied by the
phase transition of only a certain volume, and thus, the low-
temperature state consists of multiple domains. Hence, the
temperature evolution of the low-temperature-phase volume
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FIG. 4. Temperature dependence of the calculated volume frac-
tion of the low-temperature phase, which consists of multiple domains
with a volume of vp. The calculation was performed according to
Eq. (6), and the considered cooling rate is displayed with respect to
vp multiplied by a certain coefficient, the unit of which is K s™! m™3.

fraction ¢(T') is given as
T.
¢(T)=1—exp [—(vD/r)/ ii‘ewr"(T’)dT’} (6)
T

where vp is the typical domain size and pjf., < vp <K V
is assumed for simplicity. Note that, in this regime, ¢(7T') is
independent of the macroscopic volume V. The temperature
profile of ¢(7T) is continuous (Fig. 4) because numerous
nucleation events are involved in the phase transition process;
therefore, the degree of supercooling can be defined only
approximately (for more details, see the Supplemental Material
Fig. S4 [24]). Nevertheless, it is graphically clear that a
higher cooling rate tends to shift the characteristic transition-
temperature range toward lower temperatures. Thus, similar to
the case of Fig. 3(b), the slow-cooling and quenched regimes
emerge, with the cooling rate as the only control parameter
(Supplemental Material Fig. S4 [24]). When V < vp (i.e., in
the monodomain regime), the size effect should appear, as
discussed in Fig. 3(b).

Up to this point, we have shown that although the size effect
appears when a single nucleation event is sufficient to complete
the phase transition, the sample size becomes irrelevant when
numerous nucleation events are involved even in the slow-
cooling limit and, thus, the impact of the first nucleation is
minuscule. Real systems are mostly in an intermediate state be-
tween these extreme conditions, namely, the nucleation events
involved are neither single nor numerous, and the growth speed
is neither zero nor infinite. Thus, the sample miniaturization
in terms of both V and S is expected to more or less affect
the degree of supercooling, but its dependence would be less
pronounced than expected from Eqgs. (1) and (3). The origin of
the size effect is ultimately traced to the fact that the initiating
process of the first-order phase transition, nucleation, is a rare
and stochastic process.

D. Crossover regarding the nucleation mechanism

Asdescribed in Eq. (1), the dominant nucleation mechanism
can vary with sample size and shape. Although the bulk

nucleation should be dominant in a sufficiently large sample
[i.e., I(T)~ V], it would be superseded by surface nucle-
ation in a sufficiently small sample [i.e., I(T) ~ S ~ V23]
because of an enhanced surface-to-volume ratio. When such a
bulk-to-surface crossover occurs upon sample miniaturization,
the surface area would be a more appropriate parameter to
consider.

So far we have implicitly supposed that Eq. (1) holds
upon sample miniaturization. However, this is not always the
case: when V < ,od_e}em, the small sample does not contain
the defects that play a primary role in nucleation for a large
sample. In such a case, the second dominant term for a large
sample becomes the primary term for a sufficiently small
sample. In this crossover regime associated with heterogeneous
nucleation, /(7")/r in Eq. (3) may exhibit a more pronounced
change under V variation than r variation when either V or
r is changed, for instance, by one order of magnitude. This
situation appears to be relevant to the case of Ir'Te, (see below).

III. EXPERIMENTAL RESULTS

To experimentally test the discussed possible size effects, it
is imperative to track how the degree of supercooling 7.
systematically varies with the sample size and/or cooling
rate. In this study we targeted two different materials: the
transition-metal dichalcogenide IrTe, and the organic con-
ductor §-(BEDT-TTF),RbZn(SCN),. Both materials exhibit a
first-order transition accompanied by a clear resistivity change;
thus, standard resistivity measurements enable us to address the
change of 7!, which is defined as the onset temperature of
the transition. For the details of the sample preparation, see the
Supplemental Material [24].

A. Transition-metal dichalcogenide, IrTe,

IrTe, has a Cdl,-type layered structure that consists of
stacked layers of IrTes octahedra. Upon cooling, this material
exhibits two successive first-order phase transitions at ~280
and ~180 K, which are associated with the coupling between
the lattice and the charge [25-27]. In this study we examined
the sample-miniaturization effect on the transition at ~280
K, where the unit cell changes from the original 1 x 1 x 1
structureintoa 5 x 1 x 5 structure, which has a fivefold greater
periodicity in the a and ¢ axes [28,29].

Figure 5(a) shows the temperature dependence of the
resistivity measured at a fixed rate of 3 K/min for three
selected IrTe, samples with different volumes (1.4 x 10°,
2.1 x 10%, and 8.9 x 10" um?, the surface areas of which are
4.2 x 10*,8.3 x 102, and 6.2 x 10? umz, respectively); TCC""l
for all of the examined samples is summarized in terms of the
volume in Fig. 5(b) (for the graph plotted against the sample
surface area, see the Supplemental Material Fig. S6 [24]).
Note that 72°! systematically shifts toward low temperatures
when the volume decreases. Although 7! varies from one
cooling cycle to the next (see the Supplemental Material
Fig. S7 [24]) and should therefore be discussed with a certain
error bar, the largeness of the degree of supercooling is well
above this uncertainty [Fig. 5(b)]. Additionally, the cooling-
rate dependence was not clearly observed beyond the error
bar for all of the examined samples (Supplemental Material
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temperature by repeating certain experiments; the observed variations
in 7! or T are represented by error bars. The broken lines are
drawn as a guide for the eyes. For the graph plotted against the sample
surface area, see the Supplemental Material Fig. S6 [24].

Fig. S7 [24]). Thus, in the examined samples and cooling-rate
range, the V dependence (or S dependence) of supercooling
is more pronounced than the r dependence. This behavior
is explained by supposing that the dominant term in Eq. (1)
changes as the sample size decreases: the crossover regarding
the dominant nucleation mechanism may be hetero-to-hetero,
hetero-to-homo, or bulk-to-surface. We also note a salient size
effect on 72! in the other transition-metal dichalcogenide
1T-TaS, [30,31], regarding a first-order transition between
“the nearly commensurate charge density wave (NCCDW)”
and “the commensurate charge density wave (CCDW)”; how-
ever, the size effect on the nucleation probability has not been
discussed.

Although our main focus in this study is supercooling
phenomena that accompany the sample miniaturization, we
also plotted T"** in Fig. 5(b) and found that in contrast to
Too! Theat jg much less sensitive to the sample volume (similar
to 17-TaS, [30,31]). The nearly constant Tcheat presumably
indicates that the thermodynamic 7, is not substantially

affected by the sample miniaturization in the present range.
At a minimum, in ordinary liquids, a “crystallization tem-
perature” (=7.°") can widely vary with the experimental
temperature-sweep rates and/or boundary conditions such as
a container, whereas the “melting temperature” (=T") is
notably insensitive to them [32].

B. Organic conductor, -(BEDT-TTF),RbZn(SCN),

We performed similar experiments for
0-(BEDT-TTF),RbZn(SCN)4 (abbreviated as 6-RbZn). The
crystal structure consists of alternating layers of conducting
BEDT-TTF molecules and insulating RbZn(SCN)4. Upon
cooling, this material exhibits a first-order phase transition
from a semiconducting charge-itinerant state to an insulating
charge-ordered state at 190-200 K [10,33-36]. Because of
the charge ordering, the structure of the conducting a-c plane
changestoa 1 x 2 structure (i.e., a twofold greater periodicity
in the ¢ axis), and a horizontal charge stripe with a charge
disproportionation ratio of 0.15 : 0.85 is formed [34-36]. This
charge ordering is accompanied by a large resistivity increase
of several orders of magnitude.

Figure 6(a) shows the temperature dependence of the resis-
tivity measured at a fixed sweep rate of 0.11 K/min for three
6-RbZn samples with different volumes (3.4 x 10°,1.9 x 10%,
and 2.7 x 10? /Lm3, the surface areas of which are 3.6 x 10°,
4.0 x 10%, and 1.0 x 10® um?, respectively). As in the case
of IrTe,, T systematically shifts toward low temperatures
when the volume decreases, whereas TChehlt is nearly volume in-
dependent. The temperature-sweep-rate-dependent variations
of the transition behavior are displayed for the largest sample
in Fig. 6(b). A higher cooling rate reasonably results in a
larger degree of supercooling, whereas TCheat is insensitive to
the heating rate. The temperature-sweep-rate dependencies for
the other two samples are shown in the Supplemental Material
Fig. S8 [24].

Figure 6(c) summarizes the volume dependencies of T,
and T4 measured at different temperature-sweep rates (for
the graph plotted against the surface area, see the Supplemental
Material Fig. S9 [24]). The same data sets are also displayed as
a function of the temperature-sweep rate in Fig. 6(d). 7°°! and
The are defined as the onset temperatures of the transitions
seen in the logarithmic scale (for details, see the Supplemental
Material Fig. S10 [24]. If 7! and T are defined in the
linear-scale conductivity plot, the values of T.°°°! and Thea
change slightly. Nevertheless, the global tendency of Fig. 6(c)
is affected only weakly; see the Supplemental Material Figs.
S11 and S12 [24]). A comparison of Figs. 6(c) and 6(d) shows
that, in contrast to the case of IrTe,, 7°°! more clearly depends
on r than on V (or S) in 6-RbZn. This tendency implies that
multiple nucleation events are involved in the first-order phase
transition.

In addition, the resistivity of the low-temperature phase
decreases by orders of magnitude when the volume decreases
[Fig. 6(a)]. This decrease does not appear to be attributable to
an imperfect phase transition: At least in the case of the crystals
with V = 3.4 x 10° and 1.9 x 10* um3, almost the entire
sample volume appears to enter the charge-ordered phase
at low cooling rates because the low-temperature resistivity
at 0.11 and 0.45 K/min are in good agreement with each
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most supercooled sample (V = 2.7 x 10? um?); thus, the error bars
of T and T™* are within the symbol size. For the graph plotted
against the surface area, see the Supplemental Material Fig. SO [24].

other (see the Supplemental Material Fig. S8 [24]). Thus, the
decrease in resistivity cannot be straightforwardly accounted
for from a transition-kinetics perspective; presumably, another
scenario must be employed. For example, the electronic states
may vary between the bulk and the surface, which would result
in the surface-to-volume-ratio-dependent measured resistivity.
This issue is likely related to the microscopic details of the
material and is therefore beyond the scope of the present
study.

IV. DISCUSSION

In this study we have shown that the sample miniaturization
in terms of both V and S affects the nucleation kinetics and
thus results in a greater degree of supercooling. This size
effect may often be involved in a first-order phase transition in
thin films and devices because the volume of such systems is
substantially smaller than that of bulk crystals. However, when
considering 7. in such systems, one has to note that 7,°°°!
is also affected by the thermodynamic 7¢. For example, when
a thin film is clamped by the substrate, the lattice constants
may differ from those of the corresponding strain-free bulk
sample. Moreover, the chemical composition may be unin-
tentionally changed from that of the bulk during fabrication
of the thin film or device. These effects can potentially change
the thermodynamic 7. and thus TC°°°1. Therefore, we refer to
them as thermodynamic effects, and they should be considered
separately from the kinetic effects that arise from the sample
miniaturization and/or temperature-sweeping rates. Provided
that 7 in quantum materials is generally only weakly
affected by the kinetic effect (which is at least the case for
IrTe, and 6-RbZn in the present range), Tcheat may serve as
a facile criterion to determine whether certain thermodynamic
effects are involved in 7°°! of a small-sized sample of interest.

The size effects may also provide a unique perspective on
the relationship between the sample quality and the degree
of supercooling. In disordered materials, the low-temperature
phase likely consists of multiple domains, the size of which
vp is dominated by the sample quality. For the given i"*™(T")
(Fig. 2), the critical cooling rate that separates the slow-cooling
and quenched regimes is &~10V for the monodomain situation
[Fig. 3(b)], whereas itis ~10vp (vp < V) for the multidomain
situation (Fig. 4). Thus, the low-quality or multigrain sample
is more likely to enter the quenched regime at a given cooling
rate than a clean sample with the identical macroscopic volume.
In fact, in certain disordered skyrmion-hosting chiral magnets
such as CogZngMny [37] and Fe;_,Co,Si [38], a first-order
transition from the magnetic skyrmion lattice (SkL) to conical
phases is kinetically avoided even at a low cooling rate of
1 K/min, whereas a cooling rate greater than 2 x 10° K/min
is required in the nominally clean MnSi with a comparable
sample size [16]. The large difference in critical cooling rate
can be attributed partly to the difference in the domain size
of SkL. Nevertheless, it should be noted that the disorders
generally play multiple roles; depending on the type, the
disorders may facilitate heterogeneous nucleation.

V. CONCLUSION

A smaller sample size causes a greater degree of super-
cooling, and we have experimentally verified this propensity
at least qualitatively in two different strongly correlated elec-
tron systems: the transition-metal dichalcogenide IrTe, and
the organic conductor 6-(BEDT-TTF),RbZn(SCN),s. When
considering the transition behaviors of small-sized first-order-
phase-transition systems such as devices and thin films, kinetic
effects on supercooling may be involved in addition to ther-
modynamic effects on 7;. Our findings also indicate that the
critical cooling rate of the material, above which the quenched
regime sets in, can be controlled through design of the sample
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size, potentially facilitating the realization of the quenched
state at experimentally accessible cooling rates.
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