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Using density functional theory, we explore a range of charge density wave states (CDWs) in tantalum-based
transition-metal dichalcogenide monolayers. The high-symmetry states of the 1H phases of TaX2 (X = S, Se,
Te) are lower in total energy compared to the 1T variants, while the 1T phases exhibit a much stronger tendency
for CDW formation. The stability of several CDWs is found to be stronger as the chalcogenide is changed in
the sequence (S, Se, Te), with the tellurium-based systems exhibiting several CDWs with binding energy per
formula unit in the range of 100 meV. These 1T CDW phases are lower in energy than the corresponding 1H

CDW phases. The diversity of CDWs exhibited by these materials suggests that many “hidden” states may occur
on ultrafast excitation or photodoping. Changes in electronic structure across the TaX2 series are also elucidated.
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I. INTRODUCTION

Transition-metal dichalcogenides (TMDs) are quasi-two-
dimensional materials exhibiting a wide variety of tunable
properties that are of both fundamental and applied interest
[1,2]. Depending on the composition, structure, number of
layers, temperature, doping, and strain, these materials exhibit
metallic, superconducting, semiconducting, or insulating be-
havior. Additionally, they exhibit a rich variety of different
charge density wave (CDW) states [3]. The observation of the
coexistence of CDW and superconducting phases in tantalum-
based TMDs is of particular fundamental interest, providing
a new class of materials where the interplay of these phases
can be systematically tuned and explored. More recently, new
“hidden” CDW phases have been identified using ultrafast
pump-probe experiments.

In TaX2 (where X = S, Se, and Te) multiple charge density
waves have been experimentally observed in either monolayers
or in the bulk. Extensive experimental literature indicates that
bulk 1T -TaS2 forms a commensurate CDW (CCDW) at low
temperatures that involves a contraction of the 12 Ta atoms
about a central Ta atom (see Fig. 1). The six nearest neighbors
form the B sites, and the next-nearest neighbors form the C
sites around the central A site, forming a Star of David (SoD)
unit. Dense packing of SoD units into the hexagonal lattice
requires a rotation of the new primitive lattice vectors of around
13.6◦ from the high-symmetry lattice vectors, as illustrated
in Fig. 1, and this rotation is clearly evident in diffraction
experiments [4]. When heated slowly, the CCDW undergoes
a phase transition to a nearly commensurate CDW (NCCDW)
at 180 K, then from the NCCDW to an incommensurate CDW
(ICCDW) at 350 K, and, finally, from the ICCDW to the
high-symmetry, hexagonal phase at 550 K [5–8]. A similar SoD
CCDW structure has been observed in 1T -TaSe2; however, a
direct transition to an ICCDW phase is observed at 430 K with
no intermediate NCCDW phase [9]. More recently, the role
of metastable phases in tantalum-based CDWs has attracted
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attention due to the observation of “hidden phases” induced
by ultrafast excitation or by photon doping of 1T -TaS2 [8].

Several different CCDWs have been observed in 1T -TaTe2:
A 3 × 1 CCDW structure involving contractions of the inter-
mediate sites away from the edges of the unit cell has been
observed at room temperature [10], and a 3 × 3 structure has
been observed at 77 K. The bulk 2H structures are also known
to exhibit CDWs, with 2H -TaSe2 displaying a 3 × 3 structure
below 122 K [3]. These and other CDWs can also occur in other
TMDs. For example, 1T -TiSe2 exhibits a CDW below 232 K
with a 2 × 2 unit cell that involves displacement of both the
Ti and the Se atoms [11,12], and 2H -NbSe2 displays a 3 × 3
CDW below 35 K [3].

A number of superconducting transitions have been ob-
served at low temperatures under different conditions. Electron
doping (using intercalated Fe, Li, or Cu) yields a supercon-
ducting transition in 1T -TaS2[7,13,14], while the application
of pressure can result in the coexistence of a NCCDW
and a superconducting state in 1T -TaS2 [5,6]. Varying the
ratio of S and Se in 1T -TaSxSe2−x [15] or Se and Te in
1T -TaSexTe2−x [16,17] also results in a superconducting state.
Additionally, in 1T -TaSexTe2−x there is a transition between
two different CCDWs. In 2H -TaS2, doping with Ni sup-
presses the CDW while increasing the superconducting critical
temperature [18–20].

Computational and theoretical studies of tantalum-based
TMDs have utilized both parametrized tight-binding models
and density functional theory (DFT). Tight-binding models
have proven effective in predicting CDW states of bulk
1T -TaS2 and 2H -TaSe2 [21–23] and in describing many
aspects of the fundamental physics of these systems, although
parameterized tight-binding models require DFT calculations
to be accurate [24]. Additional studies have also included
hybrid functionals to study the in-plane gap in bulk 1T -TaS2

due to the formation of a CDW [25]. Density-functional-
based calculations have predominantly focused on one CDW,
while the comprehensive early work of Sharma, Nordström,
and Johansson [26] examined the 1T -TaX2 compounds for
supercells corresponding to different single-�q CDW structures.
Although that study focused on the Fermi surface of the
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FIG. 1. The Star of David structure (SoD). Labeled are �a′ and
�b′, the new lattice vectors of the

√
13 × √

13 supercell. Also shown
are �a and �b, the primitive lattice vectors. The three unique sites of
Ta atoms in the SoD structure (A, B, and C) are labeled. The CDW
contraction involves a shortening of the A-B and A-C distances along
with a rotation of 13.6◦ relative to the primitive lattice vectors. Charge
accumulation is more pronounced on the A site than the B sites.

materials, it demonstrated that there are additional metastable
phases in 1T -TaS2 and 1T -TaSe2. The physical origin of the
insulating gap in 1T -TaS2 has been the topic of several studies
[22,24,27], and the effects of strain [28] and doping [16] on
this material have been explored. The phonon dispersion of
the high-symmetry phases of 1T -TaS2 [25,27,29], 2H -TaS2

[25], and 1T - and 1H -TaSe2 [20,30,31] has been calculated,
showing instabilities with wave vectors that point to the
formation of CCDWs.

In this paper we examine the ground-state energy for
both 1T - and 1H -TaX2 (X = S, Se, Te) monolayers (see
Fig. 2) to determine the tendency of tantalum dichalcogenides
monolayers to form a range of competing CDW states. The
ability to experimentally control such states will provide new
avenues to tune and explore the interplay between CDW
formation, metal-insulator transitions, and superconductivity.

This paper is arranged as follows. The next section describes
the computational methods, Sec. III contains the results and
discussion, and Sec. IV provides a summary and outlook. Note

FIG. 2. The 1T (left) and 1H (right) primitive structures of TaX2.
The 1T structure has octahedral symmetry (top left), while the 1H

structure displays trigonal prismatic symmetry (top right). The bottom
illustrations are side views of the first plane of atoms.

that throughout the paper we use “binding energy” as a general
term referring to the difference in energy between a state that
we are testing and a reference state. We define this difference
so that a positive binding energy indicates that the tested state
is lower in energy than the reference state.

II. COMPUTATIONAL METHODS

DFT calculations were performed with the Vienna Ab
intio Simulation Package (VASP) [32–35] using projector
augmented-wave pseudopotentials [36,37]. For calculation of
the lattice parameters the local-density approximation (LDA)
using the Ceperley and Alder (CA) exchange and correla-
tion functional was implemented [38]. For ionic relaxation
and ground-state energy calculations the generalized gradient
approximation (GGA) was implemented using the Perdew-
Burke-Ernzerhof (PBE) exchange and correlation functional
[39]. A variety of other density functionals are available, and
the van der Waals interaction is now included in many of
them. Several different formulations are available, and some
are able to capture the experimental interatomic spacing of
layered chalcogenides quite accurately [25,40,41]; most re-
cently, better approximations to band gaps have been produced
[40]. To test the robustness of our methods, we checked the
stability of several cases using the functional optB86b [42–46]
which is available in VASP and that has shown promising results
for the lattice constants of high-symmetry states of layered
chalcogenides [25].

It is well known that the LDA-CA exchange functional
typically underestimates lattice parameters, while the GGA-
PBE functional typically overestimates them. Consistent with
this observation, a recent study found that for 5d transition
metals LDA-CA provides better lattice parameters, while
GGA-PBE typically has a larger percentage error compared
to experimental values [47]. Although atomic energies are
typically better predicted using GGA-based functionals, there
is some uncertainty in deciding the lattice parameters to use
in the PBE-GGA calculations. Common choices are the use of
experimental lattice parameters and lattice parameters at the
LDA-CA minimum and the lattice parameters at the GGA-PBE
minimum. Following common protocols, in our calculations
we used LDA-CA lattice parameters and GGA-PBE energies.
For 1T -TaX2 systems the calculated lattice parameters were
within around 1% of previous theoretical calculations [48],
and the systematic energy differences due to changes in lattice
parameters of this order are at most a few meV per formula unit.

For the high-symmetry primitive unit cells the in-plane
lattice parameter was varied in increments of 10−4 Å, and for
each unit cell the ionic sites were relaxed using the LDA-CA
functional such that the ionic forces were less than 0.01
eV/Å. This yielded a local minimum in the LDA-CA energy
for the high-symmetry structure. For comparisons of energy
the GGA-PBE energy is evaluated using the high-symmetry
structure at the LDA-CA minimum. Alternate strategies can
and have been used, including using experimental values of
the lattice parameters to evaluate the GGA-PBE energy, using
the GGA-PBE energy at the GGA-PBE minimum structure,
etc. Differences in energy are of the order a few meV, which
should be considered a systematic error in the analysis. None
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TABLE I. Table of k-point grids used for each choice of the unit cell and calculation being performed. An initial relaxation of the lattice is
followed by a finer relaxation of the ionic positions and, finally, the electronic relaxation and density of state calculations.

Unit cell Lattice relaxation Ionic relaxation Electronic relaxation Density of states

1 × 1 × 1 11 × 11 × 1 11 × 11 × 1 25 × 25 × 1 35 × 35 × 1
3 × 1 × 1 4 × 12 × 1 6 × 18 × 1 11 × 33 × 1 15 × 45 × 1
4 × 1 × 1 4 × 16 × 1 4 × 16 × 1 8 × 32 × 1 11 × 44 × 1
2 × 2 × 1 8 × 8 × 1 11 × 11 × 1 21 × 21 × 1 27 × 27 × 1
3 × 3 × 1 6 × 6 × 1 8 × 8 × 1 21 × 21 × 1 25 × 25 × 1√

13 × √
13 × 1 6 × 6 × 1 8 × 8 × 1 15 × 15 × 1 21 × 21 × 1

of the conclusions drawn in the analysis below are altered by
using these different energy definitions, although, of course,
the absolute energies differences are different on the scale of a
few meV. Use of a coarse �k mesh or a weaker force convergence
criterion can lead to similar energy differences.

Analysis of CDW states starts by forming unit cells that
are commensurate with the target structure. The initial lattice
positions and cell volume are found by combining a number of
high-symmetry unit cells to form a system having the number
of atoms and stoichiometry of the target structure. A random
displacement of all Ta atom in-plane coordinates in the ranges
1%–3% and −1% to −3% is then imposed on the structure,
and full ionic relaxation of the distorted structure is carried
out using the parameter (ISIF-tag = 4) in VASP with a force
convergence criterion of 0.1 eV/Å. During the fixed-volume
relaxation the c-axis lattice parameter is never smaller than
17 Å. The change in total energy as a result of this decrease
in the interlayer distance is less than 0.5 meV and thus is
not considered consequential for the in-layer relaxation. After
convergence, the c-axis lattice parameter is reset to 23.6 Å to
prevent interlayer interactions. As in the high-symmetry cells,
the structure at the LDA minimum is taken to be the most
accurate estimate of the CDW state, and its energy is found
by evaluating the GGA energy of this structure. During the
ionic relaxation, an energy cutoff of 650 eV is used. After the
supercell relaxation, the volume of the system is fixed, and an
addition relaxation of the atomic forces is carried out to less
than 0.01 eV/Å. Finally, the electronic structure was calculated
with an energy cutoff of 500 eV. All energies are converged to

FIG. 3. The distortion of Ta atoms in the 3 × 3 CDW in 1T -TaTe2.
The superlattice vectors (�a′ and �b′) are pictured, and the four sites (A,
B, C, and D) are labeled. Charge accumulates around the A site with
contraction of the A-B, A-C, and B-C interatomic distances. The C-D
distance remains similar to the high-symmetry structure, but the B-D
and C-C distances are larger than in the high-symmetry case.

within 0.1 meV, so that numerical convergence errors in the
reported energies are small.

Because of the different sizes of the unit cells for different
CDW structures, each calculation used a different set of �k-point
grids, which are reported in Table I. All calculations were
performed allowing for spin polarization. A real-space pro-
jection of the charge density was generated after relaxing the
lattice vectors of the

√
13 × √

13 × 1 and 3 × 3 × 1 unit cells.
Calculations of the binding energy required spin-polarized,
atom-only calculations for each element. This was performed
using a �-point-only mesh, with an energy cutoff of 500 eV in
a noncubic 12Å × 13Å × 14 Å unit cell. These energies were
subtracted from the ground-state energies of each structure to
obtain the binding energies.

CDWs in the 1T and 1H structures for TaX2, with X

representing S, Se, and Te, are analyzed in the next section. In
addition to the high-symmetry structures, five different CDWs
are studied using supercells of the same symmetry, as listed in
Table I. An example of the relaxed in-plane Ta structure and the
distortions of the Te atoms in the 3 × 3 CDW of 1T -TaTe2 are
presented in Figs. 3 and 4, respectively. Figure 4 compares the
side view of the CDW unit cell in the high-symmetry structure,
where the positions of the Te atoms are symmetric, to that of
the 3 × 3 CDW, where there are significant distortions in the
positions of the Te atoms. Surprisingly, as discussed in the next
section, the Ta-Te distance remains unchanged in the CDWs,

FIG. 4. Side views of the high symmetry (top) and 3 × 3 CDW
(bottom) in 1T-TaTe2. In the bottom plot, the Ta sites are labeled
according to the definitions in Fig. 3. This highlights the buckling of
the Te sites and the increase in the Te-Te layer thickness.
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FIG. 5. The distortions of Ta atoms in the four-atom striped CDW
occurring in 1T -TaSe2 and 1T -TaS2. Only the supercell lattice vectors
(�a′ and �b′) are given, and the four unique sites (A, B, C, and D)
are labeled. This CDW involves a shortening of the B-C distances,
while the A-B and C-D distances remain nearly the same as in the
high-symmetry structure.

while the bond angles change to accommodate changes in the
Ta-Ta distances.

It is also important to note that the CDW states within one
class may vary from one system to another, as illustrated for
the 4 × 1 CDW, where the internal structure is different for
X = Se compared to the X = Te case (see Figs. 5 and 6,
respectively). In TaX2 there is thus a diversity of CDW states
with different symmetries, and within each symmetry class
there are differences in the internal CDW structure.

III. RESULTS

A. High-symmetry structures

The total energies of the high-symmetry 1T and 1H phases
along with their binding energies are given in Table II. For
all three choices of chalcogen the 1H phase displays a larger
binding energy, although the Ta-X bond length is essentially
the same in the 1H and 1T phases for each chalcogen atom
(see Table III). The lattice parameters for X = S, Se are
somewhat larger in the 1T phase, while for X = Te the 1H

phase has a slightly larger lattice parameter. Overall, the lattice
parameters and the height of the monolayer differ by only
a couple of percent between the 1T and 1H phases. The

FIG. 6. The distortion of Ta atoms in the four-atom striped CDW
occurring in 1T -TaTe2. Only the supercell lattice vectors (�a′ and
�b′) are pictured, and the four unique sites (A, B, C, and D) are
labeled. This CDW involves a shortening of the A-B, B-C, and C-D
distances; however, the B-C contraction is less than the A-B and
C-D contractions. Combined with displacement of Ta atoms in the y

direction perpendicular to the �a′ lattice vector (upwards in the figure),
this results in a two-stripe internal structure within the 4 × 1 CDW.

TABLE II. Energies (eV/f.u.) of the high-symmetry structures of
monolayer TaX2 TMDs. �E is the energy difference between the 1T

and 1H phases. Binding energies (BE) are the energy per formula
unit calculated by subtracting the energy of a test structure from the
energy of the isolated atoms (see Sec. II for more details). This energy
is also commonly called the cohesive energy or atomization energy.

Energy (eV) BE (eV)

Material 1T 1H 1T 1H �E (meV)

TaS2 −23.1112 −23.1759 17.252 17.317 64.7
TaSe2 −21.1380 −21.2087 15.652 15.723 70.7
TaTe2 −18.9682 −19.0006 13.809 13.841 32.4

high-symmetry 1H phase is significantly lower in energy than
the high-symmetry 1T phase, by 64.7, 70.7, and 32.4 meV as
the chalcogen is changed across the series for S, Se, and Te,
respectively.

Band structures of the 1T and 1H phases are very different
(see Figs. 7 and 8) due to the different symmetries of the two
phases. In the 1T phase the three bands at or above the Fermi
level are a mix of the dx2−y2 , dxy , and dz2 states of Ta. In
the 1H phase, there is only a single band crossing the Fermi
energy, and it is predominantly the Ta dz2 state. In both phases
of the compound TaS2, the X p states reside well below the
Fermi energy (below −1 eV). However, as the chalcogen size
increases, the energy of the X p states moves closer to the
lower Ta d states. This increases the hybridization between
these states, and this mixing is pronounced in the Te-based
compounds. The bands crossing the Fermi energy have higher
dispersion in the 1T phase, and the band dispersion at the Fermi
energy decreases as the chalcogen size increases, although
only weakly for the 1H phase. Nevertheless, in all cases the
bandwidth of the states crossing the Fermi energy is quite
broad, indicating that the high-symmetry 1T and 1H phases
are metallic, which is consistent with experiment.

The inclusion of spin-orbit coupling (SOC) in the band
structure calculations has a negligible effect in the 1T phase.
The SOC removes the degeneracy of the bands, but the overall
energy changes are small (∼0.2 eV). In contrast to the 1T phase,
in the 1H phase the spin-orbit interaction is more pronounced
due to the different symmetry and band structure. This results
in spin splitting along the M-K and K-� paths for the S and Se
structures. Also, in 1H -TaTe2 there was already spin splitting

TABLE III. Distances for the high-symmetry structures. The
lattice parameter a is equivalent to nearest-neighbor Ta-Ta distance.
The nearest-neighbor distance between Ta and X is identical in the
1T and 1H structures. Finally, h is the height of the monolayer (the
distance along the c axis between the two X sites).

Structure a (Å) DTa-X (Å) h (Å)

1T -TaS2 3.30 2.47 3.13
1T -TaSe2 3.42 2.60 3.40
1T -TaTe2 3.57 2.80 3.78
1H -TaS2 3.28 2.47 3.16
1H -TaSe2 3.40 2.60 3.40
1H -TaTe2 3.62 2.80 3.75
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FIG. 7. Band structures of the primitive unit cells for the 1T -TaX2 materials for (a) S, (b) Se, and (c) Te. The black lines are the standard
GGA-PBE calculation with spin polarization, while the orange lines include spin-orbit coupling.

without SOC and a magnetic moment of 0.631μB/unit cell.
This value is larger than previous theoretical calculations for
the bulk material [49]. The inclusion of SOC for this structure
again does not appear to have much of an effect.

B. Charge density wave states

The 1T and 1H CDW binding energies along with unit
cell volumes for four charge density wave states are given in
Tables IV and V. Only cases that display a CDW binding
energy greater than 1 meV/TaX2 are listed. The binding
energy of a 1T CDW is defined as the difference (per formula

TABLE IV. CDW binding energy for the 1T -TaX2 monolayer
structures with 3 × 1, 4 × 1, 3 × 3, and

√
13 × √

13 unit cells. For
each structure the first column gives the CDW binding energy (BE;
meV), and the second column is the change in volume (CV; %) of the
unit cell relative to the high-symmetry cell created by extrapolating
the lattice vectors of the primitive high-symmetry unit cell. For unit
cells that display a CDW binding energy less than 1 meV, no values
are given.

1T-TaS2 1T-TaSe2 1T-TaTe2

Unit cell BE CV BE CV BE CV

3 × 1 102.9 −0.22%
4 × 1 15.2 −0.02% 36.3 0.18% 115.0 0.09%
3 × 3 1.7 0.03% 121.6 −0.03%√

13 × √
13 29.8 −0.06% 55.3 −0.08% 94.8 0.28%

unit) between the energy of the high-symmetry 1T phase and
the energy of the relaxed CDW supercell, with similar analysis
for CDWs in the 1H phase. A general trend evident from
these results is that the 1T phase exhibits an instability to
formation of a variety of locally stable states with significant
CDW binding energy (15–120 meV/f.u.), while the 1H phase
also has instabilities to the formation of CDWs, albeit with
significantly lower binding energies.

The 3 × 1, 4 × 1, 3 × 3, and
√

13 × √
13 supercells all

display energetically stable distorted phases for the 1T -TaX2

compounds. In 1T -TaS2 only the 4 × 1 and the well-known
SoD structures display stable CDWs. In the 1T compounds

TABLE V. CDW binding energy for the 1H -TaX2 monolayer
structures with 3 × 1, 4 × 1, 3 × 3, and

√
13 × √

13 unit cells. For
each structure the first column gives the CDW binding energy (BE;
meV), and the second column is the change in volume (CV; %) of the
unit cell relative to the high-symmetry cell created by extrapolating
the lattice vectors of the primitive high-symmetry unit cell. For unit
cells that display a CDW binding energy less than 1 meV, no values
are given.

1H-TaS2 1H-TaSe2 1H-TaTe2

Unit Cell BE CV BE CV BE CV

3 × 1 3.8 −0.12% 1.3 +0.13%
4 × 1 3.5 +0.04% 5.1 −0.03%
3 × 3 3.0 +0.02% 3.5 +0.10% 5.0 −0.04%√

13 × √
13 2.9 +0.08% 10.8 −0.10%
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FIG. 8. Band structures of the high-symmetry structure (no CDW) for the 1H -TaX2 materials for (a) S, (b) Se, and (c) Te. The solid
(dashed) lines represent the majority (minority) spin for spin-degenerate bands. The black lines are the standard GGA-PBE calculation with
spin polarization, while the red lines include spin-orbit coupling.

replacing sulfur with selenium results in the 3 × 3 structure
becoming energetically stable, but with a very small binding
energy (∼2 meV/TaSe2). The greater diversity, and higher
binding energies, of 1T -TaTe2 CDW states is quite remarkable
and may be attributed to the greater tendency to bond angle
changes due to the higher polarizability of Te. These results
are consistent with experimental observations of multiple
CCDW states in this material. We checked the robustness of
these LDA-PBE results to a change in density functional by
calculating the binding energy (meV/f.u.) using optB86b. For
the 3 × 1 CDW in 1T -TaX2 (X = S, Se, Te) the CDW binding
energies are 0,0,105.8, respectively and for the 4 × 1 CDW
of 1T -TaS2 we find a value of 12.2. These binding energies
are within 4 meV/f.u. of the results found using the LDA-PBE
calculations. This provides a good indicator of the variability
to be expected for CDW binding energy calculations using
different density functionals in common use.

In contrast to the 1T cases, the 1H CDW structures typically
have a significantly smaller binding energy, and none of the 1H

materials display distorted ground states that differ by more
than 11 meV/TaX2 from the energies of the high-symmetry
structures. As noted in the previous section (see Table II), the
1H high-symmetry phase has lower energy than the 1T phase,
and this remains true for the CDW phases of the S and Se
compounds. However, the Te compound reverses this trend
due to the high binding energy of the 1T CDW states, which
are the global lowest-energy states of this compound found in
our calculations.

Interestingly, the 3 × 1 structure does not display a stable
CDW structure in 1T -TaSe2, and the 2 × 1 CDW never has
a significant binding energy. Only 1T -TaS2 displays a CDW
binding energy for the 2 × 2 distorted structure like that found
in Ti-based TMDs. However, the binding energy is negligible
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FIG. 9. Plot of the energy per formula unit for 1T -TaS2 in a√
13 × √

13 unit cell for high-symmetry and CDW phases. Energies
are plotted relative to the high-symmetry ground-state energy. Zero
strain refers to the lattice parameters of the lowest-energy CDW
structure, which differ slightly from the lattice parameters of the high-
symmetry ground state. The lowest energy for the high-symmetry unit
cell occurs at 0.41% compressive strain.
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TABLE VI. The distance between Ta atoms. Listed are the nearest-neighbor distances along with some next-nearest-neighbor distances for
the 1T -TaX2 structures where the distortion is at least 1% of the original Ta-Ta distance in the high-symmetry structure (see Table III). As a
result, the 1T -TaS2 3 × 1 and 1T -TaSe2 3 × 3 structures are not listed since the distortions are less than the 1% cutoff. All distance are given in
angstroms and are listed according to the site label defined in Figs. 1–3. For the

√
13 × √

13 structure in 1T -TaTe2 the nonradial contractions
of the Ta atoms make it difficult to classify the C sites. As a result only the A-B distance is given.

Structure Unit cell DAB DBC DCD DAD DAC AB (%) BC (%) CD (%) AD (%) AC (%)

1T-TaS2 4 × 1 3.282 3.113 3.281 3.547 −0.69% −5.82% −0.72% 7.34%√
13 × √

13 3.120 3.210 5.510 −5.59% −2.87% −3.74%
1T-TaSe2 4 × 1 3.346 3.131 3.346 3.801 −2.04% −8.32% −2.04% 11.29%√

13 × √
13 3.120 3.156 5.603 −8.64% −7.59% −5.28%

1T-TaTe2 3 × 1 3.190 3.190 4.371 −10.66% −10.66% 22.42%
3 × 3 3.223 3.099 3.389 5.939 3.238 −9.73% −13.91% − 5.08% −3.97% −9.30%
4 × 1 3.273 3.295 3.273 4.370 −8.35% −7.72% −8.35% 22.38%√

13 × √
13 3.233 −9.47%

(∼1 meV/TaS2), and the contraction of the tantalum atoms in
the distorted structure is also small (<1% of the original Ta-Ta
distance).

The volume change on going from the high-symmetry
phases to the CDW phases is quite small, and the effects
of volume change on the CDW energy are therefore small
compared to the effects of the detailed changes in interatomic
distances within the supercell. This is illustrated in Fig. 9 for
the SoD CDW of the 1T phase. In Fig. 9 the minima of the
CDW and high-symmetry phases are offset by a small strain
(cell volume); however, this does not play a significant role in
the binding energy of the CDW. The important internal CDW
structural parameters are given in Table VI, which gives the
relative distortions for the Ta-Ta distances between various
sites in each distorted phase. Despite the small cell volume
changes, formation of a CDW is accompanied by significant
changes in interatomic distances of the Ta atoms, and these
changes are particularly large for 1T Te systems (up to on the

order of 10%). The 4 × 1 CDWs for the S and Se structures
have very similar CDW structures. These cases have a single-
striped CDW internal structure (see Fig. 5). However, this
disappears when the chalcogen is changed to Te, and instead,
a double-striped CDW distortion occurs, where the A-B and
C-D distances are most significantly contracted (see Fig. 6).
Additionally, the Ta displacement is larger perpendicular to
the �a′ lattice vector than in the S and Se cases.

In closing this section we note that there are differences in
the CDW binding energy for monolayer 1T -TaS2 reported here
compared to previous calculations, which have reported CDW
binding energies per formula unit ranging from 19 meV/TaS2

[24] to 31 meV/TaS2 [28]. The value we have calculated lies
at the upper end of this range, but this discrepancy points to a
dependence of this energy on the exact lattice parameters, co-
ordinates, and computational parameters. Additionally, since
relaxed lattice parameters for the high-symmetry cell and the
distorted cell may differ, the comparison of these energies can

−0.6−0.4−0.2 0 0.2 0.4 0.6 0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8

D
O

S
(a

.u
.)

Energy (eV)

1T-TaS2 Star of David

Energy (eV)

1T-TaSe2 Star of David

Total
Ta d states
X p states

FIG. 10. Decomposed density of states for the SoD structures in 1T -TaS2 and 1T -TaSe2. The solid black line is the total density of states
about the Fermi energy, while the dashed red and dot-dashed green lines are the contributions from the Ta d orbitals and the chalcogen p

orbitals. In 1T -TaS2 the contribution at the Fermi energy is mostly from the Ta d orbitals, while in 1T -TaSe2 there is a significant contribution
from the Se p orbitals. This leads to the exchange splitting of ∼0.25 eV in 1T -TaS2.
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FIG. 11. Band structure for the SoD structure in (a) 1T -TaS2, (b) 1T -TaSe2, and (c) 1T -TaTe2. where solid (dashed) lines represent majority
(minority) spin in cases where this is net spin polarization. The energy is plotted with respect to the Fermi energy.

depend on whether the same cell was used for both calculations.
For the protocol used here, i.e., finding lattice parameters using
LDA and energies using PBE-GGA, the systematic errors
are typically no more than 1 meV/f.u., which is negligible
compared to the CDW binding energies discussed above.

C. Selected band structures

The projected densities of states and band structures of 1T

TaX2 SoD CDWs are presented in Figs. 10 and 11 respectively.
The most pronounced effect of the CDW distortions is on the
TaS2 system even though the binding energies of the Se and Te
systems are higher and their CDW distortions are larger. This
is due to the fact that in the TaS2 system the band at the Fermi
energy in the primitive cell is almost purely dz2 , while in the
Se and Te cases, there is considerable mixing with the p states
of the chalcogen. In the SoD phase of TaS2 the dz2 state splits
into 13 subbands, with the subband centered on the A cites
at the Fermi energy. This band is very flat and is spin split,
so it is expected that many-body Coulomb interactions lead
to further spin splitting and hence a Mott insulating behavior
in the monolayer. For the bulk TaS2 system the dz2 band has
a significant dispersion due to orbital overlap with adjacent
layers, and the nature of transport along the c axis is predicted
to depend on the CDW stacking [50]. Calculations for the bulk
SoD CDW using hybrid functionals (HSE06) have shown an
increase of the in-plane gap compared to the calculations using

the PBE functional [25]. Experimentally, it is observed that
the low-temperature SoD phase of TaS2 is insulating, although
there is debate about whether the c-axis transport is limited by
Mott physics or by other mechanisms .

The 1T -TaSe2 SoD system displays a similar CDW struc-
ture with an increased CDW binding energy and a larger distor-
tion of the Ta-Ta distances. However, the band structure does
not resemble that of the sulfur-based system [see Figs. 11(a)
and 11(b)]. Comparing the primitive band structures for the
1T -TaX2 structures [see Figs. 7(a) and 7(b)], one observes
that for increasing chalcogen mass the energy of the highest
X p states also increases and is closer in energy to the Ta d

states. The resulting band structure for 1T -TaSe2 has a lower
dispersion than the high-symmetry structure but still remains
quite dispersive and is expected to be more resistant to a Mott
transition, unlike the 1T -TaS2 SoD case. Additionally, the band
structure for the

√
13 × √

13 CDW for 1T -TaTe2 [shown in
Fig. 11(c)] shows further differences from the band structures
of S and Se. We again attribute these differences to the change
in chalcogen and as a result the relative shift in energy for the
Te p states.

Shown in Fig. 12 is the band structure for the 4 × 1
CDWs in the 1T -TaX2 monolayers. In these cases, the CDW
distortion results in less dispersive bands, corresponding to
more localized states, associated with the distortion of the
Ta atoms. However, when compared with the high-symmetry
band structures (see Fig. 7) the differences are less significant
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FIG. 12. Band structure for the 4 × 1 CDW structure in (a) 1T -TaS2, (b) 1T -TaSe2, and (c) 1T -TaTe2, where solid (dashed) lines represent
majority (minority) spin. The energy is plotted with respect to the Fermi energy.

compared to those occurring in the SoD case. Thus, it is ex-
pected that the 4 × 1 structures remain metallic with moderate
dispersion (∼1 eV) of the bands near the Fermi energy for all
three chalcogens.

IV. CONCLUSION

We have presented results for the binding energies of a
range of CDW states that have been experimentally observed
in TMDs. The Ta-based TMD monolayers have a propensity
to form CDWs, providing a unique class of materials in
which to probe the interplay between superconductivity, CDW
formation, metal-insulator transitions, and magnetism. Our
calculations show strong evidence for a diversity of metastable
phases in both the 1T and 1H phases of TaX2 systems, with the
1T variant showing a remarkable tendency to form a variety of
strongly bound CDW states. The 1H phase is the ground state
for X = S, Se for both the primitive cells and for the CDW
states that were studied. However, for X = Te, although the
1H primitive cell is lower in energy than the 1T primitive cell,
there are a variety of 1T CDWs that have lower energy than
their 1H counterparts.

An interesting feature of the CDW structures is that the Ta-X
bond length is relatively unchanged by the CDW distortions,
and the overall volume of the unit cells also exhibits small
changes. In contrast, there are large changes in some of the
Ta-Ta distances in the CDWs, with changes on the of order

10% in some of these distances for the Te compounds. There
are also strong bond angle changes associated with the Ta-X
bond, which provides evidence that the higher polarizability of
Te compounds may provide an explanation for their propensity
to CDW formation.

Band structure calculations suggest that the 1T -TaS2 SoD
monolayer is expected to be a Mott insulator due to a fairly
pure dz2 flat band at the Fermi energy, while all of the other
monolayer systems studied are expected to be metallic due to
significant dispersion from mixing with the chalcogen p states.

Our study supports the contention that TaX2 provides an in-
teresting system in which to study the interplay between CDW
states and superconductivity, as most of these materials remain
conducting in the presence of significant CDW distortions. The
exception is TaS2, which is predicted to be a Mott insulator
for monolayers, providing an additional avenue to study the
interplay between strong electron-electron interactions, CDW
states, and superconductivity.
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